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Abstract

Currently, renewable energy sources are the main driver for future electricity generation. This trend is growing faster in the developed countries in order to reduce the greenhouse effect and also in response to the limited supply of oil, gas and coal which are currently the major sources for electric generation. For example, the main renewable energy sources are from wind energy and solar energy but these energies are only available to those countries that are exposed to these resources. In this thesis an alternative energy source is investigated where it can be generated from the moving objects or in form of kinetic energy. The idea is to convert the kinetic energy during landing aircraft into electrical energy which it can also be stored and transferred to the existing electrical network. To convert this kinetic energy to electrical energy, the linear generator (LG) and uncontrolled rectifier have been used for energy conversion. The LG have been modelled in 3-phase model or in dq model and combined with the diode rectifier that is used to generate the dc signal outputs. Due to the uncontrolled rectifier the electrical outputs will have decaying amplitude along the landing time. This condition also happen to the LG outputs such as the force and the power output. In order to control these outputs the cascaded buck-boost converter has been used. This converter is responsible to control the output current at the rectifier and also the LG output power during landing to more controllable power output. Here, the $H^\infty$ current control strategy has been used as it offers a very good performance for current tracking and to increase the robustness of the controller. During landing, huge power is produced at the beginning and when the landing time is increased, the generated input power from LG is reduced to zero. Due to this, the energy storage that consists of ultracapacitor, bidirectional converter and boost converter are used in order to store and to release the energy depends on the input power source and load grid power. The voltage proportional-integral (PI) control strategy has been used for both the converters. The last part is to transfer the energy from the source and at the ultracapacitor to the load by using the inverter as the processing device. The power controller and current controller are used at the inverter in order to control the power flow between the inverter and the grid. This is when the reference power is determined by the load power in order to generate the reference currents by using the voltage oriented controller (VOC), while the $H^\infty$ current controller is used to regulate the inverter currents in order to inject the suitable amount of current that refer to the load power. Finally, a complete energy recovery system for landing aircraft with the grid connection have been put together to make the whole system to be as a new renewable energy source for the future electricity generation.
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Chapter 1

Introduction

1.1 Motivation

Electrical energy is the fundamental and main energy source which makes the world move forward. This energy can be generated from heat, transportation and natural resources such as coal, oil, gas, wind, solar and etc. Most electrical energy that generates today is from coal, oil and gas sources where its have been used for over a century ago. Currently these sources are reducing faster than before and it has triggered a new electrical energy exploration that the supply are coming from the renewable energy sources. It needs to be done quickly and continuously in order to meet today increasing energy demands. Most of the developed countries have explored these renewable energy sources such as wind power, solar power, tidal power and have put this task in their mainstream growth, and also included it in the annual budget to encourage people to exploit these free resources.

For example, the UK government has developed the energy policies to meet, to reduce and to promote the energy consumption and also to increase the usage of the renewable sources as a main electrical energy supply. It suggests that the electricity generation from renewable energy sources needs to increase to 30% by 2020 compared to 6.7% [1] of the generation today which includes both centralised and small-scale generation. In doing so, the government will spend around 660 million pounds [1] to achieve this target. On the other hand, the UK government has also agreed to create a system that is called the Renewable Heat Incentive (RHI) and the Feed In Tariff (FIT) for electricity generation less than 5MW, which is suitable for organisations, businesses, communities and individuals that are not involved in the electricity market in order to supply electricity to the main power grid [1]. These initiatives mean that the power system configuration is undergoing tremendous changes in order to be able to accept power generation from renewable energy resources. The other reason why the government has put these initiatives into practise is to reduce the levels of carbon dioxide
(CO₂) released to the atmosphere that causes the global warming. This situation has caused the Earth to become warmed by about 0.8 degrees per decade compared to the last 30 years which about 0.2 per decade [2]. As a result of this, the UK in 2007 has seen the warmest year compared to the previous decade. This issue needs to be solved and it has driven more renewable energy technology into action.

Alternative energy resources are also part of the renewable energy sources, and include the sources from waste energy such as kinetic energy which have no undesired consequences after generation. From the energy law, energy cannot be eliminated but it can be changed to another form of energy. Due to this concept regenerative braking has been introduced into vehicles. This is where the kinetic energy can be changed to electrical energy when the vehicle is slowing down. The energy produced here is small due to the low inertia and is only suitable for use in the vehicle operations such as initial start or small mechanical works. From this concept, huge amounts of energy can be produced and changed if high inertia can be stored in the vehicle. This has lead to using aircraft during landing as a source which stores huge kinetic energy where currently has been wasted as heat.

As a result, this research is undertaken in order to recognise, to understand and to process this alternative energy source that is generated from the landing aircraft and changed to electrical energy in order to increase the power generation target set for the renewable energy sources and at the same time reduce the greenhouse effect on the environment.

1.2 Aim and Objectives

The aim of this research are to evaluate the feasibility of converting the kinetic energy from the landing aircraft as a alternative energy source to electrical energy, and to supply this energy back to the electrical network. In order to achieve this aim, four objectives are defined:

1. To study the components that can be used for converting, storing and transferring kinetic energy to electrical energy;

2. To change the generated power during landing by controlling the LG current in order to minimise the uncomfortable condition to the passenger by maintaining the force generated from the LG;

3. To develop the control strategies that can be used to control the generated power, to allow the power flow between the energy components and to transfer the generated power to the load;
For objective 1, it can be done by determine a suitable generator, the storage element and the power processing devices that can be used in order to change the kinetic energy to electrical energy. The arrangement of each devices is based on the distribution generation connection which is suitable to transfer the energy from the renewable energy sources to the existing electrical network. The second objective can be achieved by finding the relationship between the generated power and the output current of the LG which is determined by the landing speed. This relationship will minimise the operation cost because no speed sensor will be used in order to control the generated power during landing. At the same time it can also control the braking force generated by the LG which determines the comfort of the passengers in the aircraft.

Finally, the selection of the control strategy needs to be conducted based on objectives 1 and 2 in order to have the power flow from the alternative energy source to the load or electrical grid. The chosen controller also needs to respond to the variable magnitude inputs, disturbances and gives robust conditions.

1.3 Outline of the thesis

The concept of converting kinetic energy to electrical energy involves several parts, such as the energy conversion part, the energy storage part and the energy transfer part. The energy conversion part is described in two chapters which are Modelling of the linear generator for energy conversion and the $H^\infty$ current control design for the energy conversion. There is one chapter for the energy storage and one chapter for the energy transfer. All of these are organised as follows.

Chapter 2 is about the literature review where it explains the functions of the components and the control strategies that will be used to develop the ERLA configuration. As an addition, the $H^\infty$ control theory has been summarised in order to help to build the control application for the dc-dc converters, and the inverter that will be used in this work.

Chapter 3 is about the energy conversion process that is related to the energy conversion from kinetic energy to electrical energy by using the LG and the rectifier. This linear generator has been modelled in a 3-phase model and in a $dq$ transformation model to behave as the LG machine. It is used to see the electrical and the mechanical outputs response for the LG when the landing speed as the input parameter. The LG models have been modelled in the MATLAB simulink software where both models show the same results. This indicates that both models can be used as the LG model in the ERLA system network.

Chapter 4 covers the control part of the energy conversion, and at the same time will control the LG outputs. The main function for this part is to control the deceleration,
force and the shape of the generated power by only controlling the input current at the converter side. These parameters have been given more attention in order to determine the success of the control strategy. The cascaded buck-boost converter with the current control topologies is designed by using the $H^\infty$ control theory. This is where the converter can respond to the wide input range of voltage that is coming from the LG outputs.

The energy storage section that consists of the energy storage element and the dc-dc converters are explained in Chapter 5. In this chapter, the amount of energy that needs to be stored in the storage elements has been calculated and it depends on the maximum generated power. The bidirectional and boost converters have been selected in order to achieve the target for these converters with the proportional-integral control as the control strategy.

In order to transfer the energy from the source and with the energy from the storage element to the electrical grid network, a 3-phase inverter has been used which is explained in Chapter 6. This chapter also includes the design steps for the LCL filter calculation. The $H^\infty$ current control has been used to deal with the current control and the voltage oriented control-proportional-integral (VOC-PI) for energy transfer process. Attention is paid at the power output transfer in response to the power changing at the load in order to determine the effectiveness of the control strategy that has been proposed.

Finally, the main conclusions of the thesis are summarised and possible future works are proposed in Chapter 7.

1.4 Contribution of the research

In this research, the contribution to knowledge is based on the control strategies applied to the ERLA system in order to transfer the kinetic energy from the landing aircraft to the electrical energy at the grid.

1.4.1 Energy conversion

Here, the main contribution of the ERLA is to change the instantaneous power which has exponential decay graph where it is normally generated during the landing, to a more useful information/graph that can be used to determine the average power with a linearly decreasing graph. To obtain this condition, the generated force from the linear generator must be constant, which will create the linear decreasing power graph [3]. This force also relates to the braking force which is applied to the passenger. During normal landing, the aircraft generates its own force while the braking force is applied.
in the opposite direction to the landing force. By maintaining this braking force the passengers will not feel any discomfort during landing. In order to control this force, the deceleration control needs to be used. For the ERLA system, no control action will be used at the LG in order to reduce the number of the controllers applied to the system. This action is taken by the dc-dc converter, which is one of the power processing devices in the energy conversion part. The current control strategy has been used as the controller, due to the relationship between the input current, the force, the power and the deceleration. This is when the input current is controlled at the dc-dc converter, and at the same time it is capable of controlling the force and deceleration at the linear generator. For the current controller design, the $H^\infty$ control theory has been used as the current control strategy. This is because, it is capable of giving small tracking error between the feedback input current at the dc converter with the reference current and it is also able to respond to the wide output voltage generated from the LG.

### 1.4.2 Energy storage

Energy storage is used to temporarily store the energy when the source energy is higher than the load, and to discharge the energy when the load required more energy than the main source can supply. For the ERLA, the energy conversion target is to deal with the input current but not the output voltage at the dc-link. If there is no voltage control applied at the dc-link, the energy storage can only store the energy without having the ability to discharge the energy back to the load when it is required. Due to this, the voltage control at the dc-link connection between the energy conversion and the energy storage can be applied at the bidirectional converter. In the meantime, this controller will give freedom to the storage element to store how much power regarding to the rated energy. In doing so, the proportional-integral control has been used due to the maturity of the controller.

### 1.4.3 Energy transfer

It is used to transfer the generated energy from the landing aircraft and the storage element to the grid. The voltage oriented control has been used for the power control strategy and it is combined with the $H^\infty$ control theory for the current controller in order to have the energy flow between them. The reason why the $H^\infty$ control theory has been selected is because the compensator value that has been designed is included the LCL filter components in the compensator calculation. By including these components, the controller that will be designed is more robust where it has a large bandwidth, and is capable of responding to the wide range of LG outputs. At the same time, it can also minimise the tracking error. Finally, all the parts are combined together to model the
complete ERLA system and it shows that the kinetic energy from the landing aircraft can be converted, stored and transferred by using the proposed controller given in this work.

1.5 Concluding remarks

The main motivation that triggers this work is to increase the capacity of the renewable energy sources in order for them to be the main sources of electricity generation in the future. By using more and more renewable energy sources the dependency on oil and gas sources can be reduced dramatically and at the same time this can reduce the CO$_2$ emission to the air and make the environment more healthy. The alternative energy which is the kinetic energy that has been left behind can be the new energy source for renewable energy source. This is because more heavier and more high speed systems have been built for vehicles today, which is the main source for kinetic energy. Currently, this energy has been wasted as heat without any action to recover it. This has lead to the aim of this research is to convert the kinetic energy from high speed vehicles such as aircraft when it start to landing to electrical energy. To achieve this aim, several objectives have been listed in order to capture, to store and to transfer the energy to the existing electric network. While conducting this research several contributions have been found out but the main contribution of this research is the relationship between the input current at the dc converter with the force and the power output for the LG which can reduce the number of controllers that will be used in ERLA system. This is achieved by using only one controller at the converter side which is capable of controlling the LG outputs.
Chapter 2

Literature Review

2.1 Alternative energy sources as renewable energy sources

Alternative energy sources can be divided into six categories which are chemical energy, thermal energy, kinetic energy, nuclear energy, rotational energy and solar energy. Chemical and nuclear energy are created due to chemical reactions and require a combustion to generate the electricity. These energies create air pollution and require a control environment to operate. However, these energy sources can generate high amounts of electric power with continuous supply. Thermal, rotational and solar energy are natural sources of energy that can be found in the environment and are free sources. The limitation for these energies is due to the location of the source. For example, wind turbines are most likely to be used in north European countries such as Denmark, the UK and Norway which are exposed to strong windy conditions in order to generate the electricity, while countries that are exposed to high solar radiation such as Mexico, Australia and the United States use more solar energy source to supply electricity to the electric network. The electricity production from these sources is not constant and needs a power tracking function to maximise the electricity production. Regarding [4, 5] the other type of alternative energy comes from waste energy. This waste energy can be obtained from food waste or biomass waste. Kinetic energy can also be categorised as a waste energy. This kinetic energy can be found when there is a movement of an object from one point to another point. This energy can be found in small amounts from water drops or in large amounts as in high speed vehicle.

According to the Defense Advanced Research Projects Agency (DARPA), humans can generate around 1 to 2 watts of energy when they walk. This indicates that humans can also generate electricity. Research has been conducted by [6], which converts walking energy to electric energy using the microgenerator made for military purposes. As is known, a normal soldier in service at the war zone will carry around 7.5kg to 13kg of
battery to power up military equipment such as night vision goggles, radio communication and other electric equipments [6]. By replacing the battery with a microgenerator, the weight carried by the soldier is reduced dramatically. Electrical energy is produced due to the inertial body mass and the walking speed of the soldier. Imagine when huge amounts of mass found in high speed objects, it will create huge amount of kinetic energy.

Here, this concept has been expanded to regenerative braking for vehicles. For vehicle purposes, it converts kinetic energy to electrical energy when the vehicle starts to slow down [7, 8]. In this mechanism, the motoring operation is changing to generator operation in order to store the energy inside the battery and it will be used for the next acceleration cycle of the vehicle. This application has been applied in the hybrid car concept such as in the Toyota Prius and other new car generations in order to reduce the CO₂ emission to the environment.

Looking at the bigger picture, for huge energy production, this concept can be applied to the airline industries. This is when the kinetic energy created during the landing aircraft is converted to electrical energy [9, 10]. At the same time, this electrical energy can also be stored and used for the taxiing or takeoff process where it will reduce the pollution at the airport, such as noise pollution. It will also reduce the fuel cost since the amount of fuel burning during takeoff can be minimised and the aircraft can carry less fuel for long distances travel. In order to harvest this potential energy from the landing aircraft, the configuration of the distributed generation structure can be used to change, to store and to transfer this kinetic energy to electrical energy for usage at the load side.

2.2 Introduction to distributed generation (DG) for renewable energy sources

DG is an electric power generation which is located near to the load/ electrical grid in order to reduce the losses along the transmission line that happen in power generation by the synchronous generator, or to improve the voltage or current at the distribution network. This configuration is suitable for renewable energy production where the power generated can be connected directly to the load without having transmission losses. To convert the renewable energy to electrical energy, a power conditioning process is needed. It uses several power converters as shown in Figure 2.1. It consists of an ac-dc converter, a dc-dc converter and a dc-ac converter. The advantages of using these converters are: they are easy to develop, and the control methods are easy to model with regards to the control objective of the converters. The generator is used to change
the mechanical inputs to electrical outputs. Figure 2.1 shows an example of renewable energy sources that are used the DG structure. The energy storage system is used next to the converters, and the generator, in order to provide a place to store the excess energy at the beginning and also to supply the power when the load demand is higher than the amount of power that can be provided by the source. The filter and the transformer in Figure 2.1 are used to connect the DG to the grid without affecting the voltage and current at the grid. The filter, such as inductor (L), or inductor-capacitor (LC), or inductor-capacitor-inductor (LCL), can be applied to reduce the injected harmonic current to the grid by the inverter.

![Diagram of DG connection](image)

Figure 2.1: Example of the renewable energy source in DG connection

The examples of renewable energy sources that can be applied to the DG are wind energy, solar energy, fuel cell energy and alternative energy sources. These sources can be separated into two types of electrical output generation: the ac output source or the dc output source. Figure 2.1 shows these two kinds of electrical output. The only difference between them is that the generator block is used for ac output generation and not for dc output generation. In order to harvest the energy from renewable sources, power tracking control is needed, and it is a challenging task for the researchers because different sources need different methods of control. For example, wind and solar energy require maximum point power tracking in order to generate the maximum electrical output power, while for the wave energy this is determined by the motion of the point absorber [11].
As is known, the power generated from renewable sources is currently lower than the power generated from the synchronous generator. Because of this, the DG cannot be operated alone. By connecting several of them to the existing distribution network, a micro-grid can be formed as shown in Figure 2.2. This micro-grid will give a continuous and same amount of power supply like the synchronous generator by connecting other renewable energy sources that are placed in the electrical network. The circuit breaker (CB) is used to disconnect or to connect other power sources to the existing electrical network. For a single DG configuration, it is more suitable to use at the remote area where the electricity network is not available or difficult to reach by the transmission network.

Other than grid connection, the DG can also be connected directly to the load or can be as the main power source to the load. This kind of DG connection is known as the islanded mode. The islanded mode is basically used for small scale power supply while at the same time it is able to reduce the amount of carbon emission to the environment [12]. To understand the DG’s operation under the renewable energy configuration more clearly, the DG system can be separated into three parts. The first part is the energy conversion, the second part is known as the energy storage, followed by the energy transfer part.

Figure 2.2: DGs in micro-grid connection

2.3 Energy conversion

The idea behind the energy conversion is to convert/harvest the maximum generated power from the renewable energy sources. For example, wind is used for wind turbine generation and solar radiation for solar energy production. Both of the sources come from the environment and cannot be controlled, where it will affect the output power.
To help control this output power, a power conditioning configuration can be used as shown in Figure 2.3; it uses wind speed as a source and consists of a synchronous generator, a diode rectifier and a dc-dc converter. For the wind turbine generator, it is most likely that the wind energy can be converted to electrical energy by using the Doubly Fed Induction Generator (DFIG), the synchronous generator and the permanent magnet synchronous generator that have been applied in [13, 14, 15]. The voltages generated from the generator are connected to the diode rectifier and the dc-dc converter in order to control the maximum power generated by the wind source where has been discussed in [13, 16, 17, 18, 19, 20].

This process described is known as Maximum Point Power Tracking (MPPT). For solar and fuel cell renewable energy sources, the electrical outputs are in dc signal and they are not constant due to the varying input source. To obtain the MPPT from this variable dc input power, the dc-dc converter can be used without using the rectifier [20, 21, 22]. As has been stated, the MPPT is related to the input source of the energy and it can be controlled when the control strategy is applied to the power conditioning side. For wind energy applications, the current at the dc-dc converter can been controlled according to the speed of the generator and it will determine the power generated from the generator. This concept, which has been applied to wind energy, can also been implemented in the ERLA configuration. It is by controlling the output current at the diode rectifier it will at the same time control the generated output power from the generator.

![Figure 2.3: Topology of energy conversion in renewable energy source](image)

### 2.3.1 Linear synchronous machine in energy conversion

For an landing aircraft application, the linear synchronous machine has gained interest due to the structure, the speed and the precision that can be achieved from it. Linear machines can be separated into two operations: motor operation or generator operation. In motor operation, the linear machine is used for the high precision location that
is needed for the machine tool industry. For high speed systems, it is used in transportation such as the Maglev train application [23]. Linear generators are linear motion electromagnetic devices that transform an oscillatory motion of mechanical energy into electrical energy. In synchronous generator operation, the idea of regenerative braking that converts the energy from vehicle braking into electrical energy has been discussed [7, 24, 25, 26]. For linear generator machines, regenerative braking is used mostly in ocean wave harvesting technology [11, 27, 28, 29, 30, 31] by converting the ocean wave energy into electrical energy. It is used in wave energy because the linear machine is capable of directly utilising the linear piston force without the need for an additional mechanical component, compared to a rotary device that needs a crankshaft mechanism to change the linear force to rotary torque and then transmit it to the generator.

The linear machine is where the stator and the rotor of the rotating machine have been cut and put flat on the surface, but the working principle remains the same as the synchronous generator. Figure 2.4 shows an example of a linear machine [32]. The advantages of the linear machine are that it drives the linear motion load without gears, screws or crankshafts, and it can also overcome the problems of stiffness, mass friction and backlash. It can also create a levitation force between the stator and the rotor due to a magnetic field which is used in high speed train application.

The operation of the linear generator is based on mechanical motion; it generates a travelling magnetic field that is flowing in a horizontal direction which creates the voltage at the stator output. It also shows that the travelling magnetic field is equivalent to the velocity [33] of the rotor speed as given in equation 2.1:

\[ v = f_e \beta, \]  

(2.1)

where \( v \) is the velocity of the rotor, \( f_e \) is the exciting frequency in hertz and \( \beta \) is the winding wavelength. By expanding equation 2.1, the relationship between the synchronous generator with a linear generator can be given as:
\[ \theta = \frac{2\pi vt}{\beta} = \frac{2\pi z}{\beta}, \]

where \( \theta \) is the rotating mode in the synchronous generator while \( z \) is the displacement for the linear generator. It can be summarised that for the linear generator, \( z \) is the same as \( \theta \) while the force \( (F) \) is the same as the torque \( (T) \) in the synchronous generator.

The concept of the linear generator is based on the travelling magnetic field [33, 34] which has gained interest for high speed applications. This travelling magnetic field is proportional along the speed, and it gives an indication that the linear generator is suitable for harvesting the energy during landing aircraft. For the ERLA structure that uses the linear generator structure, two techniques can be applied to the landing process as shown in Figures 2.5 and 2.6. Both figures illustrate the arrangement of the stator and the rotor during landing. For the first technique, the rotor is used as a park platform for the aircraft when it lands as shown in Figure 2.5. Here, the aircraft will move-up on the platform and then it will move together during landing. In the meantime the stator can be placed underneath the runway to capture this kinetic energy and change it to electrical energy.

![Diagram](image)

Figure 2.5: First technique of LG configuration in the ERLA application

The second technique is by pushing the rotor along the runway which is shown in Figure 2.6. This technique gives more advantage compared to the first technique in-terms of safety. This is because the landing speed can be controlled by the pilot.
For example, when the condition of the runway is slippery or wet the pilot can release more breaking force in order to control the vehicle. For both techniques, the slot-less permanent magnet is used as a stator while the rotor consists of coil [9].

![Diagram of second technique of LG configuration in the ERLA application](image)

**Figure 2.6: Second technique of LG configuration in the ERLA application**

Many controllers can be applied to the linear generator depending on the function of the machine. The linear generator control in wave energy technology has been discussed here where it has the same function as the ERLA system. Currently, the control topologies for LG in wave technology are by using the power or force control. The power can be controlled if the current at the generator can be controlled [29]. This is done by ensuring that the current is the same as the electromagnetic force in magnitude and phase inside the LG. This will cause the power generated from the LG to be isolated. Other than the power control technique, the LG can also use the force control which is explained in [27, 35, 36, 37]. This force is proportional to the velocity and displacement of the damping spring in wave energy applications. At the same time, this force is proportional to the current generated at the output of the LG. Because of this, by controlling the current, the force will be controlled, and the maximum power from the wave can be extracted [27]. This is when the current controller is used at the power conditioning converter to extract the maximum power from the LG. In [11], it shows that the LG is connected to the diode rectifier which will generate variable voltage and frequency at the outputs. Due to these variable outputs, the dc-dc converters are needed in order to give constant voltage and frequency outputs that can be used for energy storage and energy transfer sections.
This power and force control can also be achieved by using the back to back converter, the rectifier, or the dc-dc converter [35, 38]. By using these converters, the control strategy can be made sensor-less to the speed. This is when the controller at the dc-dc converters do not use the information from the speed, but it is able to control the force at the LG. This will allow the control strategy to be applied at the power conditioning devices, rather than on the LG. In this case, it is capable of reducing the cost and number of controllers that will be used in the ERLA system application.

2.3.2 DC-DC converter as power conditioning in energy conversion

Wind, solar and fuel cell energy generate fluctuating output power at all times. Due to this, a converter is needed in order to control the output power flow to the storage element or to transmit it to the electrical grid network. In this case, the dc-dc converter can be used to control the power generated from the LG and at the same time enable the maximum power point tracking [16, 17, 18, 39, 40]. For wind energy source, the output voltage from the generator contains variable magnitude current, voltage and frequency. This also happens in the ERLA system, where the voltage and current outputs from the LG are reduced to zero which result from the reducing landing speed. This means that at the beginning, the power generated from the LG is at a maximum because this is the time when the maximum landing speed is applied to the LG. After that, it will start to reduce to zero. In this case, it causes the LG outputs to generate a wide range of input voltages and currents that need to be controlled by the dc-dc converter. Some common dc-dc converters that can be used in wide range input are the boost, buck-boost, SEPIC or Cuk [41] converters. Apart from these, several other topologies can be used which are listed below:

- the single switch or buck-boost converter shown in Figure 2.7a,
- the two switch, as shown in Figure 2.7b,
- the three level boost converter as in [42],
- the cascaded, interleaved and superimposed connection of the converter [43].

The single switch or boost converter is a conventional dc-dc converter that is used in power tracking for wind power or fuel cell power applications [17, 18, 44, 45, 46, 47]. In order to achieve the MPPT, the controller for this converter needs an algorithm to calculate the maximum power which responds to the suitable duty cycle for the converter. In this case, the power function, which consists of wind speed and the previous power, needs to be developed. This converter creates a high stress value on the inductor and the capacitor and it will increase the cost of the converter [43, 48].
The two switches application is more appropriate because the stress of the inductor can be dissipated by reducing the size of the inductor and capacitor, compared to the single switch dc-dc converter [43, 41]. The cascaded buck-boost converter with two switches, known as the non-inverting buck-boost converter, has been used to regulate the variable input voltage and it has non polarity inversion at the output with regards to the input voltage [42, 49, 50, 51, 52, 53, 54, 55, 56]. This structure generates the direct path for the power flow from the input to the converter, and the losses at the inductor are at a minimum [43, 49]. The cascaded converter is shown in Figure 2.8 where it will be the focused to the ERLA system.

For the cascaded buck-boost converter, two control strategies can be applied which are the current and voltage control. For the current control, several types can be used such as the sliding mode control with proportional-integral (PI) [52], the two independent controls applied in [48], the unified controller suggested in [57] and the back stepping control with PI control proposed in [58]. All of these use input feedback current. The voltage control can be achieved by separating the operation mode of the cascaded buck-boost converter, so that for half operation time it operates as a buck
Figure 2.8: Circuit diagram of a cascaded buck-boost converter in energy conversion

converter and for the other half of the time as a boost converter by using logic sequences [53, 52]. More complex controllers can be applied to improve the performance of the cascaded buck-boost converter by using the robust control technique in the average mode model explained in [58, 59, 60].

Different structures of the buck-boost converter with more than two switches have been discussed in [43, 42, 50, 61]. For example, the three level boost converter gives less stress to the inductors compared to other converters. It is easy to model the controller that is based on the boost control structure, but the disadvantages are that it uses more inductors and switches. Due to the increasing number of switches, additional control loops need to be applied at the main controller.

In [43, 61], a more complex arrangement of the buck-boost converter has been used in order to minimise the stress of the inductor. First, the structure can be connected in an interleaved or superimposed connection, where these connections improve the stress and the conduction losses of the inductor compared to the others. These configurations will behave like a filter for the converter, and the controller needs to use a more complex controller which includes the three mode duty cycle. These converters create problems such as a higher harmonic current at the output [41, 48, 50].

As a solution, a cascaded buck-boost converter has been used in the ERLA application which is capable of giving a constant output from a wide range of input voltages and currents. It is also capable of changing the variable dc inputs to constant dc outputs in the continuous conduction mode at the inductor. By using the current controller combined with the logic sequence, the cascaded buck-boost converter is able to control the LG outputs in order to change the uncontrolled power output to control power output.

2.4 Energy storage

After the power from the energy conversion has been controlled, this huge amount of power at the beginning needs to be stored. Because of this, the energy storage part is essential. At the same time, the function of energy storage is to inject the energy
to the load when the load requires more power than the source power can be provided from the energy conversion. It is also to ensure that a continuous power supply can be supplied to the load.

Most of the energy storage sources, it generates low voltage output compared to the input voltage at the energy transfer process which requires high voltage. Because of this, the boost converter is used to increase the voltage. For the energy storage element, it is combined with the bidirectional converter in order to have the function of absorbing and releasing the energy from the storage elements. Figure 2.9 shows the topology of the energy storage part in renewable energy source applications.

![Diagram](image)

Figure 2.9: Topology of energy storage in renewable energy source applications

### 2.4.1 Energy storage elements

Generally, the functions of the energy storage elements in renewable energy, hybrid vehicles or uninterrupted power supplies are to provide power during transient, inject the power when the main source has a low power output such as in renewable energy sources, and to absorb the energy during vehicles braking [62, 63, 64]. Another function is as a temporary storage (short term) [65] or a transit place before it can be transferred to the load. For example, energy storage elements such as the ultracapacitor, battery, flywheel etc can be used as storage devices by connecting them to the dc-link \( V_{dc} \) [44, 66, 67, 68]. For renewable energy source applications, the battery and the ultracapacitor can be used as storage elements to improve the reliability and the stability of the grid connection [44, 62, 63, 69, 70, 71, 72].
Due to its fast power regulation, the ultracapacitor is more suitable for use in landing aircraft. This is because it can respond to high power density, has a high charging speed, a longer life time and a high energy density output [64, 70, 73, 74, 75, 76]. The ultracapacitor stores the energy by separating the positive and negative charge, and it has a fast discharging rate due to the high rated current [75]. By placing the dc converter between the ultracapacitor and the dc-link, the direction of the current can be changed and at the same time it can control the voltage at the dc-link. The ultracapacitor can be modelled by the internal capacitance \( C \) and with the series resistor \( R_{\text{esr}} \). This combination will give a more accurate expression for the ultracapacitor as given by [70, 77]:

\[
Z(s) = R_{\text{esr}} + \frac{1}{C(s)}.
\]  

(2.2)

2.4.2 Energy storage with bidirectional converter

A bidirectional converter has the ability to allow two directions of power flow, either flowing from the energy storage elements to the dc-link voltage or vice versa. Most of this converter has been applied at the energy storage element in renewable energy applications and in uninterrupted power supplies [57, 63, 66, 78]. The bidirectional converter structure resembles the half bridge circuit which consists of only one inductor in order to reduce the current stress and also to give high efficiency. The bidirectional converter with the energy storage element is connected in parallel to the dc-link voltage in order to regulate the dc-link voltage, and to discharge the stored energy [76].

This bidirectional converter can be controlled depending on the type of energy storage element that will be used. If the battery is used, this converter is used to control the state of charge with a state control for optimum charging, while when the ultracapacitor is used, it is to regulate the dc-link voltage [40, 71, 79]. Other than these it can also use the inner loop current control combined with the other voltage loop that been proposed in [67, 72, 76], the finite state machine in [64], or the dynamic evolution control in which the switching angle was calculated by [69]; these are able to control the power flows from the bidirectional converter. In [80], it has been suggested to use the state of charge for the ultracapacitor for the power flow process. A more advanced control strategy that includes 3 modes of operation for the bidirectional converter which are buck, boost and shutdown can be applied combined with a power management application, in order to have the current flow between the energy storage and the dc-link [66, 81].

More complex methods can be applied to control the bidirectional converter. One of the solutions is by changing the nonlinear equation that is caused by the switches to a linear equation by using the average control technique. This is done by integrating
the switching cycle in order to produce a constant signal at the output [51, 82], which will be used to determine the controller compensator.

2.4.3 Boost converter

The boost converter is used to increase the dc-link voltage to the desired output voltage in order to be used by the energy transfer. This is to ensure that the input voltage at the inverter is capable of generating 3-phase voltage when it connects to the existing electrical network or to the load. The boost converter has been used widely in renewable energy structures [62, 83] because is easier to build and to control. The boost converter consists of one inductor and one switch which will respond to the controller target.

As is known, the boost converter is a nonlinear element which creates a nonlinear equation in which only the nonlinear control can be used. This nonlinear condition can be solved by using a controller that has a wide bandwidth response such as the PI controller [84], or the proportional-integral derivative (PID) controller which uses a genetic algorithm in order to determine the duty cycle gain for the controller [85], or by using the sliding mode controller (SMC) that has been proposed in [86, 87, 88].

2.5 Energy transfer

All the power from the main source and the storage element need to be transferred to the grid. This part consists of the inverter, the filter and the grid source as shown in Figure 2.10. The inverter can be driven by power electronics devices such as GTOs, MOSFETs, FETs and IGBTs. The choice of power electronics devices is based on the rated output power of the inverter. Due to the switching effect of the power electronics devices, the inverter will inject a high current harmonic to the grid, and increase the total harmonic distortion to the grid current. In order to solve this problem, a filter can be connected between the inverter and the grid. The inverter also functions as the synchronisation component between the inverter voltage and the grid voltage. Synchronisation must happen between the inverter and the grid in order to transfer the power to the grid without causing any damage to it.

2.5.1 Filter component at the energy transfer part

To improve the injected current and to transfer clean sinusoidal current to the grid, three types of filter such as L, LC or LCL can be used. The L filter consists only the inductor; here the inductor size is bigger thus reducing the dynamic of the system. It also creates a longer response time for the current [20]. In order to improve this, the capacitor C is introduced, and is known as the LC filter. In this case, the inductance
value can be reduced by selecting a very large capacitance which will create an inrush current; this high capacitance is not suitable for current injection [89]. Due to these disadvantages of both filters, most researchers have used the LCL filter model. This is also known as the electromagnetic interference (EMI) filter and is used at the inverter to prevent high harmonics at the switching frequency. It will give low ripple current, prevents inrush current, and leads to small values for the inductor and the capacitor which are suitable to be used for the grid connection [20, 89, 90, 91, 92, 93].

2.5.2 Synchronisation of the inverter with the grid source

Synchronisation of the DG structure is important in order to ensure that the power can flow from the DG to the electric grid network. For normal synchronous generator operation, the synchronisation can be established when the frequency of the rotating flux in the synchronous generator is the same as the grid frequency. When a fault happens, both frequencies are not the same, and the generator will be separated from the grid. It takes a longer time to synchronise back. The DG synchronisation is better than the generator because it is not related to the rotating flux angle, but the inverter needs the information about the amplitude, the phase angle and the frequency of the grid source which can be collected using a proper synchronisation technique before it can be synchronised.

The most common or most used synchronisation method is the phase-locked loop (PLL) applied in [94, 95, 96, 97]. The operation of the PLL is when the feedback response of the voltage controller oscillator is used to lock the phase of the grid voltage. Another technique is the sinusoidal tracking algorithm (STA), which is able to detect the frequency changes in the grid faster then the PLL and with a high setting time [98]. This STA is also able to lock the phase and the frequency if the grid voltage is not
balanced. A new kind of synchronisation, known as the synchronverters structure which does not use the PLL, has been implemented in [99]. It makes the inverter behave like a synchronous generator with frequency droop control for synchronisation of the inverter and the grid.

2.5.3 Power flow between the inverter and the grid source

Power flow refers to the power interchange between the main source and the grid network. In the DG unit, the renewable energy is the main power source while the inverter is a drive structure to transfer the energy to the grid. This power flow can be achieved by using a proper control application on the inverter. The current or voltage control strategy can be used in order to transmit the power from the inverter to the grid. Here, most researchers have used the current control application [94, 100, 101]. By adding the power control to be the outer loop control while the current control is the inner loop, the amount of power flow that is related to the injected current can be established [17, 97, 93]. The equations that relate the power with the voltage and current at the inverter are given as:

\[
P = v_a i_a + v_b i_b + v_c i_c
\]
\[
Q = \sqrt{3} [ (v_a - v_b) i_a + (v_b - v_c) i_b + (v_c - v_a) i_c ].
\]

where \( P \) is the real power, \( Q \) is the reactive power, \( v_a, v_b, v_c \) are the line to line voltage and \( i_a, i_b, i_c \) are the inverter line currents.

From equations 2.3 and 2.4, the injected real and reactive power are easier to control in the inverter compared to the synchronous generator, where the current at the inverter terminal is used as the feedback control and the PLL block is used for the synchronisation.

2.5.4 Control scheme for inverter-side converter

Basically, the structure of the grid side inverter is monopolised by the voltage source inverter (VSI) due to the high power rating, and the time response is faster than the current source inverter (CSI). As is known, the function of the inverter is to inject the current to the grid by using the current control, in order to have a power flow which is important for renewable energy generation. Meanwhile, the voltage control is used to improve the power quality at the terminal voltage grid caused by voltage sag, voltage swell etc.
2.5.4.1 Current control for the inverter

Due to the maturity of this control structure, most researchers use this strategy for the grid connected system. Figure 2.11 shows the current control topologies for the inverter based on the natural frame control.

![Block diagram of current control for energy transfer process in natural frame (abc)](image)

Figure 2.11 shows that, each phase has its own current control to create a more dynamic response [20] compared to use only one current controller. Here, it gives a high accuracy control for instantaneous current, a peak current protection, an overload rejection and has a very good dynamic [20, 94, 102]. These advantages ensure that the tracking error between the reference currents and the inverter currents can be kept to a minimum in order to inject less Total Harmonic Distortion (THD) to the grid. The P+Resonant controller with harmonic compensation is also able to inject less THD current to the grid if it has been implemented at the inverter control. The dead-beat controller, the hysteresis and the PI controllers can also be used for current control [92, 97, 103] for the current injection from the inverter.

All of these controllers are known as the classical control approach. Recently, more robust controllers have been adopted for the inverter. The $H^\infty$ control theory has been put into practice in order to control the injected current by the inverter to the grid [100, 101, 102]. This controller is able to minimize the tracking error and at the same time it can operate during the unbalanced condition, or when a nonlinear load is connected to the DG. Meanwhile, the existence of the LC filter shown in Figure 2.11 requires a more complex current control strategy in order to maintain the stability [92]. Due to this, the current controller design must include the LC filter and the grid
inductance \((L_a, L_b, L_c)\) parameters for the controller calculation which can be achieved by using the robust control strategy.

Figure 2.11 shows the reference currents \((I^*_q\text{ and } I^*_d)\) coming from the outer power control technique. The \(abc\text{ – }dq\) transformation is used in order to change the reference currents from \(I^*_q\text{ and } I^*_d\) format to three phase format \((i^*_a, i^*_b\text{ and } i^*_c)\). The error signal between the reference and feedback currents will be fed into the current controller block in order to generate the required pulse width modulation (PWM) signal to the inverter for the power electronics devices.

\[2.5.4.2\] Power control technique at the inverter

Power control is used at the inverter in order to generate the reference currents for the current control which are proportional to the required power. There are two types of power control that can be used for the inverter, the first is the Direct Power Control (DPC) and the second one is the active and reactive power control.

The DPC strategy has been used in [13, 98, 104, 105]. The DPC is based on the Direct Torque Control (DTC) which has been used in controlling the motor torque regarding to the rotating flux. For the DPC control, the switching signals that are used for the inverter switches are generated from the switching table which is based on the error between the reference and the measured real and reactive power [13]. The advantage of using DPC is that the inner current loop and PWM switching model are not needed. It is because the PWM switching is based on the look-up table that is based on the hysteresis control [98, 106].

For this control technique, the reference real power \(P^*\) is generated from the dc voltage controller, and the reference reactive power \(Q^*\) is set to zero for the unity power factor. The unity power factor means that the voltage and current at the grid terminal are in the same phase angle. The generated signal is based on three conditions which are the \(P, Q\) and the flux vector position \(\gamma\) of the power. The generated signal can be expressed as:

\[
S_p = \begin{cases} 
1 & P < P^* \\
0 & P > P^* 
\end{cases} \quad (2.5)
\]

\[
S_q = \begin{cases} 
1 & Q < Q^* \\
0 & Q > Q^* 
\end{cases} \quad (2.6)
\]

By addressing the \(\gamma\) with the \(S_p\) and \(S_q\) value, the appropriate voltage vector can be selected from the look-up table. Figure 2.12 shows the convectional DPC structure.

For real and reactive power control, it is based on the \(dq\text{ – }abc\) transformation and the feed-forward of the inverter dc-input voltage. This transformation guarantees the fast
transient response and gives high static performance with the inner current controller for the inverter which has been applied in [38, 97, 107]. The real power control and the dc-voltage control will correspond to the $I_d^*$, while the reactive power will correspond to $I_q^*$ as shown in Figure 2.13. This power control is known as voltage oriented control (VOC), where the reference currents ($I_d^*, I_q^*$) are the output from the power and reactive power calculation in [99, 108]. Figure 2.13 shows the complete control strategies applied to the energy transfer.

Figure 2.13: The block diagram of power and current control in the energy transfer process
2.6 \( H^\infty \) control theory

The \( H^\infty \) control theory is used in controller design to minimise the tracking error, to improve the stability, to give a robustness effect to the plant \([61, 105, 109]\) and to guarantee the performance in the worst case disturbance \([110, 111]\). Recently this control theory has been applied to the dc-dc converters \([21, 112, 113]\), grid connected inverters \([100, 101]\), Flexible AC Transmission System (FACTS) devices \([114]\) and Permanent Magnet Linear Synchronous motor (PMLSM) for position tracking \([111]\).

The name \( H^\infty \) comes from the name of the mathematical space over which the optimisation takes place (Hardy place). As is known, this control theory is in the robust control group, where the controller in this group includes the load variation, the perturbations and the disturbance effect of the plant in order to calculate the compensator controller value. The standard configuration for the \( H^\infty \) optimal control application to the plant is shown in Figure 2.14. \( K \) is the stabilising compensator that will be calculated using the \( H^\infty \) control theory while \( G \) is the plant that needs to be controlled.

![Figure 2.14: The standard \( H^\infty \) optimal control formulation](image)

There are four signals involved in the \( H^\infty \) model, which are the \( w, u, z \) and \( y \). The \( w \) signal represents external disturbance inputs and \( z \) is the regulated performance outputs, which include the weighting functions that are used to improve the robustness and stability of the controller \([21, 115]\). In the mean time, \( u \) is known as the control input for the system, while \( y \) is the target output from the plant. The \( G \) can be any equivalent electrical circuit, and it can be written in state-space equations \([100, 101]\) or in transfer function equations \([21, 116]\). For example, the state-space equation for the \( G \) can be written as:

\[
\dot{x} = Ax + B_1 w + B_2 u \\
z = C_1 x + D_{11} w + D_{12} u \\
y = C_2 x + D_{21} w + D_{22} u,
\]

\(2.7\) \(2.8\) \(2.9\)
where $A, B_1, B_2, C_1, C_2, D_{11}, D_{12}, D_{21}$ and $D_{22}$ are in matrix format in order to generate the extended plant for the $H^\infty$ control calculation that also includes the inputs to the plant which are $w$ and $u$. The $x$ is the state variables of the plant. Equations 2.7, 2.8 and 2.9 can be written in matrix notation as:

$$
G = \begin{bmatrix}
A & B_1 & B_2 \\
C_1 & D_{12} & D_{12} \\
C_2 & D_{21} & D_{22}
\end{bmatrix}.
$$

(2.10)

Equation 2.10 is the matrix plant, and the extended plant $G$ (new) with the weighting functions $(W)$ is given by:

$$
G\text{(new)} = \begin{bmatrix}
A & B_1 & B_2 \\
C_1 & D_{12} & D_{12} \\
C_2 & D_{21} & D_{22}
\end{bmatrix} \times W
= \begin{bmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{bmatrix}.
$$

(2.11)

From equation 2.11, the value of the compensator can be calculated by using the available functions based on the Ricatti Equation in order to calculate the optimal value of the compensator. The functions of hinf\textit{syn} or mix\textit{syn} can be used to calculate it in the robust control toolbox which is available in the MATLAB [114, 117, 118].

2.6.1 $H^\infty$ control application in dc-dc converters

The application of $H^\infty$ control theory in dc-dc converters has been widely used recently, for example it is used in the buck-boost converter with single switch [109] and in the boost converter [21, 113]. The reason why the $H^\infty$ has been used with dc-dc converters is to regulate the output by minimising the tracking error [21, 112, 113]. This controller has been proven to minimise the tracking error and at the same time it gives low output impedance in order to reduce the output ripple [21, 113]. These advantages are achievable because the design compensator includes the plant components in order to calculate the compensator by using the $H^\infty$ control theory.

2.6.2 $H^\infty$ control application in the inverter-grid connection

$H^\infty$ control theory has recently gained more interest with researchers for application in the 3-phase inverter. This is because it reduces the tracking error and gives a high dynamic response at the outputs. This occurs because the calculation of the controller compensator value has included the filter components and the disturbance effect that appeared at the inverter plant. The disturbances in the inverter are given by target
output such as the reference value and also the grid voltage. Other than this, the $H^\infty$ control is a method that is able to respond to any changes in the perturbations and the variations at the inverter caused by load changing.

Many researchers have applied the $H^\infty$ control theory to the inverter. For example, this can be done by combining the repetitive control with the current controller, or the voltage controller structure, or the cascaded voltage and current which have been carefully explained [89, 101, 119]. The $H^\infty$ control theory has also been applied to FACTS devices, such as Dynamic Voltage Restore (DVR), in order to solve the voltage sag and unbalanced voltage in the grid system [114]. It has also been applied to the Unified Power Quality Conditioner (UPQC) that is used to solve all the power quality problems in the grid system [120].

2.6.3 System stability

For the compensator value $K$ which has been generated from the $H^\infty$ control theory, the stability of the compensator with the plant need to be determined in order to minimise the tracking error and to meet all the uncertain conditions [121, 122]. This stability can be calculated from the $H^\infty$ optimal problem when the closed loop feedback from the $z$ to the $w$ which makes the system insensitive to the external disturbance is determined [116, 119]. Figure 2.15 shows the model to calculate the stability value. The transfer function for the stability can be written as:

$$T_{zw1} = \frac{G_{21}K}{1 + G_{21}K} \times W_1.$$  \hspace{1cm} (2.12)

From equation 2.12 the condition that needs to be met in order to declare it stable is when [100, 101]:

$$\|T_{zw1}\| < 1.$$  \hspace{1cm} (2.13)

![Figure 2.15: The stability block for $\|T_{yu}\|$ in $H^\infty$ control](image)
The stability of the compensator can also be calculated between the input $u$ to the output $y$ or $\|T_{yu}\|$ as shown in Figure 2.15. This $T_{yu}$ transfer function is known as closed loop feedback loop control. Equation 2.14 shows the transfer function of the feedback controller with the plant and the weighting functions. The control feedback law can be developed by referring to Figure 2.14 which is based on [116, 123]. The stability equation can be written as:

$$T_{yu} = G_{11}(s) + G_{12}(s)[I - K(s)G_{22}(s)]^{-1}K(s)G_{21}(s),$$

(2.14)

where the $G_{11}, G_{12}, G_{21}, G_{22}$ are given from equation 2.11 and $I$ is the identity matrix. This technique can be used if the transfer function equation is used to model the plant, which is more suitable for the dc-dc converters. After the $T_{yu}$ of the feedback has been determined by using equation 2.14, the magnitude stability condition can be determined by referring to the equation:

$$\|T_{yu}\| \leq \gamma,$$

(2.15)

where $\gamma$ is gamma in the pre-specified attenuation level for the sub-optimal control which needs to ensure that $\|T_{yu}(s)\|_{\infty} = \max_{\omega} \sigma(T_{yu}(j\omega)) \leq \gamma$.

The $\gamma$ and the $T_{yu}$ can be found using the `hinfsyn` function in the MATLAB program. To calculate the magnitude value of equations 2.12 and 2.14, the `normhinfn` function, available in the Robust Control Toolbox in the MATLAB software, can be used to calculate the stability value. If the calculated $K$ value satisfies the condition given in equations 2.13 and 2.15, it means that the $K$ is stable and it can be used to minimise the tracking error under the disturbance and components effect in the plant.

### 2.7 ERLA configuration in the renewable energy application

Figure 2.16 shows the arrangement for the complete process of Energy Recovery From Landing Aircraft (ERLA). The configuration of ERLA network is based on the DG structure that has been used in renewable energy generation. At the end of the processes, electrical output can be generated, and it can be connected to the distribution grid network. The linear generator, the uncontrolled diode rectifier and the dc-dc converter model are used for the energy conversion, which will change the kinetic energy to electrical energy by controlling the current flows at the buck-boost converter. Controlling the buck-boost converter will at the same time control the LG outputs that are more related to the passenger comfort in the aircraft; one of them is the braking force. The LG has been chosen because the concept of the travelling magnetic flux, which flows in the horizontal direction, is equivalent to the speed vector during landing.
The diode rectifier is used to change the ac input from the linear generator to dc output in order to minimise the complexity of the system. It is most likely that, energy storage is used to absorb/release the energy at the dc-link. A voltage control strategy is used to control the voltage at the dc-link between the energy storage and the energy conversion. It also allows the power flow to flow in both directions. It consists of an energy storage element, a bidirectional converter and a boost converter. The boost converter is used to increase the dc bus voltage $V_{dc}$ to a suitable value which can be used for the energy transfer application.

Energy transfer is a combination of a 3-phase inverter, the filter and the grid in order to transfer the power from the energy conversion and energy storage to the electrical network. Here, the current control and the real and reactive power control have been used in order to control the injected power and current to the load.

### 2.8 Concluding remarks

The energy from landing aircraft is a potential alternative energy source which can generate high power compared to the single wind turbine and at the same time is easier to control the power. In dealing with this energy, the energy processes can be divided into three categories which are the energy conversion, the energy storage and the energy transfer using the distribution generation network as the reference. For the energy conversion, the LG, the diode rectifier and the buck-boost converter are used to convert the kinetic energy to electrical energy. The LG has been selected because of its capability for responding to the speed which is proportional to the magnetic travelling flux which is flowing inside the LG. As a consequence, the electrical outputs from the LG
contained variable magnitude and frequency. Due to this, the rectifier is used to change this variable output to dc signal output for the current and voltage. Here, the buck-boost converter is used to control the input current in order to give constant magnitude output at the LG. The energy storage, consisting of the energy storage element, the bidirectional converter and the boost converter are used as a temporary storage place before the energy can be released to the load. For the energy transfer, the function of the filter, the synchronisation and the power flow need to be used in order to give the power transfer between the energy source and the energy storage which responds to the energy required at the load. Finally, the concepts of $H^\infty$ control theory have been applied to the dc converter and ac converter in order to implement this control strategy in the ERLA system.
Chapter 3

Energy conversion: Modelling of the linear generator

This chapter explains the LG model in the energy conversion model. It is used to convert kinetic energy to electrical energy. The LG has been modelled in the 3-phase model and in the $d-q$ transformation model. The LG is suitable, compared to other types of the generators because of its mechanical structure, which is in flat mode for the stator and rotor, and it also responds to the speed that induces the travelling magnetic flux. Both of these models have been designed and used in order to see the outputs generated from the linear generator, which are the mechanical outputs such as the deceleration speed, the force and the distance travelled by the LG in the ERLA application. In the meantime, the electrical outputs have been measured at the diode rectifier. All the models have been designed in MATLAB Simulink environment, which are based on the equations generated from the LG model.

3.1 Potential kinetic energy generated during normal landing

During landing, a huge amount of kinetic energy can be collected due to the huge mass of the aircraft. This potential energy also depends to the losses of the braking force, braking tyres and the impedance inside the LG generator. Assume, for a normal aircraft such as the Boeing 747 with a mass of $m = 40 \text{ ton}$ and the landing speed ($v$) of 150mph, the kinetic energy stored in this aircraft is:

$$E = \frac{1}{2} mv^2$$

$$= \frac{1}{2} \times 40 \times 10^3 \times (0.4470 \times 150)^2$$

$$= 90 \text{MJ.}$$
From this amount of kinetic energy, the power which can be generated is equivalent to 25kWh. This amount of power can supply 2 days electricity to a three bedroom house based on the study conducted by [124]. As a result, there is a possibility to harvest the energy from the landing process. Before this potential power can be used, several power conditioning devices will be put in place in order to control, to store and to transfer this energy.

This work has not used the actual value of the aircraft due to the limitation of the simulation storage memory. In order to avoid this problem, a small value of this mass and speed are applied in the simulation. In order to understand the power flow, the flywheel has been build in the lab in order to behave like the generates energy from the landing. The mass value of $m = 100\text{kg}$ and the speed $v$ of about $10\text{m/s}$ for the flywheel are used to equation 3.1 where it produces about $5000\text{J}$ which is equivalent to $1.39 \times 10^{-3}\text{kWh}$. This energy can produce about $1250\text{W}$ average power for about $4\text{s}$. These parameters are used in order to determine the rest of electric components that is used in ERLA where it been calculated using the maximum generated power. This is the reason why the parameters have been selected to this work. To obtain this power, the LG and the diode rectifier are used and without any control strategy applied to them. Figure 3.1 shows the arrangement of the first part of the energy conversion during the landing.

![Figure 3.1: The block diagram of the energy conversion part](image)

### 3.2 Overview of a 3-phase synchronous generator

Before the LG can be modelled, the basic operation of the synchronous generator needs to be understood. The synchronous generator is used to convert mechanical energy such
as wind energy, water energy and thermal energy such as heat, into electrical energy by driving the rotor. The synchronous generator consists of two parts which are the stator and the rotor. The stator can be built by the permanent magnet or by energising the coil to behave as the magnet. This stator is connected directly to the output side of the generator that produced the electricity. The arrangement of the rotor is in a rotating mechanism where it is built from toothed segments that can be separated between two poles. The rotor is placed inside the stator between the air-gap and it rotates when the external force is applied to it. The synchronous generator can be represented in electrical equivalent circuit which is easier to understand and is shown in Figure 3.2. It shows that, the field winding $L_f$ is energised by the dc source current $i_f$. The armature windings $L_a, L_b$ and $L_c$ represent the stator elements with the current flowing out from the generator. When it rotates, the magnetic flux is induced and it will create the electromagnetic voltage $e$ that will appear in the output voltage of $v_a, v_b$ and $v_c$.

![Figure 3.2: The circuit diagram of the 3-phase synchronous generator equivalent model](image)

This general explanation of the synchronous generator is used, in order to understand the working principle of the linear generator. As is known, the linear generator has a same working principle as the synchronous generator but the different is in the structure of the stator and rotor. The main differences from the synchronous generator and the LG are the torque is changed by the force and the phase angle ($\theta$) is changed to the ($z$) direction in the LG. These differences are shown in Figure 3.3. Here, it shows that the direction of the magnetic field in the rotating machine is in circle where it represent by the $\theta$ while for the LG, the direction of the magnetic field is in the forward direction.
which is given by \( z \). This explain that why the LG can be modelled from the rotating machine.

(a) direction of magnetic field in rotating machine \( \theta \)

(b) direction of magnetic field in LG machine \( z \)

Figure 3.3: The direction of magnetic field between the rotating machine and LG in one full pitch

3.3 Linear generator and diode rectifier for electrical power generation

Figure 3.4 shows the arrangement of the LG, the diode and the aircraft itself in order to convert the kinetic energy to electrical energy. This arrangement is known as direct drive power take-off, and has been applied to convert the energy from the ocean wave into the electrical energy [30, 11, 35, 36]. This is the simplest arrangement for the LG in the ERLA system before it can be connected to other parts of the power conditioning devices. This configuration will not use any control strategy in order to minimise the number of the controllers that will be implemented in the ERLA system. The control strategies that can be applied to the power conditioning devices will explain in the next
chapter, where at the same time this controller can also control the outputs from the
LG.

In Figure 3.4, the outputs of the LG are the excitation voltage given by $v_a, v_b$
and $v_c$ and the electromagnetic force $F_e$, known as the braking force. This $F_e$
has a relationship with the output current of LG given by $i_a, i_b$ and $i_c$ where it is proportional
to the current. The relationship between the braking force and the force generated by
the aircraft can be given as:

$$F + F_e = F_m$$

(3.2)

where $F$ is the force from the aircraft and $F_m$ is the losses force applied to the LG.
For an ideal case, $F_m$ is assumed to be zero and it will make $F_e$ equivalent to $F$. As
the result, the profile and amount of $F_e$ will determine the comfort of the passenger
in the aircraft. For example, if this force has a linearly increasing profile, at some
point the passenger will feel a high pressure impact to the body, that will make them
feel uncomfortable, and when this force is maintained constant, the discomfort can be
avoided. This condition will be explained more in the next chapter when this force can
be controlled.

The advantages of using the LG compared to the synchronous generator are due to
the structure of the LG itself which is in flat and also the wave of the magnetic flux is
travelling in the same direction of the speed. The parameters of the speed $v$ and the
displacement $z$ are needed in order to model the LG that is responded to the landing.
It is when the phase angle in the rotating machine $\theta$ is changed to the $z$ in the LG. The
relation between these two components are given by:

$$\theta = \frac{2\pi z}{\beta}$$

(3.3)

where $\beta$ is the wavelength that relates to the total winding length in the LG stator.

Figure 3.4 also consists of external inputs to the LG which are the induced currents
$i_a, i_b, i_c$ and the constant armature reaction $m_i f$. Due to the $v$ effect, the voltage and
current outputs from the LG may have variable magnitude and frequency which are
not suitable to be used if no power conditioning devices and control strategy are been
applied. The diode rectifier is used to change the variable current, voltage and frequency
to the dc voltage and current. Here, the generated dc outputs are easier to control and
to maintain by using suitable power conditioning modules. No control strategy has been
applied to the LG in order to obtain the full advantage of the LG itself.
3.4 Modelling of the linear generator

To analyse the LG operation, the equivalent circuit for the synchronous generator is taken into consideration [125, 126]. As is known, the inputs of the LG are the $v$ and $z$, while the output is the electrical power. Due to these parameters, the LG can be modelled in two parts: the mechanical part and the electrical part. For the mechanical part, the model is based on equation 3.2 which reflects to the landing process, while for the electrical part, two models can be modelled, based on the equivalent model of the LG. The models are:

- the 3-phase electrical system model [127, 128, 129]

- the vector oriented method ($dq$ transformation) model [23, 7, 130, 131, 111]

The 3-phase electric circuit diagram is used in order to model the LG shows in Figure 3.2. This diagram is based on the 3-balanced system that consists of phase $a$, $b$ and $c$. For the vector oriented method it can be modelled by changing the 3-phase diagram in Figure 3.2 to the $dq$ phase model using the $dq$ transformation. The $dq$ model of the machine has been introduced as the comparison for the 3-phase to deal with the mathematical model complexity and to increase the simulation time.

3.4.1 Linear generator model in 3-phase system

The details of the windings can be referred to [125, 126, 132]. In this model, the generator is assumed to be balanced and all the stator inductances are taken as constant
due to the round rotor machine. In order to make an ideal synchronous generator behave like an ideal linear generator with no magnetic saturation effects and no eddy currents inside the generator, a pair of poles have been used at the phase and the rotor with a uniform air gap. The stator winding creates a self inductance and mutual inductance to other phases. Figure 3.5 shows the structure of an idealised three phase round machine that will be used to determine the LG equations.

![Diagram of an ideal three-phase generator in rotating mode](image)

**Figure 3.5: The ideal three-phase generator in rotating mode**

There are $abc$ axes that represent the phase position in the balanced system which is given in the anti-counter-clockwise system. The phase angles are given by:

\[
\begin{align*}
\theta_a &= 0^0 \\
\theta_b &= -120^0 \\
\theta_c &= -240^0.
\end{align*}
\]  

Each axis consists of the self inductance and the mutual inductance. The self inductances are given by:

\[
L = L_a = L_b = L_c,
\]  

while the mutual inductances are given by:

\[-M_s = L_{ab} = L_{bc} = L_{ca}.
\]  

The rotor winding, known as the field winding, gives an inductance effect to the
stator windings by the rotor position $\theta_a$, $\theta_b$ and $\theta_c$. The mutual inductance between the field winding and each of the three stator windings are given by:

\[
\begin{align*}
L_a &= m_f \cos \theta \\
L_b &= m_f \cos (\theta_d - 120^0) \\
L_c &= m_f \cos (\theta_d - 240^0).
\end{align*}
\] (3.7)

The complete flux linkages with armature and field windings can be written as:

\[
\begin{align*}
\lambda_a &= L_a i_a - M_s (i_b + i_c) + L_{af} i_f \\
\lambda_b &= L_b i_b - M_s (i_a + i_c) + L_{bf} i_f \\
\lambda_c &= L_c i_c - M_s (i_a + i_b) + L_{cf} i_f \\
\lambda_f &= L_{af} i_f + L_{bf} i_f + L_{cf} i_f + L_f i_f.
\end{align*}
\] (3.8)

If the phase current in $i_a$, $i_b$ and $i_c$ are balanced as given by:

\[
i_a + i_b + i_c = 0.
\] (3.9)

By substituting equation 3.8 into equation 3.9, the simplified flux linkage equations can be written as:

\[
\begin{align*}
\lambda_a &= (L_a + M_s) i_a + L_{af} i_f \\
\lambda_b &= (L_b + M_s) i_b + L_{bf} i_f \\
\lambda_c &= (L_c + M_s) i_c + L_{cf} i_f.
\end{align*}
\] (3.10)

To give a relation between the flux linkage and the mutual inductance for the field winding, equation 3.7 can be substituted into equation 3.10 where the equation can be written as:

\[
\begin{align*}
\lambda_a &= L_i a + m_f i_f \cos (\omega t + \theta_a) \\
\lambda_b &= L_i b + m_f i_f \cos (\omega t + \theta_b) \\
\lambda_c &= L_i c + m_f i_f \cos (\omega t + \theta_c),
\end{align*}
\] (3.11)

where $L = [L_a \text{or} L_b \text{or} L_c] + M_s$. From this equation, the flux linkage has two flux components which are the armature and the field winding. From Figure 3.2, each phase
has a resistor $R$ and the voltage from across the terminal which the current flowing out is given by:

$$v = -Ri - \frac{\delta \lambda}{\delta t}. \tag{3.12}$$

By substituting equation 3.12 into equation 3.11 the voltage at the terminal can be given by:

$$v_a = -Ri_a - L \frac{\delta}{\delta t} i_a + \omega m f_i sin(\omega t)$$

$$v_b = -Ri_b - L \frac{\delta}{\delta t} i_b + \omega m f_i sin(\omega t - 120^0) \tag{3.13}$$

$$v_c = -Ri_c - L \frac{\delta}{\delta t} i_c + \omega m f_i sin(\omega t - 240^0).$$

From these equations, the voltage terminals consist of the voltage at $R$ and $L$ but also includes the generated voltage. By selecting $R = L = 0$, in order to transmit all the power to the load, the generated voltage can be given by:

$$v_a = e_a = \omega m f_i sin(\omega t)$$

$$v_b = e_b = \omega m f_i sin(\omega t - 120^0) \tag{3.14}$$

$$v_c = e_c = \omega m f_i sin(\omega t - 240^0).$$

From these equations, the terminal voltages are dominated by the generated voltage that is proportional to the rotor speed $\omega$ in the LG structure. From the LG concepts the $\theta$ is proportional to the $z$ which gives the $\theta$ as:

$$\theta = \frac{2\pi z}{\beta} = \omega t. \tag{3.15}$$

With some simplification of equation 3.15, the $\omega$ can be written as:

$$\frac{2\pi z}{\beta} = \omega t$$

$$\frac{2\pi z}{\beta t} = \omega$$

$$\frac{2\pi v}{\beta} = \omega. \tag{3.16}$$

By taking equations 3.14 and 3.16, the mathematical model for the first model can be designed in the simulink environment where shows in Figure 3.6.

From Figure 3.6, the outputs of the linear generator are voltage $e_a, e_b, e_c$, braking force $F_e$ and the power $p$. For the LG machine, the output power is determined by the
$F_e$ generated inside the LG. The power can be calculated by using the basic equation of the power as $p = v_{abc} \times i_{abc}$ and it is given by:

$$p = \left[ -Ri_{abc} - L \frac{\delta}{\delta t} i_{abc} + \omega M_{f_f} sin(\omega t + \theta_{a,b,c}) \right] i_{abc}. \tag{3.17}$$

As noted, the value for $R$ and $L$ have been ignored in order to transfer all the energy from the generator to the system which makes the final equation can be written as:

$$p = [\omega M_{f_f} sin(\omega t + \theta_{a,b,c})] i_{abc}. \tag{3.18}$$

From equation 3.2, the $F_e$ has the same magnitude as the $F$, but in opposite sign, which indicates that the $F_e$ is applied in the opposite direction of the landing. The force during landing can be given as:

$$F = ma = m \frac{dv}{dt}, \tag{3.19}$$

where $m$ is the mass of the aircraft and $a$ is the deceleration given in $m/s^2$.

To obtain the relationship between the force and the power generated by the LG, the work equation which relates to the power is used:

$$p = \frac{\delta W}{\delta t}. \tag{3.20}$$

where $W$ is the work done and by expanding this equation, the relationship between the force and power can be introduced as:

$$p = \frac{\delta W}{\delta x} \times \frac{\delta x}{\delta t} \quad p = F v. \tag{3.21}$$

By substituting equation 3.18 into equation 3.21, the force can be calculated as:

$$\frac{[\omega M_{f_f} sin(\theta_w)] I_{abc}}{v} = F v$$

The three phase force generated from the LG can be derived as:

$$F_e = \frac{\omega}{v} M_{f_f} \begin{bmatrix} sin(\omega t + 0^0) \\ sin(\omega t - 120^0) \\ sin(\omega t - 240^0) \end{bmatrix} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix}. \tag{3.22}$$

Equation 3.22 is used to model the block diagram of the force in the 3-phase model. It shows that the $F_e$ is proportional to the current flowing out from the generator terminal and inverse to the speed. In this case, the speed cannot be controlled but the control parameter is the current flowing out that will change the force profile at the
same time. This relationship gives an idea on how to control the LG by controlling the current; this will be explained and shown in the next chapter of the energy conversion.

![Simulink block diagram](image)

**Figure 3.6:** The model of linear machine in Simulink block diagram for 3 phase analysis

### 3.4.2 Linear generator model in dq transformation model

The model of the LG can also be designed using the dq transformation [126] for easier mathematical computation and analysis [23] and also to respond to the transient effect [125] if the unbalanced system happens to the LG. The dq model means that the axes in the synchronous generator are transferred to two axis components which are known as the direct axis $d$ and the quadrature axis $q$. Here, the zero sequence is not taken into consideration. This concept is much easier to analyse and develop because all the time-varying state variables become dc time invariant where only one operating point needs to be defined and considered [126] compared to the 3-phase model where it requires a very small integration step even in the steady state operation which could create computational problems (long simulation time and insufficient memory for storing simulation history in the workspace). Figure 3.7 shows the $dq$ format for the synchronous generator with the field winding of the rotor.

The linear generator is modelled in a $dq$ reference frame where the relationship between a set of $dq$ and the corresponding set of 3-phase $abc$ variables are provided by the equation below and by using the Park’s transformation equation given by:

$$ Park's' = \frac{\sqrt{2}}{3} \begin{bmatrix} \cos(\omega t) & -\sin(\omega t) \\ \cos(\omega t - 120^0) & -\sin(\omega t - 120^0) \\ \cos(\omega t - 240) & -\sin(\omega t - 240) \end{bmatrix}^T $$

$$ [X_{dq}] = Park's'[X_{abc}], $$

and the inverse transform of equation 3.23 is given by:
By using equation 3.14 from the three phase analysis, this 3-phase format can be changed to the dq format by using equation 3.24. The following equation describes the transformation made to generate the dq voltage:

\[
\begin{bmatrix}
  e_d \\
  e_q
\end{bmatrix} = \omega m_f i_f \begin{bmatrix}
  \cos(\theta) \\
  \cos(\theta - 120^0) \\
  \cos(\theta - 240^0)
\end{bmatrix} \times Park's,
\]

where,
\[
\begin{bmatrix}
    e_d \\
    e_q
\end{bmatrix} = \omega m f i f \begin{bmatrix}
    \sin(\omega t) & \cos(\omega t - 120^\circ) & \cos(\omega t + 120^\circ) \\
    \sin(\omega t - 120^\circ) & \cos(\omega t) & \cos(\omega t + 240^\circ) \\
    \sin(\omega t - 240^\circ) & \sin(\omega t) & \sin(\omega t + 120^\circ)
\end{bmatrix}
\begin{bmatrix}
    0 \\
    1.5
\end{bmatrix},
\]

where \( \omega \) is the same as in equation 3.16, and the voltages \( e_{dq} \) are the armature \( d \) and \( q \) axis of the generated voltage. The final equation can be written as:

\[
e_d = 0,
\]

and

\[
e_q = 1.5 \omega m f i f. \tag{3.26}
\]

The power for the \( dq \) components can be calculated by referring to equation 3.28 which it consists of speed and current information. The \( dq \) power equation can be written as:

\[
p = v_{abc} \times i_{abc}
\]

\[
p = V_d i_d + V_q i_q \tag{3.27}
\]

\[
p = \frac{3}{2} [1.5 \omega m f i f] i_q. \tag{3.28}
\]

By substituting equation 3.28 into equation 3.21, the force generated by the machine in the \( dq \) model can be determined as,

\[
F_e = \frac{9 \omega m f i f}{4} i_q. \tag{3.29}
\]

It shows that the force is related to the \( i_q \) components which is the output current from LG and it also explained by controlling this current the force will be controlled.

The model block diagram for the \( dq \) model can be shown in Figure 3.8.

### 3.5 Simulation results

In this section, the simulation results for both models are shown and discussed. The idea is to understand the behaviour of the LG outputs in order to change the kinetic energy from the landing aircraft into electrical energy, and at the same time to analyse the pattern of power output and force generated from the LG machine before any controller can be applied to it. For the simulation time, it is started at \( t = 0s \) and ends at \( t = 5s \). This simulation time can be changed if the actual value of the aircraft and the speed have been used. The simulations were carried out in MATLAB 8.0 with Simulink.
Figure 3.8: The model of linear machine in simulink block diagram for \(dq\) analysis

The solver used in the simulation was the ode23tb with the maximum step size of 0.01 milliseconds.

Table 3.1 shows the parameters value that has been used to simulate the LG in order to understand the behaviour of the energy conversion from kinetic energy to electrical energy which happens in the LG.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>value</th>
<th>Parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>speed</td>
<td>10(m/s)</td>
<td>mass</td>
<td>100kg</td>
</tr>
<tr>
<td>(E)</td>
<td>100V</td>
<td>(R_{LG})</td>
<td>0.01(\Omega)</td>
</tr>
</tbody>
</table>

### 3.5.1 Linear generator with 3-phase model

Figures 3.9 and 3.10 show the outputs from the LG that was designed using the 3-phase model. Here, the figures can be separated into two categories: the electrical outputs and the mechanical outputs. The electrical parts are shown in Figures 3.9a to 3.9c. The first two figures show the current and voltage outputs that have variable magnitude and frequency changed along the simulation time, which is caused by the decreasing speed of the aircraft. For the power output profile it is shown in Figure 3.9c, where this power was collected at the rectifier output. It shows that the power is in exponential decay that only can provide the power in very short period of time.

Figures 3.10a and 3.10c are about the deceleration and distance of the LG. Figure 3.10b shows the force response at the LG. It shows that the maximum force is induced
at very short of time in the beginning and then it decrease to zero. This is uncontrolled force and make the system unstable. Regarding to equation 3.19, the control variable is the deceleration. By controlling this deceleration, the force profile will change and also it will change the profile of the power generated by the LG. From equations 3.22 and 3.29, the force is also related to the current at the terminal voltage of the LG. This shows that these three parameters, which are the power, force and deceleration, are related to each others. The distance graph shows how long the LG should be used if the system needs to be built.

Figure 3.9: Simulation results for 3-phase linear generator model at the diode rectifier
For the generated output power during landing, it is shown in Figure 3.11. It shows that, the power is in transient mode where it has high power at the beginning and continue to have exponential decay along this simulation. This power profile is related to the force output from the LG that is given in Figure 3.10b. This is the uncontrolled power, and it is not suitable to be applied to the electrical network or it will cause damage to the electrical system.
3.5.2 Linear generator with $dq$ transformation model

The second analysis of the LG model was conducted using the $dq$ transformation model that is shown in equation 3.26 to equation 3.29. The same simulation time was used in order to compare the results with the 3-phase model. Figures 3.12 and 3.13 show the outputs for this $dq$ model. From this model, again, all the results are the same with the results form the 3-phase model but there is a small increase in the magnitude of power and force. These are caused by the zero sequence, which was not included in the model design. Basically, this zero sequence model will help the $dq$ model to behave like the 3-phase model. As a result this $dq$ model can also be used in modelling the LG generator structure.

Figure 3.12: Simulation results for $dq$ linear generator model at the diode rectifier

(a) current at rectifier input

(b) voltage at rectifier input

(c) power generated at rectifier output
Figure 3.13: Simulation results for dq linear generator model at LG outputs

Figure 3.14 shows the output of the generated power at the LG during landing for the \textit{dq} model. It also gives fast transient response due to the force output generation. In this case, it indicates that the power profile can be changed if the force profile can be changed by controlling the input current.

Figure 3.14: Generated power during landing for \textit{dq} model
3.6 Concluding remarks

As a conclusion, the LG generator and diode rectifier are used to convert the kinetic energy from landing aircraft into electrical energy. This is because, the LG can be placed on the runway due to the structure which is a flat. The stator of the LG can be put underneath the runway, while the rotor can be a platform in order to park the aircraft during landing or as a pushing device which are shown in Figures 2.5 and 2.6. For the LG operation, it uses the speed and creates the force and this is the reason why the LG is suitable for the ERLA application. The LG output generates voltage, current and power output. The output force is the main component in the LG system which it will determine the generated power during landing. In order to see all these effects, the LG can be modelled using the 3-phase model or the $dq$ transformation model. Both of the models use the speed as the input and create a force as one of the outputs. This force is really important in the ERLA application where it contributes to the passengers comfort. By controlling this force, the passenger discomfort can be minimised, but to control this force a control strategy needs to be modelled for the LG. By finding the relationship between the force and the generated current from the LG, the control strategy can be applied at the power conditioning device. This means that by controlling the current at the power conditioning devices it will control the force, power and deceleration at the LG outputs. With no control strategy applied to the LG, the build up cost can be reduced. Finally, both models show the same behaviour and it can be used to understand the effect of the outputs during landing. From the results it also show that all the outputs have an exponential decay, which will make the power generated behave like an impulse power in a short period of time; this is not good for power distribution applications when it been connected to the electrical network. To regulate these outputs, power conditioning device is necessary and the next chapter will explain the control application that have been used in order to change this exponential decaying power profile to a more useful power profile by controlling the output current of the diode rectifier.
Chapter 4

Energy conversion: The $H^\infty$ current control design for generated outputs

This chapter explains the controller design that has been applied in the energy conversion. In order to control the deceleration, force and power at the LG side, a cascaded buck-boost (CBB) converter is used in order to control the input current. The current is proportional to the deceleration and it will offer a constant force at the LG outputs. This constant force will ensure the passengers in the aircraft will not experience any uncomfortable conditions compared to normal landing. Another reason is that, this current is also proportional to the deceleration of the LG, where it change the profile of the generated power generated from exponential decay to linearly decreasing power. This linearly decreasing profile is the suggested condition proposed in [9] for harvesting the energy from landing aircraft. The $H^\infty$ control theory has been used in order to determine the compensator controller value for the current control that is suitable with variable input voltage which is appeared at the input at the CBB converter. After the value of the compensator has been found, the stability analysis needs to be conducted in order to ensure the $H^\infty$ performance is in a stable condition that will give of better dynamic response. At the end of this chapter, the simulation results regarding the CBB converter combined with the LG part have been used to control the input current at the CBB converter. In the mean time, it is also able to control the outputs of the LG for the complete energy conversion process.

4.1 The model and parameters calculation of the CBB converter

Figure 4.1 shows the arrangement of the CBB converter with in the energy conversion. The CBB converter has been used because it gives low stress components and provides
the energy path [61] from the input to the output. The CBB converter is the combination of the buck and boost converter. The operation of the CBB converter can be summarised: when the input voltage at the CBB converter ($V_s$) is higher than the CBB converter output voltage ($V_o$), the CBB converter will operate in the buck operation mode, and when the $V_s$ is lower than $V_o$, the boost operation mode takes place. These two modes are controlled by the two switches which are $S_1$ and $S_2$. As known, the output from the diode rectifier contains high ripple current and voltage due to non control element. Due to this a high ripple current will flow to the inductor ($L_{cbb}$) and the value for the inductor must be chosen wisely. In order to regulate the power, force, deceleration and the input current, the CBB converter needs to be controlled using current control. Before the controller can be applied to the CBB converter, the value for the inductance and capacitance need to be determined in order to hold the energy generated during the landing.

![circuit diagram of CBB converter in ERLA system](image)

**Figure 4.1: The circuit diagram of CBB converter in ERLA system**

Several control strategies can be used in the CBB converter, such as the voltage control and the current control. For the case of the ERLA configuration, the current control which is used the input current ($I_s$) has been selected. Regarding to [16], $I_s \approx I_L$ at the diode output current and it relates to the generated force ($F_e$) for the LG. It ensures that the force, the deceleration and the power in the previous part of energy conversion can be controlled using this current controller. The current controller arrangement is shown in Figure 4.2. As mentioned, the CBB converter is operated in two modes and these modes depend on the operations of the logic sequences which will be discussed later.

To calculate the $L_{cbb}$ and $C_{cbb}$ values for the CBB converter, the kinetic energy from the aircraft need to be determined. In [9], the actual value of the aircraft and the speed during landing have been chosen, but if these values are used in this work the simulation time to complete the whole process of the ERLA network is taken longer time and required greater memory allocation to store the data. Due to this restriction, the small ratio of the actual values is used. This ratio is good for this feasibility study in
order to understand the process of how the kinetic energy is produced until how much of the energy can be transferred. In this work, the aircraft is represented by the flywheel that has been build in the lab where it has a weight of $m = 100\text{kg}$ and a speed of $v_o = 10\text{m/s}$ in order to respond like the landing aircraft. The kinetic energy can be calculated as:

$$E = \frac{1}{2}mv_o^2 = 5000\text{J}. \quad (4.1)$$

Equation 4.1 shows the generated kinetic energy during landing. If this energy needs to be transferred to the load within less than $4\text{s}$, the power for a certain period of time can be given as:

$$P = \frac{E}{t}. \quad (4.2)$$

This power is known as the average power. By divided $E$ by $4\text{s}$, the average power is calculated to be about $1250\text{W}$. This average power needs to be transferred to the load in the same period as the landing time, or stored at the energy storage elements, or transferred to the grid for distribution. This power can be different depends to the size of the aircraft, where bigger aircraft will generate more average power in the same period of time. As mentioned before, the shape of the electrical power graph is determined by the generated force of the LG. In [9] it proposed two conditions which are: the constant deceleration and linearly increasing deceleration. These two decelerations give a different force output and power profile at the LG. For this research, the constant deceleration is gaining more interest due to the constant force that will be generated. This force is known as the braking force that is applied at the opposite direction of the moving force of the aircraft where it has direct impact to the passenger comfort. The
force equation which is related to the deceleration is given by:

\[ F = ma \]

where \( m \) is the mass of the aircraft and \( a \) is the deceleration speed in \( m/s^2 \). In order to obtain constant force, the deceleration must also be constant. Due to this condition, the electrical power equation can be arranged to:

\[ p = f \times v = f \times (v_o + at) \]  \hspace{1cm} (4.3)

where \( v = v_o + at \) is known as the final speed and \( p \) is the instantaneous power. Equation 4.3 is the equation to calculate the instantaneous power that has been explained in [9].

Assume, the deceleration is constant and is given by:

\[ a = \frac{10}{4} = -2.5 m/s^2 \text{ (deceleration)}, \]  \hspace{1cm} (4.4)

and the braking force for constant deceleration is given by:

\[ f = ma = 100 \times 2.5 = 250 \text{N}. \]  \hspace{1cm} (4.5)

By substituting the constant deceleration into the final speed equation, the equation can be written as

\[ v = v_o + at = 10 - 2.5t. \]  \hspace{1cm} (4.6)

As a result, the power equation which responds to the time can be given by:

\[ p = fv = (ma) = 250(10 - 2.5t). \]  \hspace{1cm} (4.7)

This power equation shows that the power from the landing is linearly decreasing with time, such that when \( t = 0s \) the power is 2500W and when \( t = 4s \) the power is 0W. As calculated, the average power is about 1250W, the input current flows (\( I_s \)) to the CBB converter can be calculated as given in the equation below is when the output at the dc-link voltage (\( V_o \)) is maintained at 60V. This value is half of the generated voltage at the LG section:

\[ P_{avg} = V_{dc} I_{L_{bb}} \]
\[ 1250 = 60I_{L_{bb}} \]
\[ 20.8 = I_{L_{bb}}. \]  \hspace{1cm} (4.8)

This value indicates that the amount of current needs to be controlled for the current controller in the CBB converter. The \( L_{cbb} \) and \( C_{cbb} \) value for the CBB converter can be
calculated when the converter is in the buck mode. The reason why the buck mode has been chosen is because, when time $t = 0s$, the voltage and power generated by the LG are at the maximum value and it linearly reducing to the target output voltage of the CBB converter where it has been maintained at 60V. Equation 4.9 shows the equation to calculate the $L_{cbb}$ in the CBB converter when it is in the buck operation:

$$L_{cbb} \gg L_{\text{min}} = \frac{(1 - D)}{2 \times f} \times \frac{V_{dc}^2}{P_{\text{avg}}},$$

(4.9)

where $D$ is the maximum duty cycle due to the maximum generated voltage at the LG with the dc-link voltage which is given as 0.5, $f$ is the switching frequency (10kHz) for the MOSFET devices and $V_{dc}$ is the voltage at the dc-link which set at 60V. By substituting these values into equation 4.9 the $L_{\text{min}} = 72 \mu H$ is found. The inductor value of $L_{cbb} = 300 \mu H$ has been selected for the ERLA simulation application. After the $L_{cbb}$ has been selected, the value for the $C_{cbb}$ can be calculated by referring to equation:

$$r = \frac{1 - D}{8 \times L_{cbb} \times C_{cbb} \times f^2},$$

(4.10)

where $r$ is the ripple factor. To obtain a small ripple on the capacitor, the ripple must be chosen to be at 0.5% [133]. The value for the capacitance can be calculated as:

$$0.005 = \frac{1 - D}{8 \times L_{cbb} \times C_{cbb} \times f^2},$$

$$C_{cbb} = \frac{1 - D}{8 \times L_{cbb} \times f^2} = 416.67 \mu F.$$

The value of 500$\mu F$ has been chosen for the capacitor value in order to be used at the CBB converter.

### 4.2 Design of $H^\infty$ current control for the CBB converter

In this section, a current controller based on the $H^\infty$ control theory has been proposed for the CBB converter. As has explained, the objective is to control the deceleration speed in order to maintain the output force from the LG. In doing so, the input current to the CBB converter needs to be controlled. It is when the CBB converter is in the boost operation where the input voltage is lower than the output voltage. This will cause the inductor current to follow at the rated current value given in equation 4.8. It shows that by controlling the input current, it also can control the force. In this work, the $H^\infty$ control theory has been applied for the current controller, where it includes the disturbances and perturbation effects that give high robustness outputs, in order to obtain the minimum tracking error value. It also indicates that, it can respond to the changes in the inputs and outputs for the CBB converter. This is due to the
arrangement of the CBB converter where it has the load current which contributes to the ineffectiveness design of the controller.

4.2.1 Description of the control scheme

For most MPPT concepts, the boost converter is used to control the maximum power and also the current flowing out from the generator. Due to this, the boost topology has been adopted in the ERLA application in order to achieve the target, and the proposed control scheme is shown in Figure 4.3. It adopts the \( H^\infty \) current controller technique. In this figure, the feedback is the \( I_s \), which is the output current from the diode rectifier. The error from the \( I_s \) and the \( I_s^* \) will form the input error to the \( H^\infty \) controller block. The function of the \( H^\infty \) block is to generate the desired signal for the pulse width modulation (PWM) block. These PWM signals are complementary to each switches that are determined by the logic sequence for buck or boost operation. The logic sequence is explained in the next subsection. Figure 4.3 shows the current control structure with the input current feedback loop at the CBB converter.

![Figure 4.3: The \( H^\infty \) current control applied to the CBB converter](image)

4.2.2 Switching logic in order to have the buck or boost mode control

For the CBB converter to operate in variable input voltage and to have constant output voltage, the switching logic must be applied in order to help the CBB converter to respond to these condition [43, 49, 50]. There are two techniques that can be used in the CBB converter in order to have different mode of applications such as the buck and the boost operation. The first technique is to use the duty cycle range for the buck or boost operation [49, 52]. It requires the information of the duty cycle for the whole period of the cycle. In this technique, the control structure needs a dual loop which consists of inner loop and outer loop control. This controller creates more complex mathematical analysis when it is used in the average and linearisation method.
The second technique, which is the easiest technique, is to use the logic sequence. The AND and OR logic sequences are used to determine the switching signal for the CBB converter. The logic operations are depend to the input \( (V_s) \) and output \( (V_o) \) voltage from the CBB converter. It is when the amount of \( V_s \) is bigger than \( V_o \) it operates as buck and when \( V_o \) is bigger than \( V_s \) the boost is operated. This technique is easier to model compared to the first technique. Due to the simplicity, the second technique is used to control the operation of the the CBB converter. The operations are: when it operates in buck mode the switch at \( S_1 \) follows the PWM signal generated by the current controller while \( S_2 \) is switch off and when the CBB converter operates in boost mode the \( S_1 \) is on while the \( S_2 \) follows the generate signal form the PWM signal.

Figure 4.4 shows the arrangement for the logic sequence applied to the CBB converter.

![Logic Sequence Diagram]

Figure 4.4: The block diagram of logic sequence used in the CBB converter for boost or buck mode operation

### 4.2.3 \( H^\infty \) current controller design

Generally, there are two ways to model the plant for the \( H^\infty \) control theory application. In here the plant is the CBB converter. The first method is to use the state-space model that has been presented in [94, 100, 102] for the inverter plant. The second method is to use the transfer function model for the dc-dc converter proposed in [113, 116]. At the end, both techniques can be used to determine the optimal value for the controller value using \( H^\infty \) control theory. In this work, the \( H^\infty \) controller value is given by the stabilising compensator \( K \) that is used for the current controller structure. This control structure is shown in Figure 4.5. In this figure, the plant \( G \) is developed by the boost converter topology circuit. The disturbance parameters \( w \) and the input \( u \) are the inputs to the plant. The outputs for the plant are given by \( y \) and \( e \) where \( y = I_s \) and \( e \) is the error between the input reference current and the input measure current at the CBB converter.

The complete \( H^\infty \) control structure to the CBB converter plant is shown in Figure 4.6. In this configuration the new regulated output component to the plant has been
introduced in order to increase the robustness of the current controller to the CBB converter which are the $z_1$, $z_2$ and $z_3$. These new outputs are related to the error $e$, the $I_s$, and the $u$. All these outputs are multiplied with the weighting functions that are presented by $W_1, W_2$ and $W_3$. The next subsection shows how this new extended plant that consists all the parameters show in Figure 4.6 can be generated in order to calculate the $K$ value using the $H^\infty$ control theory.

Before $K$ value can be calculated, the transfer function equations for the CBB converter need to be determined. Using the Kirchhoff’s current law (KCL) and Kirchhoff’s voltage law (KVL) at boost mode in Figure 4.1 the equations can be written as:

\[
I_s = I_R + I_{C_{cbb}}, \\
I_s - I_R = sC_{cbb}V_o, \\
\frac{1}{sC_{cbb}} = \frac{V_o}{I_s - I_R}.
\]
and

\[ V_o - V_s = (s(L_{cbb} + R_{cbb}))I_s. \]  (4.12)

The \( v_{cbb} \) is also known as the output voltage \( (V_o) \) at the CBB converter. Equations 4.11 and 4.12 can be modelled in a block diagram where it shows in Figure 4.7 in order to determine the transfer function for the CBB converter plant.

\[ \begin{align*}
\frac{I_s}{u} &= \frac{V_o s C}{s(L_{cbb} + R_{cbb}) + 1}, \\
\frac{I_s}{I_R} &= -\frac{1}{s^2 L_{cbb} C_{cbb} + R_{cbb} C_{cbb} s + 1}. \end{align*} \]  (4.13)

For the \( H^\infty \) control application some modifications have been made from Figure 4.7, which includes the weighting functions and the final structure is given in Figure 4.8. From this figure, the new input \( I_s^* \) has been considered in order to calculate the \( H^\infty \) controller \( K \). As known, this structure can be used in state-space matrix notation by changing the transfer function in equation 4.13 to state-space using \textit{tf2ss} command that is available in the MATLAB program.

Equation 4.13 shows the complete transfer function plant for the CBB converter, where the outputs are the input current \( (I_s = y) \) and \( e \) while the inputs are the \( u \) and \( I_R \). For the \( H^\infty \) control theory, the new extended plant given by \( P \) needs to be modelled by including all the inputs and the weighting functions of \( W_1, W_2 \) and \( W_3 \). This extended plant can be modelled using the M-File format in the MATLAB software by changing the transfer functions in equation 4.13 to the state-space matrix that is suitable to determine the \( H^\infty \) control value.

The state-space matrix calculation is given as described. In the CBB converter, the \( I_s \approx I_L \) for the inductor and the capacitor voltage \( V_o \) are the state variables to the plant.
that can be written as:

\[ x = \begin{bmatrix} I_s \\ V_o \end{bmatrix} \]

From Figure 4.8, the disturbances \( \omega \) and the \( u \) can be written as:

\[
\begin{bmatrix} w \\ u \end{bmatrix} = \begin{bmatrix} I_R \\ I_s \end{bmatrix}.
\]

The state-space equations of the plant can be written as:

\[
\begin{align*}
\dot{x} &= Ax + B_1 w + B_2 u \\
y &= Cx + D_1 w + D_2 u,
\end{align*}
\]

where \( y \) is the first output and \( A, B_1, B_2, C \) and \( D_1 \) are the matrix components of the plant. The \( G \) with \( I_s \) output is shown as:

\[
y = I_s
\]

\[
G_1 = \begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \end{bmatrix}.
\]
The second output for CBB converter output matrix is shown from Figure 4.8:

\[ y = e = I_s^* - I_s. \]  

(4.14)

From equation 4.14 it can be seen that the reference current needs to be in state-space matrix order. The state-space of the output combined with the \( I_s^* \) is given by:

\[
G_2 = \begin{bmatrix}
A & B_1 & B_2 \\
C_2 & D_{21} & D_{22}
\end{bmatrix}.
\]

The complete state-space matrix notation that includes both the outputs is shown as:

\[
G = \begin{bmatrix}
A & B_1 & B_2 \\
B_2 & C_1 & D_{11} & D_{12} \\
C_2 & D_{21} & D_{22}
\end{bmatrix}.
\]  

(4.15)

As mentioned above, the weighting functions have their own function. The function of \( W_1 \) is for tracking error performance, \( W_2 \) is for weight controller \[114\] or to have a robustness effect at the output, and \( W_3 \) is used to achieve the full rank condition for the new plant \( P \). Here the \( W_1 \) can be developed from the low pass transfer function equation \[113\] while \( W_2 \) is given from \[114\] where it is a second order transfer function. The state-space model for these weighting function can be shown in a general formula by:

\[
W_1, W_2, W_3 = \begin{bmatrix}
A_{w_{1,2,3}} & B_{w_{1,2,3}} \\
C_{w_{1,2,3}} & D_{w_{1,2,3}}
\end{bmatrix}
\]

The complete new extended plant \( P \) which is shown in Figure 4.8 is represented in the bounding block with the new output vectors of \( z_1, z_2 \) and \( z_3 \) can be derived as:

\[
\begin{align*}
z_1 &= I_s \times W_1 \\
&= \begin{bmatrix}
A & B_1 & B_2 \\
C & D_{11} & D_{12}
\end{bmatrix} \begin{bmatrix}
A_{W_1} & B_{W_1} \\
C_{W_1} & D_{W_1}
\end{bmatrix} \begin{bmatrix}
\omega \\
u
\end{bmatrix} \\
&= \begin{bmatrix}
A & 0 & B_1 & B_2 \\
B_{W_1}C_1 & A_{W_1} & B_{W_1}D_{11} & B_{W_1}D_{12} \\
D_{W_1}C_1 & C_{W_1} & D_{W_1}D_{11} & D_{W_1}D_{12}
\end{bmatrix} \begin{bmatrix}
\omega \\
u
\end{bmatrix},
\end{align*}
\]  

(4.16)
\[ z_2 = e \times W_2 \]
\[ = \begin{bmatrix} A & B_1 & B_2 \\ C_2 & D_{21} & D_{22} \end{bmatrix} \begin{bmatrix} A_{W_2} & B_{W_2} \\ C_{W_2} & D_{W_2} \end{bmatrix} \begin{bmatrix} \omega \\ u \end{bmatrix} = \begin{bmatrix} A & 0 \\ B_1 & B_2 \\ B_{W_2}C_2 & A_{W_2} \\ D_{W_2}C_2 & C_{W_2} \end{bmatrix} \begin{bmatrix} A_{W_2} & B_{W_2}D_{21} & B_{W_2}D_{22} \\ C_{W_2} & D_{W_2}D_{21} & D_{W_2}D_{22} \end{bmatrix} \begin{bmatrix} \omega \\ u \end{bmatrix}, \quad (4.17) \]

and

\[
 z_3 = W_3 \times u = \begin{bmatrix} A_{W_3} & 0 & B_{W_3} \\ C_{W_3} & 0 & D_{W_3} \end{bmatrix} \begin{bmatrix} \omega \\ u \end{bmatrix}. \quad (4.18)
\]

By combining equations 4.16, 4.17 and 4.18, the \( P \) can be written as:

\[
 P = \begin{bmatrix} \mathcal{A}_{(\text{new})} & \mathcal{B}_{1(\text{new})} & \mathcal{B}_{2(\text{new})} \\ \mathcal{C}_{1(\text{new})} & \mathcal{D}_{11(\text{new})} & \mathcal{D}_{12(\text{new})} \\ \mathcal{C}_{2(\text{new})} & \mathcal{D}_{21(\text{new})} & \mathcal{D}_{22(\text{new})} \end{bmatrix}, \quad (4.19)
\]

where,

\[
 \mathcal{A}_{(\text{new})} = \begin{bmatrix} A & 0 & 0 & 0 \\ B_{W_1}C_1 & A_{W_1} & 0 & 0 \\ B_{W_2}C_2 & 0 & A_{W_2} & 0 \\ 0 & 0 & 0 & A_{W_3} \end{bmatrix},
\]

\[
 \mathcal{B}_{1(\text{new})} = \begin{bmatrix} B_1 \\ B_{W_1}D_{11} \\ B_{W_2}D_{21} \\ 0 \end{bmatrix}, \quad \mathcal{B}_{2(\text{new})} = \begin{bmatrix} B_2 \\ B_{W_1}D_{12} \\ B_{W_2}D_{22} \\ 0 \end{bmatrix},
\]

\[
 \mathcal{C}_{1(\text{new})} = \begin{bmatrix} D_{W_1}C_1 & C_{W_1} & 0 & 0 \\ D_{W_2}C_2 & 0 & C_{W_2} & 0 \\ 0 & 0 & 0 & C_{W_3} \end{bmatrix}, \quad \mathcal{C}_{2(\text{new})} = \begin{bmatrix} C_1 & 0 & 0 & 0 \\ C_2 & 0 & 0 & 0 \end{bmatrix},
\]

\[
 \mathcal{D}_{11(\text{new})} = \begin{bmatrix} D_{W_1}D_{11} \\ D_{W_2}D_{21} \\ 0 \end{bmatrix}, \quad \mathcal{D}_{12(\text{new})} = \begin{bmatrix} D_{W_1}D_{12} \\ D_{W_2}D_{22} \\ D_{W_3} \end{bmatrix},
\]

\[
 \mathcal{D}_{21(\text{new})} = \begin{bmatrix} D_{11} \\ D_{21} \end{bmatrix}, \quad \mathcal{D}_{22(\text{new})} = \begin{bmatrix} D_{12} \\ D_{22} \end{bmatrix}.
\]
and the complete $P$ can be shown as,

$$
P = \begin{bmatrix}
A & 0 & 0 & 0 & B_1 \\
B_{W_1}C_1 & A_{W_1} & 0 & 0 & B_{W_1}D_{11} & B_{W_1}D_{12} \\
B_{W_2}C_2 & 0 & A_{W_2} & 0 & B_{W_2}D_{21} & B_{W_2}D_{22} \\
0 & 0 & 0 & A_{W_3} & 0 & B_{W_3} \\
D_{W_1}C_1 & C_{W_1} & 0 & 0 & D_{W_1}D_{11} & D_{W_1}D_{12} \\
D_{W_2}C_2 & 0 & C_{W_2} & 0 & D_{W_2}D_{21} & D_{W_2}D_{22} \\
0 & 0 & 0 & C_{W_3} & 0 & D_{W_3} \\
C_1 & 0 & 0 & 0 & D_{11} & D_{12} \\
C_2 & 0 & 0 & 0 & D_{21} & D_{22}
\end{bmatrix}.
$$

For the $H^\infty$ controller design, the value for the weighting functions are given by equation 4.20.

$$
W_1 = \frac{s + 10}{s + 1000}, \quad W_2 = \frac{10}{s + 0.01s + 1000}, \quad W_3 = \frac{0.000205s + 50000}{s + 5000}.
$$

By substituting these values into the extended plant, the controller value can be determined in equation 4.21. The M-File program in the MATLAB software can be used in order to calculate this value. The $\text{hinfsys}$ command function that has been used in order to generate current controller and it shows as:

$$
H^\infty = -\frac{497.1888(s + 1.73e007)(s + 5000)(s + 999)(s^2 + 0.1008s + 1028)}{(s + 1.422e009)(s + 4879)(s + 636.9)(s + 375.3)(s^2 + 0.03133s + 1000)}.
$$

Equation 4.21 shows that the $K$ compensator value that consists of very far poles. According to [21, 89], these poles cannot be realised by any means. To deal with it, the poles and zeros that are closed to each other can cancel each other, such that the resulting controller is given by:

$$
K = H^\infty = \frac{-497(s + 999)}{(s + 636.9)(s + 375.3)}.
$$

### 4.2.4 Determining the stability performance for the $H^\infty$ current controller

After the $K$ value for controller has been determined, the stability performance that correspond to the $K$ and the $G$ need to be checked. In general feedback control technique, the stability can be checked using the root locus technique. Equation 4.22 shows the poles and zeros are located at the left side of the root locus axis and these poles and zeros are in stable.

For the $H^\infty$ control theory, the stability is determined by minimising the closed loop system from the $y$ to $u$ or $T_{yu}$ in $H^\infty$ norm functions. It shows that this function
is related to the specific weighting function shows in Figure 4.8 to each new regulated output. Before the stability can be calculated, the singular values analysis is done to synthesise the controller with the weighting functions using mixed-sensitivity approach [114, 134]. Singular values analysis is used to show the magnitude (db) of the $W_1$ and $W_2$ which are corresponded with the sensitivity function ($S$) and the complementary sensitivity function ($T$) at the fundamental frequency. This relation can be written as:

$$\left\| \begin{bmatrix} W_2 \times T \\ W_1 \times S \end{bmatrix} \right\| < \begin{bmatrix} 1 \\ 1 \end{bmatrix}$$

(4.23)

where,

$$S = \frac{1}{1 + K(s) \times G}$$

$$T = 1 - S$$

By plotting the singular values bode diagram for $W_2$ and $T$, the response to each other can be determined where $T$ is related to $\frac{\gamma G}{W_2}$. This technique is called loop shaping, and is used to select the weighting function value for $W_2$ in the $H^\infty$ control theory. According to [116], the $T$ can be found by making the closed loop transfer function small at high frequencies where $T = 1 - S$ small as follow $f \to \infty$. Figure 4.9 shows, the singular values analysis for the $W_2$. It shows that, $W_2$ is in shape with $T$ but gives small magnitude (db) when $f \to \infty$ for the $T$ (TT in Figure 4.9).

After the weighting functions have been selected, the $H^\infty$ controller performance can be measured by referring to the closed loop stability value where it is the transfer function from $y$ to the $u$ shown in Figure 2.14. To have a stable condition the value must satisfy the condition given in equation 2.15. By using equation 2.14 as given in the chapter 2, the generated $\|T_{yu}\|$ and the $\gamma$ from equation 4.19 are given by,

$$\gamma = 104.0387, \|T_{yu}\| = 52.4615.$$  

It shows that the stability condition in equation 2.15 has been achieved and makes the $K$ is in stable condition.
Figure 4.9: The singular analysis bode diagram

4.3 Simulation results

In this section, the simulation results for the CBB converter are shown when it uses to control the input current. The parameters for the CBB converter are given in Table 4.1.

Table 4.1: Parameters of the CBB converter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{cbb}$</td>
<td>300μH</td>
</tr>
<tr>
<td>$C_{cbb}$</td>
<td>500μF</td>
</tr>
<tr>
<td>$R_{L_{cbb}}$</td>
<td>0.01Ω</td>
</tr>
</tbody>
</table>

The simulations were carried out by using MATLAB Simulink 8 with the maximum step size of 0.01 milliseconds. The same simulation time was used with the LG part in the energy conversion section. For the $H^\infty$ current control, the target for the current is set to 20A ($I^*_s$). This value has been set because of the calculated rated value for the input current which is given in equation 4.8. For the simulation results two categories of outputs were collected. The first outputs were collected from LG outputs of the energy conversion which is shown in Figure 4.10, and the second outputs are from CBB converter operation with the current control strategy shown in Figure 4.11. The reason why these outputs are shown here is because by controlling the CBB converter, the outputs at LG of the energy conversion can be controlled too.
Figure 4.10a shows the output force has been maintained at the constant value along the landing process which has been calculated from equation 4.5. This means that this force will not effect the comfort of the passengers during energy conversion. This force is related to the deceleration speed and it has been controlled which is the target for the CBB converter and it has been calculated as in equation 4.4. The deceleration output is shown in Figure 4.10b. For the power generated at the LG section, the profile has been changed from exponential decay shows in Figure 3.11 to linearly decreasing power as shown Figure 4.10c. By having this power profile, suitable energy storage can easily be modelled and controlled. All the simulations time is finish at the same time with the power generated graph, which indicates that no additional power has been created during the landing process.

Figure 4.10: Simulation results at LG output

For the CBB converter outputs, the $H^\infty$ current control was used and the results are shown in Figure 4.11. For Figure 4.11a the current is maintained at the target value of 20A. It shows that the current controller is working properly regarding the variable
magnitude current at the input of the CBB converter due to decreasing current from the uncontrolled diode rectifier. Figures 4.11b and 4.11c show the switching logic that was happen in the CBB converter regarding the input voltage and the output voltage at the CBB converter. It shows that, this CBB converter can be operated in two modes of operation in order to control the current flow to the load.

Figure 4.12 shows the current error between the $I^*_s - I_s$. The small different is achieved between these two inputs. After 4s the value of tracking error is increase and it reaches to the target value 20A because there is no $I_s$ flowing in the CBB converter due to no generated power from the LG. It explains that the $H^\infty$ controller is managed to minimise the tracking error of the input current to the CBB converter.
4.4 Concluding remarks

To control the CBB converter where it is the main part for the overall process in energy conversion. Here, a current control strategy has been applied to the CBB converter, which at the same time controls the outputs from the LG such as the generated force and the power. This is due to the relationship between the force at the LG and the input current of the CBB converter itself. In this part, the CBB converter have been used, which has the ability to respond to the wide input voltage range but able to maintain the output voltage at the end. The technique called $H^\infty$ control theory has been used to the current controller due to its advantage that gives good performance in tracking error and at the same time response to any disturbances and perturbations happen to the CBB converter. Due to the wide input voltage range, the logic sequence has been proposed in order to operate the CBB converter operates as either the buck converter at one time or to operate as a boost converter at other times. The generated signals to the switches are based on the PWM signal of the current control, but the sequence is determined by the input and output voltage at the CBB converter. As shown by the results, by controlling the input current for the CBB converter the force can be maintained, the power generated has changed to linearly decrease power and also the deceleration is maintained that gives significant improvement to the comfort of passenger in the aircraft. This will ensure the average power and the maximum power can be calculated in order to determine the size of the energy storage component that will be used to store the excessive energy during landing, and to release the energy when the required power at the load is more than the average power generated from the energy conversion.
Chapter 5

Energy storage: The dc-dc converters control for energy storage

In this chapter, the energy storage element is used in order to temporarily store the excessive energy generated at the beginning of the landing and discharge it when the source power is lower than the required power at the load. This section is known as the energy storage. Two dc-dc converters are used to achieve these conditions; first is to control the dc-link voltage with the energy storage element using the bidirectional converter, second is to increase the dc-link voltage using the boost converter from 60V to 300V, which will be used in the energy transfer section. Ultracapacitor is selected as the energy storage device in order to store the energy from the generated power during landing. At the end of this chapter the simulations processes were conducted by combining the energy conversion with the energy storage to determine the effectiveness of the ultracapacitor in order to respond to the changing resistive load where it determines the required power at the load.

5.1 Modelling and control of the dc-dc converters for the energy storage

Figure 5.1 shows the arrangement of the energy storage part that consists of the ultracapacitor, the bidirectional converter and the boost converter. The bidirectional converter consists of two switches, which are \( S_1 \) and \( S_2 \), where the switching signals that coming to them are complementary to each other. The \( L_{bd} \) is the inductor for the bidirectional converter, which allows the current to flow in/out the ultracapacitor. This part is connected in parallel to the dc-link voltage in order to maintain the dc-link voltage with the energy conversion connection [64, 65].
The boost converter is used to increase the dc-link voltage $V_{dc}$ for the next process. The suggested control strategy for the bidirectional converter is the voltage controller at the dc-link. It is because to maintain the dc-link voltage between the energy conversion and the energy storage. The control strategy for the boost converter is by using the voltage controller in order to increase the dc-link voltage to the suitable voltage that will be used for the energy transfer.

5.1.1 The sizing of the ultracapacitor

The ultracapacitor has been selected for the ERLA system as the energy storage element. Ultracapacitors have been widely used in energy recovery applications especially when there is braking from vehicles [25, 70, 135, 136]. Normally, this ultracapacitor can be connected directly to the dc-link structure, but it will create a problem when the load power is changing. It also can cause the rush current to flow to the ultracapacitor and cause damage to the ultracapacitor. To avoid this situation, the bidirectional converter is used to allow the power flow at the ultracapacitor.

To calculate the ultracapacitor value, the energy stored in the ultracapacitor needs to be determined, it is based on the maximum power generated from the main source [137]. For this case, the maximum power is observed during the landing where it can be analyzed at the energy conversion part. The power simulation data result from chapter 3 has been used in order to determine the ultracapacitor value. The peak power $P_{peak}$ that has been collected is 2500W and with the peak time given from the CBB converter switching frequency is used to determine the ultracapacitor value. The energy during
the maximum power is used to calculate the ultracapacitor is given as:

$$E = P_{\text{peak}} \times T_{\text{peak}}$$  \hspace{1cm} (5.1)

Equation 5.1, shows that the maximum energy that can be stored by the ultracapacitor with referring to the peak power shows in Figure 4.10c. The ultracapacitor size has been calculated based on the equation below:

$$C_{\text{uc}} = \frac{2 \times P_{\text{peak}} \times T_{\text{peak}} \times 3600}{V_{\text{dc}}^2}$$  \hspace{1cm} (5.2)

$$= \frac{2 \times 2500 \times 0.1\text{ms} \times 3600}{3600}$$

$$= 0.5\text{F}.$$

The inductor $L_{\text{bd}}$ for the bidirectional converter can be calculated based on the ripple current that flows in and out from the bidirectional converter which is 20A, which is the same as the controlled current in the CBB converter. The value for the inductor in the bidirectional converter can be calculated by:

$$\triangle i_l = \frac{V_{\text{dc}}}{4 \times f_{\text{sw}} \times L_{\text{bd}}}$$

$$L_{\text{bd}} = 750\text{uH}$$  \hspace{1cm} (5.3)

where the $\triangle i_l$ is known as the ripple current of the flowing current at the bidirectional converter. It is given by 10% of the rated current and the $f_{\text{sw}}$ is the switching frequency (10kHz) of the converter.

### 5.1.2 Control strategy for the bidirectional converter with the ultracapacitor

Figure 5.2 shows the arrangement of the dc-link voltage controller for the bidirectional converter. Here, the ultracapacitor voltage is not been controlled in order to allow the capacitor to store more energy if the amount of generated power is changing due to different speed and mass of the aircraft have been used. The PI control method has been selected as a control strategy to generate the PWM signal for the switching signals. This controller is easier to design by applying the trial and error method. Two switches, $S_1$ and $S_2$ that are complementary to each other are suitable for this application, as stated in [57, 67, 78].
For the ultracapacitor response, two modes of operation in order to allow the energy flows are described as:

- **The charging mode**

  This happens when the load power is lower than the generated power at the LG. This different power will be stored at the ultracapacitor in order to be used during energy transfer. Here, the positive current flows because the current is coming from the dc-link to the ultracapacitor. This current has not been controlled in order to allow the amount of current following is depended to the amount of power from energy conversion. Due to this condition, the voltage at the ultracapacitor is increased to the rated value.

- **The discharging mode**

  The discharging mode happens when the load power is greater than the source power. In this condition, the ultracapacitor will release the energy that has been stored before. The time taken to release all the energy depends on the amount of current flow to the dc-link and it response also to the load power. The dc-link voltage needs to be maintained in order to make sure that continuous voltage can be supplied to the inverter.
5.2 Modelling and control of the boost converter

The last dc signal before it can be transferred to the grid is to boost up the input voltage by using the boost converter that is shown in Figure 5.3. The output of the boost converter is 300V which is a suitable to generate around 170 $V_{LL}$ (line to line voltage) when it is connected to the grid. This output voltage will be connected to the grid using the inverter to make sure it can transfer the energy that has been stored in the ultracapacitor and from the energy conversion source to the electrical grid or load.

The parameters for the boost component can be calculated using the general calculation of the boost converter given in equation 5.4. The inductor is calculated using:

$$L_b \geq L_{\text{min}} = \frac{D(1 - D)^2}{2 \times f} \times \frac{V_{\text{rms}}^2}{P_{\text{rated}}}$$

(5.4)

where the $V_{\text{rms}}$ is the output voltage from the inverter, $P_{\text{rated}}$ is the rated value for the power inverter, $D$ is the duty cycle of the boost converter and $f$ is the switching frequency. The given values for these parameters are shown in Table 5.1.

Table 5.1: Parameters to calculate the inductance and capacitance at boost converter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{rms}}$</td>
<td>98V</td>
</tr>
<tr>
<td>$P_{\text{rated}}$</td>
<td>1000W</td>
</tr>
<tr>
<td>$f$</td>
<td>10kHz</td>
</tr>
<tr>
<td>$D$</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The minimum value for the inductor using equation 5.4 is given by:

$$L_{\text{min}} = 15.36\mu\text{H}$$
Here, the inductance for the $L_b$ is selected as 250uH. For the capacitor capacitance, the $C_b$ can be calculated based on equation:

$$r = \frac{D}{\left(\frac{V_{rms}}{P_{rated}}\right)^2 \times C_b \times f}$$

(5.5)

where $r$ is the voltage ripple and it must be less than 5%. The calculated $C_b$ is about 166.59uF. The value of 350uF has been used for the simulation.

At the load voltage, the voltage is maintained at 300V while the power is determined by the resistive load. By changing the resistive load value, the power absorbed by the load is also changing. It means that, if the load value is higher, the power absorbed by the load is lower and vice versa when the resistive is low. Generally, this will affect the current flows from the bidirectional converter, as will be shown in the simulation results.

### 5.2.1 Control strategy for boost converter

For boost converter control, the standard PI controller has been used. This controller has been applied to this converter because of the maturity of the controller itself, and it is easy to tune the $K_p$ and $K_i$ parameters to achieve the control target. It is to increase the input voltage that coming from the dc-link to the target value $V_{load}^*$. Here, the controller will maintain the duty cycle that is needed for the switching. Figure 5.4 shows the arrangement of the PI control at the boost converter.

![Figure 5.4: The voltage control for boost converter](image)

The general PI control is given by:

$$PI(s) = K_p + \frac{K_i}{s}$$

where $K_p$ is the proportional gain and $K_i$ is the integral gain.
5.3 Simulation results

The evaluation of the proposed energy storage part is combined with the energy conversion part are used in order to determine the effectiveness of the proposed control strategy. For this analysis, two simulations were carried out with different resistive loads value that represent the different power at the load. With different powers, the time taken for the ultracapacitor to release the energy to the load will be different. The simulation parameters for the energy storage part are given in Table 5.2.

The simulations were conducted in the MATLAB Simulink 8.0 with a step size of 0.01 milliseconds. The time taken for the simulation is from \( t = 0 \) s to \( t = 6 \) s. For the dc-link voltage the target is to maintain the voltage at 60V. This voltage is low, and it needs to increase to a reasonable output voltage at the boost converter output, where the target set voltage is 300V. This voltage is more suitable for use in energy transfer the ERLA process.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_{bd} )</td>
<td>150( u)H</td>
<td>( L_b )</td>
<td>250( u)H</td>
</tr>
<tr>
<td>( UC )</td>
<td>0.5F</td>
<td>( C_b )</td>
<td>350( u)F</td>
</tr>
</tbody>
</table>

5.3.1 With the \( R_{load} = 100\Omega \) at the load

The system responses to the 100\( \Omega \) load are shown in Figures 5.5, 5.6 and 5.7. Figure 5.5 shows the outputs at the energy conversion part. From these outputs, the generated power and the deceleration graphs are still the same due to the unaffected current control at the CBB converter. Figure 5.5c, shows the current at the \( L_{cbb} \). The reason why this current was measured is to estimate the rated value of the current that will flow to the ultracapacitor. This explained that, by adding the energy storage part, there is no effect on the energy conversion part.
Figure 5.5: Simulation results at energy conversion outputs

Figure 5.6 shows the outputs at the energy storage part which includes the bidirectional converter and the boost converter with the proposed controller. Here, the dc-link voltage has been maintained at the target value of 60V which is shown in Figure 5.6a with using the bidirectional converter. Figure 5.6b shows the output at the boost converter that has been maintained to the target voltage ready for the next energy transfer process. Figure 5.6c shows the rated current at the load. The time taken for both voltages to reach zero are the same time with the power generated at the LG side shows in Figure 5.5a.
Figure 5.6: Simulation results at the energy storage part ($R_{\text{load}} = 100\Omega$)

Figure 5.7 shows the outputs from the ultracapacitor. From these results, the direction of the current flowing is changing from positive current to negative current in order to absorb or to release the energy from the ultracapacitor. This magnitude of current must be lower than the rated value of 20A. The ultracapacitor voltage output shows, voltage response due to charging and discharging of the energy from the ultracapacitor to the load.
5.3.2 With the $R_{\text{load}} = 150\Omega$ at the load

The simulation was run again, but this time the load was changed from 100\(\Omega\) to 150\(\Omega\). By changing the load, the power transferred to the load is also changed because the power is inversely proportional to the resistive loads value. Figures 5.8, 5.9 and 5.10 show the results that are exactly the same with the results form $R_{\text{load}} = 100\Omega$.

Figure 5.8 shows the outputs at the energy conversion part. It shows that, the deceleration and speed time are finish at the same time when the generated power is zero. It indicates that by changing the load the outputs form the energy conversion will not been effected. From Figures 5.9 and 5.10 its show that the outputs at the energy storage can be maintained at the target voltage, but the difference is the time taken to maintain the voltage for the dc-link voltage and the load voltage are more longer compared to Figure 5.6. This is because, less power is needed from the load by referring to $P_{\text{load}} = \frac{V_{\text{load}}^2}{R_{\text{load}}}$ and at the same time the energy that has been stored has longer release time. For this reason, the time taken to release the energy from the ultracapacitor to the load is more than 4s as shown in Figure 5.10 due to low current flows through the bidirectional converter compared to Figure 5.7a.
Figure 5.8: Simulation results at energy conversion outputs
Figure 5.9: Simulation results at the energy storage part \( (R_{\text{load}} = 150\Omega) \)

(a) dc link voltage between the energy conversion and energy storage

(b) output load voltage at boost converter

(c) output load current

Figure 5.10: The ultracapacitor outputs when the is \( R_{\text{Load}} = 150\Omega \)

(a) ultracapacitor current during absorbing and releasing the energy

(b) ultracapacitor voltage during absorbing and releasing the energy
5.4 Concluding remarks

As a conclusion to this chapter, the ultracapacitor can be used as a storage element in the ERLA application. The voltage at the ultracapacitor has not been controlled in order to give freedom to the ultracapacitor to store the energy regarding to the energy generated from the source. With the bidirectional converter connected to the ultracapacitor, the proposed control strategy is able to maintain the dc-link voltage which is not been controlled by the energy conversion. The PI voltage control has been used for the bidirectional converter, in order to control the dc-link voltage. This dc-link voltage is necessary to be maintained in order to transfer the power from the LG generator to the load and to the storage element. By having a low constant dc-link voltage, a boost converter can be used in order to increase the output voltage to a reasonable voltage for the energy transfer section. By adding energy storage with the energy conversion, it will not have any effect to the LG outputs that have been controlled before. It indicates that, this part works independently but is still capable to store and to release the energy regarding the power required by the load. The important contribution from this part is that the generated power at the LG remains the same, but how much power that can be transferred to the load is totally depended to the energy flow from the energy storage element, which make the system is robust to load changing. From the results, it's show that by increasing the resistive load value, the required power is low so the time taken to store and to discharge the energy is longer than the generated power from the the LG. This means that, the energy storage has a flexible released current time in order to supply the power for the transfer process.
Chapter 6

Energy transfer: VOC PI - $H^\infty$ power flow control

This chapter explains the control techniques that have been applied to the 3-phase inverter for a grid connected system. This part is known as the energy transfer where the main focus is to transfer the power that has been captured from the energy conversion and energy storage to the electrical grid. The $H^\infty$ current control strategy with the VOC power control have been used together, in order to respond to the power required by the grid. The VOC control consists of a real and reactive power control with feed-forward dc-voltage control. A simple synchronisation method has been used in order to allow the power flow from the inverter to the grid can be achieved. Finally, the simulation results have shown the proposed control strategies are able to control the power flow based to the reference power.

6.1 Description of the inverter at the grid connected circuit

The inverter is connected to the grid with the filter between them. The function of the filter is to filter the outputs signal that comes out from the inverter. This signal consists of a very high harmonics. The LCL filter has been used in the ERLA system as shown in Figure 6.1 and it is represented by a single phase equivalent circuit. In this circuit, the inverter is connected to the dc-link ($V_{dc}$), where this voltage is coming from the boost converter output at the energy storage part. The $u$ is the control signal that generates the PWM signal for the inverter. The MOSFET devices have been used as the power electronics element in the inverter circuit. On the right of Figure 6.1, the filter is connected to the grid source $v_g$. For this circuit topology, the power flow is from the inverter to the grid and not from the grid to the inverter. To disconnect the power flow, the circuit breaker (CB) is used in order to separate between the inverter
to the grid when the inverter output power is zero compared to grid power. The CB is
controlled by the $V_{dc}$ logic that determined the on and off of the CB.

Figure 6.1: Equivalent single phase inverter

The LCL filter value is based on the equations given in [91, 90, 138]. The LCL
value is calculated based on the grid and inverter parameters shown in Table 6.1. The
inductor that has been designed must have the capability of having 10% ripple from the
rated current. Equation 6.1 is used to calculated the inverter inductance ($L_i$):

$$L_i = \frac{V_{dc}^2 - V_{ph}^2}{2 \times \Delta I_{L_{max}} \times D/f_{sw}}$$

(6.1)

where $f_{sw}$ is the switching frequency of the inverter, $\Delta I_{L_{max}}$ is 10% of the rated current
of the inverter and $D$ is the duty cycle of the inverter. By substituting the values from
Table 6.1 into equation 6.1 the $L_i$ can be found as 4mH.

Table 6.1: Design parameters

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>output power for the inverter</td>
<td>1000W</td>
</tr>
<tr>
<td>dc-link voltage</td>
<td>300V</td>
</tr>
<tr>
<td>switching frequency ($f_{sw}$)</td>
<td>10kHz</td>
</tr>
<tr>
<td>phase voltage ($V_a$)</td>
<td>98V</td>
</tr>
<tr>
<td>rated current</td>
<td>4.7A</td>
</tr>
</tbody>
</table>

For the capacitor design, it is can be calculated from equation below, with some
design procedures given in [91]. The equation is:

$$C_f = 0.05C_b,$$

(6.2)

where $C_b$ is the base value for the system. The base value can be calculated based on
the equation below:

$$C_b = \frac{1}{\omega_n \times Z_b},$$

(6.3)
where $\omega_n$ is the grid frequency in rad/sec with $Z_b$ is the base impedance given by 28.9$\Omega$. By using equation 6.3 the capacitance base value is 110.14uF and the capacitor $C_f$ can be found to be 5.507uF. After the $L_i$ and the $C_f$ have been calculated, the next step is to calculated the inductance at the grid connection ($L_g$). Normally $L_g$ is the summation of the transformer leakage reactance and the grid inductance ($L_g = L_{tf} + L_{gf}$) side. In this simulation the transformer has not been used. Generally, the transformer leakage reactance is the dominant value for the $L_g$. In this case, a small value of grid inductance has been selected to represent the $L_{gf}$. The $L_{gf}$ is selected as 15uH. In this LCL filter design, the damping resistor $R_c$ is used to avoid the resonance at the capacitor. Equation 6.4 shows the equation to calculate the damping resistor:

$$R_c = \frac{1}{3 \times \omega_{res} \times C} \quad (6.4)$$

where the $\omega_{res}$ is the resonant frequency that is given by 7552 rad/sec. The value for the damping resistor is 10$\Omega$. Table 6.2 shows the values of the LCL filter for inverter grid connection.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>value</th>
<th>Parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i$</td>
<td>0.04$\Omega$</td>
<td>$L_i$</td>
<td>4mH</td>
</tr>
<tr>
<td>$R_g$</td>
<td>0.1$\Omega$</td>
<td>$L_g$</td>
<td>15uH</td>
</tr>
<tr>
<td>$R_c$</td>
<td>10$\Omega$</td>
<td>$C$</td>
<td>5.5uF</td>
</tr>
</tbody>
</table>

### 6.2 Description of controller model for the inverter

The proposed control strategy is shown in Figure 6.2. This strategy, is a combination of the current control as the inner control loop with the VOC control for the outer control loop. Both controllers must operate together in order to respond to the setting amount of power at the inputs given by $P^*$ and $Q^*$. It is used to generate the reference currents which are $(i^*_a, i^*_b, i^*_c)$ for the current control. The $V^*_{dc}$ is used to maintain the dc-link voltage at the input inverter, and the $\theta$ is the phase information from the PLL block in order to synchronise the inverter with the grid voltage. The output from these controllers is used to generate the voltage signals that will be added with the grid voltage after the phase-lead low pass filter response. The phase-lead low pass filter is used to compensate the phase delay caused by the filter in order to generate the voltage signal to the PWM signals when it is been synchronised with the grid voltage. This phase-lead filter is built to have a slightly higher gain than 1, and the phase angle have
a small lead of phase angle from the fundamental frequency. In this work the value for this phase-lead low pass filter is given by [89]:

\[ T(s) = \frac{825(s + 20)}{(s + 300)(s + 500)}. \]

---

**Figure 6.2:** The control strategy for inverter-grid connection in ERLA energy transfer application

### 6.2.1 VOC-PI for outer power loop

The outer controller for the inverter consists of reactive power, real power and the dc-voltage control shown in Figure 6.3. The \( V_{dc}^* \), \( P^* \) and the \( Q^* \) are the references target for the VOC-PI controller. The \( V_{dc} \) is used to control the dc voltage input at the inverter. This is to make sure the dc inverter input voltage can be maintained when the energy is been transferred from the inverter to the grid. This dc voltage controller will be feed-forwarded to the real power controller. Three PI controllers have been applied to the VOC as shown in Figure 6.3. The outputs from real, reactive and dc voltage controller will generate the \( I_d^* \) and \( I_q^* \) that respond to the real and reactive targets value. The reason why it is called the VOC is because this generated references current behave like the voltage oriented output to the normal real and reactive power calculation given in [99]. The value of \( I_d^* \) and \( I_q^* \) can be changed depending on the setting value of \( P^* \) and \( Q^* \) for different power required. The \( dq – abc \) transformation is used to generate the 3-phase references current for the inner loop control (\( i_a^*, i_b^* \) and \( i_c^* \)) after the power...
control application. To generate the 3-phase references current that are synchronise with the grid voltage, the PLL is used in order to give the phase information of the grid voltage. Finally, the 3-phase current can be generated with the same magnitude but different phase angle for each phase that is used in natural frame configuration for the current control.

Figure 6.3: The block diagram of power control with VOC control strategy

6.2.2 $H^\infty$ current control design for inner control loop

Figure 6.4 shows the control block inside the current control which is used the $H^\infty$ control theory method. The function of the $H^\infty$ control is to send a signal to the PWM which gives minimum tracking error value in order to inject the current to the grid. The $G$ and $K$ in Figure 6.4 represent the plant and the stabilising compensator that have been generated from the $H^\infty$ control theory. The advantage of this control theory is that the disturbances $w$ which are the grid voltage and the target references current can be included in the compensator design calculation. From Figure 6.4, the output generated from the $K$ is $u$ where it used to generate the PWM signals, meanwhile the $y$ is the target output that coming from the error between the current reference and the output current at the inverter. It can be written as:

$$y = e = i_{ref} - [i_a/i_b/i_c].$$  \hspace{1cm} (6.5)

6.2.2.1 State-space model of the inverter for $H^\infty$ control calculation

To derive the state-space equation from the inverter plant, it is done by simplifying Figure 6.1 to Figure 6.5. It shows that the state-space equation can be formulated
based only on the LCL configuration, where \( u \) is the average voltage for the output voltage of the inverter [100, 101]. The average technique is applied to the inverter voltage, where makes the on and off function of the switches for the power electronics devices can be ignored.

\[
\begin{align*}
\frac{\delta i_i}{\delta t} &= -i_i\left(\frac{R_i + R_c}{L_i}\right) + i_g\frac{R_c}{L_i} - v_c + \frac{u}{L_i} \quad (6.6) \\
\frac{\delta i_g}{\delta t} &= -i_g\left(\frac{R_g + R_c}{L_g}\right) + i_i\frac{R_c}{L_g} + v_c - \frac{v_g}{L_g} \quad (6.7) \\
\frac{\delta v_c}{\delta t} &= \frac{i_i - i_g}{C} \quad (6.8)
\end{align*}
\]

From Figure 6.4, the input for the plant \( G \) consists of two inputs. The first input is disturbance \( w \) where from equation 6.7 is the \( v_g \). This disturbance also includes the reference current generated from the outer power loop control. The matrix disturbance can be written in state-space as \( w = \begin{bmatrix} v_g & i_{ref} \end{bmatrix}^T \). The second input to the \( G \) is
u = [u]. This parameter can be found in equation 6.6. By rearranging the state-space matrix which includes the state variables, the state disturbance and the state input, the state-space equation of the plant \( G \) can be written as:

\[
\dot{x} = Ax + B_1w + B_2u.
\] (6.9)

As shown in equation 6.5, the output is the error between the output value and the reference value of the inverter which can be summarised as:

\[
e = Cx + D_1w + D_2u,
\] (6.10)

where

\[
A = \begin{bmatrix}
-(R_i + R_c) & -\frac{R_c}{L_i} & -\frac{1}{L_i} \\
\frac{R_c}{L_g} & -\frac{R_c}{L_g} & \frac{1}{L_g} \\
\frac{1}{C} & -\frac{1}{C} & 0
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
0 & 0 \\
\frac{1}{L_g} & 0 \\
0 & 0
\end{bmatrix}
\]

\[
B_2 = \begin{bmatrix}
\frac{1}{C} \\
0 \\
0
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
0 & -1 & 0
\end{bmatrix}
\]

\[
D_1 = \begin{bmatrix}
0 & 1
\end{bmatrix}
\]

\[
D_2 = \begin{bmatrix}
0
\end{bmatrix}
\]

By arranging equations 6.9 and 6.10 into matrix notation, the inverter plant \( G \) can be written as:

\[
G = \begin{bmatrix}
A & B_1 & B_2 \\
C & D_1 & D_2
\end{bmatrix}
\] (6.11)

**6.2.2.2 \( H^\infty \) formulation for current controller design**

Figure 6.6 shows the arrangement of the \( H^\infty \) general control block diagram in order to calculate the \( K \). It consists of \( W_1 \) and \( W_2 \) that are known as the weighting functions. The function for \( W_1 \) is used to make the output \( e \) to improve the tracking error performance and \( W_2 \) as a function to calculate the full rank value needs for the \( H^\infty \) control theory [100, 101, 114]. To have good error tracking, the low pass filter was used in \( W_1 \) and first order transfer function for \( W_2 \) was selected. The state-space matrix notation for the \( W_1 \) and \( W_2 \) are given by:
\[ W_1 = \begin{bmatrix} A_{W_1} & B_{W_1} \\ C_{W_1} & D_{W_1} \end{bmatrix}, \quad W_2 = \begin{bmatrix} A_{W_2} & B_{W_2} \\ C_{W_2} & D_{W_2} \end{bmatrix} \]

Figure 6.6: The block diagram to formulate the \( H^\infty \) control theory for current controller.

The dotted line shows in Figure 6.6 is the new extended plant \( P \) that consisting of the \( G, W_1 \) and \( W_2 \) and the inputs. This will create the new regulated performance outputs which are given by \( z_1 \) and \( z_2 \). The \( z_1 \) and \( z_2 \) can be formulated as

\[
z_1 = e \times W_1 = \begin{bmatrix} A & B_1 & B_2 \\ C & D_1 & D_2 \end{bmatrix} \begin{bmatrix} A_{W_1} & B_{W_1} \\ C_{W_1} & D_{W_1} \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix} = \begin{bmatrix} A & 0 \\ B_{W_1}C & A_{W_1} \end{bmatrix} \begin{bmatrix} B_1 & B_2 \\ B_{W_1}D_1 & B_{W_1}D_2 \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix}, \quad (6.12)
\]

and for

\[
z_2 = W_2 \times u = \begin{bmatrix} A_{W_2} & 0 \\ C_{W_2} & 0 \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix} = \begin{bmatrix} A_{W_2} & B_{W_2} \\ C_{W_2} & D_{W_2} \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix}. \quad (6.13)
\]

By combining equations 6.12 and 6.13, the extended plant \( P \) can be obtained as:

\[
P = \begin{bmatrix} A & 0 & 0 & B_1 & B_2 \\ B_1 & 0 & 0 & B_{W_1}D_1 & B_{W_1}D_2 \\ A_{W_2} & 0 & 0 & 0 & B_{W_2} \\ B_{W_1}C & A_{W_1} & 0 & D_{W_1}D_1 & D_{W_1}D_1 \\ D_{W_1} & C_{W_1} & 0 & 0 & D_{W_1} \\ 0 & 0 & C_{W_2} & 0 & 0 \\ 0 & C & 0 & 0 & D_1 & D_2 \end{bmatrix}. \quad (6.14)
\]
6.2.2.3 $H^\infty$ controller design

Table 6.2 shows the parameters that are used to calculate the compensator controller value. As the target output is the tracking error, the $W_1$ transfer function is chosen for low pass filter at $f = 50\text{Hz}$ . The values for the weighting functions are given by:

$$W_1 = \frac{0.5(s + 492980)}{s + 314}, W_2 = \frac{0.25s + 1245}{s + 5000}.$$  \hfill (6.15)

By using the `hinfsyn` command that is available in MATLAB software, the compensator value for the $K$ can be calculated as shown in equation 6.16. From equation 6.16, it is shown that the zeros and poles are located on the left hand side of the root locus graph. This shows that the generated controller value is stable and it is suitable to be used as a compensator $K$. The final equation value is given by:

$$H^\infty = \frac{381341062651608.1(s + 4.603e006)(s + 6542)(s + 255.1)}{(s + 3.001e012)(s + 4.656e006)(s + 6662)(s + 313.4)}.$$  \hfill (6.16)

In this equation, some of the poles and zeros location are located near to each other. These values can be cancelled to each other in order to make the control transfer function more stable and easy to implement. From equation 6.16 one of the denominator which is the $(s + 3.001e012)$, can be approximated to cancel the gain value at $381341062651608.1$ without causing any changes in the performance that has been justified in [21, 89]. The reduced transfer function for the controller is given by:

$$K = H^\infty = \frac{127(s + 255.1)}{(s + 313.4)}.$$  \hfill (6.17)

6.2.2.4 Stability evaluation for the $H^\infty$ control

In order to guarantee the stability of the system, the value of the $K$ must be included in the stability calculation. The stability calculation is based on Figure 6.7.

Figure 6.7: The block diagram of stability structure for current control
The stability calculation is based on the closed loop system from the $z_1$, which is the new regulated output vector to the output $e$. This condition is based on the transfer function where it can be written as $T_{z_1}W_1$. The condition needs to be satisfied according to the stability condition is given as:

$$\|T_{z_1}W_1\| < 1.$$ 

The stability value is calculated based on the state-space technique. The state-space equation from Figure 6.7 is included the compensator $K$ and by assuming the $w = 0$, it can be written as:

$$\dot{x} = Ax + B_2u$$
$$e = Cx + D_2u,$$

where the value of $A, B_2, C$ and $D_2$ are the same in equation 6.11. The state-space equation for the $K$ can be given as $K = \begin{bmatrix} A_K & B_K \\ C_K & D_K \end{bmatrix}$ and it can be written in state space format by:

$$u = C_K x_c$$
$$\dot{x}_c = A_K x_c + B_K e.$$

By substituting equation 6.20 into equation 6.18, the state variable of the plant can be written as:

$$\dot{x} = Ax + B_2C_K x_c.$$ 

For the state variable of the $K$ it can be found by substituting equations 6.19 and 6.20 into equation 6.21 where the final equation is given by:

$$\dot{x}_c = A_K x_c + B_K C x + B_K D_2 C_K x_c$$
$$\dot{x}_c = (A_K + B_K D_2 C_K) x_c + B_K C e.$$ 

For the $e$, the state equation can be written by substituting equation 6.20 into equation 6.19 and it is shown as:

$$e = Cx + D_2 C_K x_c.$$ 

By arranging equations 6.22, 6.23 and 6.24, the state-space matrix equation of the
feedback loop from G to K can be written as:

\[ E = \begin{bmatrix}
(A_K + B_K D_2 C_K) & B_K C & 0 \\
B_2 C_K & A & 0 \\
D_2 C_K & C & 0
\end{bmatrix}. \quad (6.25) \]

By multiplying equation 6.25 with \( W_1 \), the following equation gives the new matrix in order to calculate the stability value as:

\[ T_{z_1 W_1} = E \times \begin{bmatrix}
A_{W_1} & B_{W_1} \\
C_{W_1} & D_{W_1}
\end{bmatrix} \\
= \begin{bmatrix}
(A_K + B_K D_2 C_K) & B_K C & 0 & 0 \\
B_2 C_K & A & 0 & 0 \\
0 & 0 & A_{W_1} & B_{W_1} \\
D_2 C_K & 0 & C_{W_1} & D_{W_1}
\end{bmatrix}. \quad (6.26) \]

Equation 6.26 can be developed in the MATLAB environment and uses the \textit{normhinf}, to find the stability value. The stability from equation 6.26 is given by \( \| T_{z_1 W_1} \| = 0.5008 \) and this value is stable which is stated in [89].

### 6.3 Simulation results

The proposed control strategies for power control and current control were used in order to understand the complete process for the ERLA system. By combining this part with the other parts in the ERLA system and running the simulation for the power flows strategy, the complete process from beginning to end can be achieved. The parameter values are based on Tables 6.1 and 6.2 for the energy transfer process were included in the configuration parameters.

In this simulation the inverter was considered to be connected to the grid directly without the step up transformer and it uses the PLL for the synchronisation process of the inverter with the grid voltage. Two simulation conditions were conducted to see the changing of the transferred power to the grid. The simulations were carried out using the MATLAB Simulink package with maximum step size of 0.01 milliseconds.

For the first simulation, the target value for real and reactive power were set at \( P^* = 1000 \text{W} \) and \( Q^* = 0 \text{VAR} \). This is to ensure that only the real power can flow to the load while maintaining the power factor at unity. In order to see the response of the power control with different reference power, the second simulation was conducted by changing the reference power \( P^* = 500 \text{W} \) to \( P^* = 1000 \text{W} \) after \( t = 3 \text{s} \). At the same time, the reactive power was maintained at \( Q^* = 0 \text{VAR} \). The simulations were run from \( t = 0 \text{s} \) to \( t = 7 \text{s} \).
6.3.1 With the reference power of $P^* = 1000\text{W}$ and reactive of $Q^* = 0\text{VAR}$

For the first simulation, the system outputs response to the real and reactive power are shown in Figures 6.8, 6.9 and 6.10. Figure 6.8 are the outputs at the energy conversion part, where the generated power and the inductor current remain at the same magnitude and same profile as in Chapter 4 where it have been explained before. Of importance here is that, when the transfer power happens, the deceleration profile is still maintained constant as shown in Figure 6.8c. This indicates that, the CBB converter with $H^\infty$ current control is working properly during the simulation without any effect due to the power transfer.

![Power generated during landing](image)

(a) power generated during landing

![Inductor current at CBB converter](image)

(b) inductor current at CBB converter

![Deceleration speed during landing](image)

(c) deceleration speed during landing

Figure 6.8: Simulation outputs at energy conversion part when all the parts combined together

For the energy storage section the outputs are shown in Figure 6.9. From these outputs the dc-link voltage between the energy conversion section and the energy storage section are maintained at the target reference voltage shows in Figure 6.9a while the
boost converter is controlled to the target shows in Figure 6.9b. It explains that, the energy storage is able to store the excessive energy at the beginning of the landing and release the energy when the energy from the landing is lower than the energy need to be transferred to the grid.

For the energy transfer section, the outputs are shown in Figure 6.10. Figures 6.10a and 6.10b show the real power and reactive power that has been controlled by using the VOC-$H^\infty$ controllers at the energy transfer part. It shows that, the real power is maintained at reference power $P^*$ during the simulation time and the small amount of reactive power is been transferred to the grid. This means that, the power can be transferred referring to $P^* = 1000W$. The time taken to supply this power is more longer then the time at the power generated shows in Figure 6.8a. This is because, the calculated average power for 4s is 1250W but the reference power is set at 1000W which is below the calculated average power. Due to this, the time taken to store and time to release the energy from the ultracapacitor is longer then the time of the generated power shows in Figure 6.8a. It also explains that, the energy power transfer has the same situation when the load is higher which has been shown in Figure 5.9 in energy storage part. Figure 6.10c shows the line to line output voltage at the inverter which is the same as the line to line grid voltage.

Figure 6.9: Simulation outputs at energy storage part when all the parts combined together

Figure 6.10: Simulation outputs at energy transfer part when all the parts combined together
Figure 6.10: Simulation outputs at energy transfer when $P$ is set to $P^* = 1000W$

Figure 6.11 shows the response of the $H^\infty$ current controllers at the CBB converter and the inverter. Both of the $H^\infty$ current controllers that have been designed are able to track the reference currents given for each controller. For Figure 6.11a the input current of the CBB converter is able to track the reference current which is set at 20A for the current control at the CBB converter. In the mean time, Figure 6.11b shows the inverter output current is tracked the reference generated current from the VOC-PI controller which is determined by the amount of power transfer to the grid. Here it indicates that, these controllers can be used to transfer the energy between the energy source and the grid without any problems.
Figure 6.11: $H^\infty$ current controllers response in the ERLA system

Figure 6.12 shows the synchronisation mechanism between the voltage inverter and the voltage grid. It happens when the grid voltage are being feed-forward shown in Figure 6.2 though the phase-lead low pass filter and add with the signal generated from the $H^\infty$ current control. Meanwhile, Figure 6.12b shows the voltage drop at the grid inductor during the synchronisation which is less then 1V. This indicates both system is synchronised.

Figure 6.12: Synchronisation mechanism between grid voltage $v_g$ and inverter voltage $v_i$
6.3.2 With $P^* = 500\text{W}$ from $t = 0\text{s}$ to $t = 3\text{s}$ and with real $P^* = 1000\text{W}$ after $t = 3\text{s}$ and $Q^* = 0\text{VAR}$

The simulation was repeated with the given values for the $P^*$ and $Q^*$ change at the different times in order to see the response of the controller and also to see the time taken to release the energy from the energy storage and when the energy source at energy conversion is zero. Figure 6.13 shows the response from the energy conversion part which has the same profile and magnitude as in Figure 6.8. This indicates that no change has happen to the energy conversion section.
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(a) power generated during landing
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(b) inductor current at CBB converter
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(c) deceleration speed during landing

Figure 6.13: Simulation outputs at energy conversion part when all the parts combined together

From Figure 6.14, the dc-link voltage and the boost output voltage are able to be maintained at the target value. At the same time, the time for voltages to go zero is
longer than the time shown in Figure 6.9. This is because the power that has been transferred to the grid is 500W which is half of the average power at 1250W from 0s to 3s. It shows that the energy storage part is capable of charging and discharging the energy with longer time regarding the power needed by the grid side.

Figure 6.14: Simulation outputs at energy storage part when all the parts combined together

Figure 6.15 shows the results at the energy transfer section. Figures 6.15a and 6.15b show the real and reactive power response to the step change after $t = 3s$. It shows that, the controllers force the measured power at the inverter to follow the reference power from 500W to 1000W. Here, the reactive power was maintained at 0VAR. The time taken for Figure 6.15 to finish is the same as the time taken in Figure 6.14 due to continuous power supply from the energy storage when after the generated energy is finished that is shown in Figure 6.13a.
Figure 6.15: Simulation outputs at energy transfer when P has a step response from $P^* = 500W$ to $1000W$.

Figure 6.16 shows the current response at the CBB converter and the inverter which are used the $H^\infty$ current control in order to give good tracking performance between the reference value and the control value. Figure 6.16a shows the tracking current at the CBB current controller. It shows that, by using the $H^\infty$ current control, the current controller is able to track the reference current set by the CBB converter. For the inverter current tracking, the result is shown in Figure 6.16b. It demonstrates that, when the power is changed at $t = 3s$, the generated references current are changed due to the step changed of the power that caused the references current to change. Due to this condition, both controllers are working properly in order to deliver the power to the grid.
6.4 Concluding remarks

In conclusion for this chapter, the energy transfer part, which consists of a 3-phase inverter and the LCL filter are used to transfer the energy from the energy conversion and the energy storage to the grid. The VOC-PI control is used for the power control while the $H^\infty$ control theory is used for the current control for the inverter. The VOC control is able to respond to the changing power, when there has any changed at the reference power which is given by the load power. This controller adopts concept that has been well established in power control applications in the inverter, but in this work it is used to generate the references current for the current controller. As is known, the current controller strategy is to inject a suitable amount of current according to the reference current with less harmonic effect. This is because the design compensator is included the LCL filter components in order to improve the harmonics current to the grid. From the results, by using these control strategies to the inverter, it is capable of transferring the power from the source to the load by depending to the requested load power. At the same time it also gives a small voltage different between the inverter voltage and the grid voltage, which indicates that a synchronisation has happened for both system. At the end, by combining all the energy parts that represent the ERLA system, the energy generated from the landing aircraft can be transferred to the grid in order to be as a electrical energy source.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

Obtaining electric energy from landing aircraft is a new idea. In order to understand the power transformation process, all the parameters that have been used in this work is based on the maximum power that can been collected from the test rig that has been build in the lab. The test rig is consists of the flywheel, the generator machine, and the power processing devices in order to behave as a mimic landing aircraft. This test rig can be expanded to the real application if the maximum power which has been generated from the landing is been calculated. The test rig is necessary in order to understand the behaviour of the process by using the small scale of the system. This is because all the electrical components value that have been used are determined from the available maximum power. This test rig network is shown in the Appendix A. The idea of this work is to show the process from the beginning of the generated power to the power transfer process to the electrical grid in a simulation environment. For this process the ERLA system can be divided into three sections which are energy conversion, energy storage and energy transfer. This initial study has opened up a new understanding about the possibility of using the kinetic energy during landing as a alternative power source for the electricity power supply.

Firstly, energy conversion is used to convert the kinetic energy to electrical energy. The aims for this part are to control the deceleration, and at the same time, control the force that will change the generated output power during landing which is determined the successful of objectives 2 and 3. This can be done by using the LG, the diode rectifier and the CBB converter. Here, the LG is responded to the input speed from the aircraft and produces a variable magnitude current, voltage and frequency with the uncontrolled force as the outputs. To understand the process for the LG, the LG was modelled in two models. First it was modelled in 3-phase model and than in the $dq$ model. Both models show the possibility of the LG where it uses the speed as the input and produces
the force, voltage and current at the outputs. In these models, no control strategy was put in place in order to reduce the number of the controllers. Then, the diode rectifier was used to convert the ac input to dc output, which is contains high ripple with decreasing current or voltage magnitude. Because of this, the CBB converter was used in order to control the input current and at the same time to maintain the constant force and the deceleration at the LG side. In others words, by applying the current control to the CBB converter, the LG outputs also can be controlled. This will benefit the passengers comfort due to constant braking force applied that has been generated at the LG output. It is also will change the generated power, from exponential decay power profile to linearly decreasing power where it can be used to determine the average and the maximum power output. The current control with $H^\infty$ control theory was designed that gives ability to give small tracking error and also includes the disturbance inputs for the controller calculation. It shows that, by using this control strategy the generated power can be changed from the exponential decay profile to linear profile where it is important in order to calculate the size of the energy storage element and to determine the maximum power that can be transferred to the load.

The next part of the process is the energy storage. The ultracapacitor was used as the energy storage element. This part is necessary, because at the beginning of the landing, the generated power is higher and then it will linearly decrease to zero along the time. This initial power cannot be directly transferred to the load or grid because it will cause damage to the grid. To deal with this, the ultracapacitor with bidirectional converter were used to control the power flow in or out from the ultracapacitor. As a result, the voltage controller with PI control was used in order to maintain the dc-link voltage which was not been controlled during the energy conversion. In the mean time, it also capable to absorb or release the energy from the ultracapacitor. The boost converter was used at the energy storage part in order to increase the input dc-link voltage to the specific output voltage for the inverter application, which in this work the voltage was increased from 60V to 300V. From the simulation results, when this part was combined with the energy conversion, the results responded well to the load changing. When the load is higher, the time taken to release the energy from the energy storage is longer because the power required by the load is lower than the average generated power. If the power required by the load is the same as the average power value, the time to release the energy by the ultracapacitor is the same as the generated power from the LG.

Then, the energy transfer was used to transfer the power from the main source and the ultracapacitor power to the grid. The transferring power was determined by the required power from the load. Here, the VOC-PI power control with $H^\infty$ current
control were used in order to transfer the power, requested by the load. The LCL filter
was used to ensure the injected current contains less harmonics that is good for the
grid connection system. In the simulation results, where all the parts and the proposed
controllers were been put together, two simulations with various settings power have
been analysed. The first simulation was conducted when the constant power is required
by the load all the times. It shows that, all the controllers can work properly from
the LG to the inverter. The generated power from the inverter also response to the
required power by the load. The second simulation was conducted when the power
changes happen during the simulation time. There was a changed from low power to
higher power input power. Here, the results show that, the power can be transferred to
the grid within longer time compared to the generated power at the LG. This is because
the required load power was lower than the average power generated by the LG that
causedithe injected current is small than the rated current.

As a conclusion from this work, the kinetic energy produced from the aircraft can
be converted to electrical energy using these proposed controllers and converters. This
study also shows that the kinetic energy from the landing aircraft can be converted,
stored and transferred and become as a electricity generation source.

7.2 Recommendations for future work

In this research, the verification and the understanding of the processes starting from
the landing to the power transferred to the grid have been conducted in the simulation
environment. Based on the studies and works that have been carried out, it is possible
to harvest the energy from the landing aircraft but some findings and future works need
to be considered. The finding that has been recognised here, is especially regarding to
the output power. Here, if the requested power is higher than the generated power the
ultracapacitor is not able to absorb the power due to the low rated voltage. To solve this
condition the ultracapacitor can be replaced by the battery. This is because the current
inside the battery can be controlled to the rated value. Other findings is regarding to
the length of the linear generator that can be used if the real landing is applied. By
increasing the length of the LG is will increase the losses from the LG where it will
affect the electricity generation outputs from this alternative energy.

Although these findings limit the advantages in real system but in terms for military
application it gives some advantages. For example, this work can be implemented at
the aircraft carrier which is used short platform for landing and takeoff. In this strategy
no energy storage will be used but the generated power is directly supplied for takeoff
process. For this technique, the aircraft fighter can carry more weapon and used less
fuel. For the industry purposes, this application can be applied during the movement
of the elevator. It is where the generated power during up and down movement of the
elevator can be transformed back to elevator motor operation which can reduce the
energy building bills.

From these findings, some future works can also be done in order to improve the
system. It can be separated into two major elements, which are the mechanical element
and the electrical element. The mechanical element basically focuses on the LG itself.
In the ERLA application, the LG is been placed underneath the runway. This will
increase the cost if it want to be implemented in practical. The other ways is placed
the LG along the side of the runway. But for this concepts the aircraft tyres need to
be changed to use more heavy metal material because to became as a rotor likes the
normal LG operation. The study to the mechanical force impact on the runway is also
needed to be considered where it will break the LG if the LG is not been build to absorb
this high impact landing. The gap between the runway and the LG also need to be
considered where the energy is easily to be dissipated between this gap to the earth and
will increase the power losses or less generated power to the grid. Another factor is the
human factor which it is the most important factor in aircraft response. It is believed
that the force impact factor is contributed to the comfort of the passengers. This force
is determined by the braking force as explained in [139].

For the electrical part some improvement especially at the power conditioning parts
where the power management/power monitoring system can be included. By including
this system, the ERLA system can be controlled by the operators. This is when, the
operators can see the amount of generated power and the amount of power needs to
be transferred from the system to the grid. In this case, if both power is not matched,
the operators can match the power. As known high transient power will be generated
at the beginning of the landing, due to this a very high energy absorber material needs
to be develop in order to absorb this energy before it can be controlled. This is the
challenging task for the material engineer to develop a new material that can absorb
high energy at a very short of time.

Finally, it is the best when the real experimental work can be carried out but the
issues of the aircraft itself, the length of the linear generator and the regulations on
the power grid have limited the works. In doing so, a proper paper works need to be
developed where the aircraft industries, the researchers and the policy maker can join
together in order to explore this new kind of alternative energy source for the future.
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Appendix A

Publication papers and test rig schematic diagram

A.1 List of publications


A.2 The schematic diagram for the test rig development

Figure A.1: Schematic diagram for the rig
Appendix B

Simulations test with different LCL value

The simulations have been carried in order to get the better output results for the ERLA. This is done by changing the $L_i$ inverter inductance that is given table below:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>value</th>
<th>Parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i$</td>
<td>$0.04\Omega$</td>
<td>$L_i$</td>
<td>$10\text{mH}$</td>
</tr>
<tr>
<td>$R_g$</td>
<td>$0.1\Omega$</td>
<td>$L_g$</td>
<td>$15\text{uH}$</td>
</tr>
<tr>
<td>$R_c$</td>
<td>$10\Omega$</td>
<td>$C$</td>
<td>$5.5\text{uF}$</td>
</tr>
</tbody>
</table>

The new compensator value $K$ which has been determined due to the LCL filter is given by:

$$K = H^\infty = \frac{202(s + 102.1)}{(s + 313.4)}.$$

### B.1 With the reference power of $P^* = 1000\text{W}$ and reactive of $Q^* = 0\text{VAR}$

The results for the different LCL value for the first case are given in Figure B.1, B.2 and B.3.
Figure B.1: Outputs generated at the energy conversion

Figure B.2: Outputs generated at the energy storage
Figure B.3: Outputs generated at the energy transfer

(a) real power transfer to the grid

(b) reactive power transfer to the grid
B.2 With $P^* = 500\text{W}$ from $t = 0\text{s}$ to $t = 3\text{s}$ and with real $P^* = 1000\text{W}$ after $t = 3\text{s}$ and $Q^* = 0\text{VAR}$

The results for the different LCL value for the first case are given in Figures B.4, B.5, B.6.

Figure B.4: Outputs generated at energy conversion
Figure B.5: Outputs generated at the energy storage

Figure B.6: Outputs generated at the energy transfer
# Appendix C

## List of symbols

<table>
<thead>
<tr>
<th>symbols</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>speed($\frac{m}{s}$)</td>
</tr>
<tr>
<td>$f$</td>
<td>Hz</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\sin(\omega t)$</td>
</tr>
<tr>
<td>$p$</td>
<td>watt ($\frac{Joule}{s}$)</td>
</tr>
<tr>
<td>$E$</td>
<td>Joule</td>
</tr>
<tr>
<td>$R$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$C$</td>
<td>$\mu F$</td>
</tr>
<tr>
<td>$L$</td>
<td>$mH$</td>
</tr>
<tr>
<td>$P$</td>
<td>real power (W)</td>
</tr>
<tr>
<td>$Q$</td>
<td>reactive power (VAR)</td>
</tr>
<tr>
<td>$t$</td>
<td>time (s)</td>
</tr>
<tr>
<td>$m$</td>
<td>mass (kg)</td>
</tr>
<tr>
<td>$a$</td>
<td>acceleration ($\frac{m}{s^2}$)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>$\frac{2\pi}{T}$</td>
</tr>
<tr>
<td>$F, F_e, F_m$</td>
<td>newton (N)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>phase angle ($^0$)</td>
</tr>
<tr>
<td>$P_{avg}$</td>
<td>average power (W)</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>dc-link voltage (V)</td>
</tr>
<tr>
<td>$I_{L_{bb}}$</td>
<td>ampere (A)</td>
</tr>
<tr>
<td>$I_s, I_R, I_{C_{bb}}$</td>
<td>ampere (A)</td>
</tr>
<tr>
<td>$V_s, V_0$</td>
<td>voltage (V)</td>
</tr>
</tbody>
</table>