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An experimental study of gas void fraction in dilute alcohol solutions in annular gap bubble columns using a four-point conductivity probe
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ABSTRACT

The influence of alcohol concentration on the gas void fraction in open tube and annular gap bubble columns has been investigated using a vertical column with an internal diameter of 0.102 m, containing a range of concentric inner tubes which formed an annular gap; the inner tubes had diameter ratios from 0.25 - 0.69. Gas (air) superficial velocities in the range 0.014-0.200 m/s were investigated. Tap water and aqueous solutions of ethanol and isopropanol, with concentrations in the range 8 - 300 ppm by mass, were used as the working liquids. Radial profiles of the local void fraction were obtained using a four-point conductivity probe and were cross-sectionally averaged to give mean values that were within 12% of the volume-averaged gas void fractions obtained from changes in aerated level. The presence of alcohol inhibited the coalescence between the bubbles and consequently increased the mean gas void fraction at a given gas superficial velocity in both the open tube and the annular gap bubble columns. This effect also extended the range of homogeneous bubbly flow and delayed the transition to heterogeneous flow. Moreover, isopropanol results gave slightly higher mean void fractions compared to those for ethanol at the same mass fraction, due to their increased carbon chain length. It was shown that the void fraction profiles in the annular gap bubble column were far from uniform, leading to lower mean void fractions than were obtained in an open tube for the same gas superficial velocity and liquid composition.
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1 INTRODUCTION

In many bubble column and airlift reactors, the liquid phase consists of a mixture of organic and inorganic compounds, e.g. in the case of bubble column bioreactors, where salts, sugars and metabolic products, such as alcohols and organic acids are present in significant quantities in the culture medium (Schugerl et al., 1977; Jamialahmadi and Muller-Steinhagen, 1992). The addition of alcohol to the liquid phase has also been used to simulate the liquid phase behaviour in coal liquefaction and in bioreactors due to the presence of non-coalescing organic mixtures (Kelkar et al., 1983).

It is well known that the most significant difference between air-water and air-aqueous solution systems is that, in the former, bubble coalescence rates are high, whilst, in the latter, the coalescence rates are low (Schugerl et al., 1977). The presence of relatively small amounts of alcohol increases the gas void fraction, \( \alpha \), in aqueous solutions in bubble columns (Camaras et al., 1999; Sijacki et al., 2009) by inhibiting coalescence. Alcohols comprise hydrophilic (polar) and hydrophobic (carbon chain) parts, as shown in Figure 1. These substances preferentially accumulate at the air-liquid boundary with the hydrophobic part extending towards the centre of the bubble. The monolayer of adsorbed polar molecules makes the interface more rigid; during bubble rise the adsorbed molecules are swept to the rear of the bubble, producing a surface tension gradient, which is balanced by an increased skin friction drag that can reduce the rise velocity and inhibit coalescence (Albijanic et al. 2007). Zahradnik et al. (1999) studied the effect of \( n \)-alcohols on the gas void fraction and concluded that the gas void fraction increased with an increase in the length of the carbon chain, for a given gas superficial velocity.

Krishna et al. (2000) studied the effect of the presence of alcohol on the transition between homogeneous and heterogeneous flow in a vertical bubble column. They used a Wallis plot (Wallis, 1969) to predict the regime transition point defined by \( (j_g)_{\text{trans}} \) and \( \alpha_{\text{trans}} \). The Wallis plot is obtained by plotting the drift-flux velocity \( j_g (1 - \alpha) \), expressed by the Richardson and Zaki (1954) equation against \( \alpha \), where:

\[
j_g (1 - \alpha) = v_r \alpha (1 - \alpha)^n
\]

(1)
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In eq. (1), \( n \) is an empirical exponent and \( v_t \) is the rise velocity of a single bubble, e.g. for the air-water system in the homogeneous regime, \( n = 2 \) (Krishna et al., 2000) and for the rise velocity, \( v_t = 0.24 \) m/s (Wallis, 1969). The point where the experimental data deviate from eq. (1) is taken to indicate the transition point between regimes. Krishna et al. (2000) commented that the transition point is often difficult to characterise and concluded that data from the air-tap water system clearly deviates from the Richardson and Zaki curve earlier \( (\alpha_{trans} = 0.12) \), than for a 0.1% ethanol solution \( (\alpha_{trans} = 0.32) \) or a 1% ethanol solution \( (\alpha_{trans} = 0.40) \). In other words, the void fraction at transition increases with an increase in alcohol concentration.

The majority of previous two-phase studies have focussed on open tubes, but many chemical and nuclear engineering systems involve more complex geometries in separators, fuel bundles and steam generators; annular channels have been found replicate some of the phenomena found in these more complex geometries (Ozar et al., 2008). Annular channels also occur in internal-loop, air-lift bubble columns (albeit with an upward liquid flow); more recent applications include photo-catalytic bubble column reactors containing lamps positioned on their centreline.

Al-Oufi (2006) compared gas void fraction data from annular gap bubble columns (AGBC) with those obtained from an open tube (circular cross-section) bubble column (OTBC). He fitted the Zuber and Findlay (1965) drift-flux model, for two experimental data sets for the OTBC and a AGBC using

\[
\alpha = \frac{j_g}{C_0 j_g + v_t} \tag{2}
\]

where \( C_0 \) is a distribution parameter, related to the radial distributions of gas and liquid velocity and void fraction, and \( v_t \) is a parameter close to the bubble rise velocity. Both parameters depend on the radial distributions of gas and liquid velocity and void fraction, as given below

\[
C_0 = \frac{\langle \alpha (j_g + j_l) \rangle}{\langle \alpha \rangle \langle j_g + j_l \rangle} \tag{3}
\]
\[ v_f = \frac{\langle \alpha j_{gl} \rangle}{\langle \alpha \rangle} \]  

where \( j_{gl} = j_g / \alpha - (j_g + j_l) \) is the drift-flux velocity of the gas with respect to the mixture. Al-Oufi (2006) obtained parameters in the range \( C_0 = 1.1 - 2.1 \) and \( v_f = 0.15 - 0.25 \text{ m/s} \), corresponding to 3 – 8 mm diameter bubbles (Shamlou et al., 1994 and Whalley, 1996); the larger fitted value of \( v_f \) for the AGBC may indicate that larger bubbles were present than in the OTBC. The distribution parameters, \( C_0 \), for the two data sets were also significantly different and outside the normally expected range of 0.9–1.3 reported by Hibiki and Ishii (2002), but similar to the value of \( C_0 = 2.0 \) obtained by Hasan and Kabir (1992). This may indicate that the bubble size increases with increasing superficial gas velocity for tap water.

For annular gap columns, Hasan and Kabir (1992) found that \( C_0 \) did not change with the ratio of inner to outer diameters,

\[ \beta = \frac{D_l}{D_o} \]  

and remained close to the value of 2.0 that they had previously obtained for large diameter pipes \( (D_o > 0.1 \text{ m}) \). In contrast, Hasan and Kabir (1988 a & b) found an increase in \( \beta \) led to a slight increase in \( C_0 \), but offered no explanation. Furthermore, Hasan and Kabir (1992) found that for annular gap bubble columns, \( v_f \) remained unchanged from its value in an open tube, which would indicate rather similar bubble sizes in the two cases. Observations of an AGBC in Al-Oufi’s (2006) work showed that at low \( j_g \), small bubbles were produced; increasing \( j_g \) caused these bubbles to merge and form larger bubbles which destabilised the flow at much lower void fractions and superficial gas velocities than in the OTBC with tap water as the working liquid.

Recently Al-Oufi et al. (2010) compared void fractions in various geometries of AGBC for tap water with measurements from an OTBC. They fitted their data to Zuber and Findlay’s (1965) drift flux model, eq.(2) and proposed two main effects: (i)
the presence of a stream of large bubbles affects the bubble rise velocity, $v_i$ and (ii) the changing shape of the local void fraction profiles affects the distribution parameter, $C_0$. Their main findings were that the mean void fraction in the AGBC is low compared to the OTBC when operated at the same gas superficial velocity, $j_g$. They concluded that the presence of large bubbles in the AGBC is able to destabilise the homogeneous flow, while the transition to heterogeneous flow occurred at lower mean gas void fractions than in an OTBC. They also found that the shapes of the local void fraction profiles were affected by the diameter ratio, $\beta$. Thus, the combination of a large bubble formation near the sparger and changing shapes of the local gas void fraction profile, reduce the mean gas void fraction for a given gas superficial velocity, and lead to an earlier transition to heterogeneous flow than would occur in an OTBC.

The purpose of the current contribution is to extend these comparisons between AGBC and OTBC to systems where coalescence is more likely to be inhibited by the presence of surface active molecules such as alcohols.

2 EXPERIMENTAL METHODS AND APPARATUS

2.1 Bubble columns

The experimental set-up consisted of a vertical outside column of internal diameter (i.d.) $D_o = 0.102$ m, made of transparent QVF® glass and with a height of 2.25 m; the unaerated liquid level in the column was 1.00 m. Compressed air was injected through a porous plastic sparger which covered the whole of the base of the column. The porous sparger had a permeability of $5.3 \times 10^{-14}$ m$^2$, with a pore size of around 100 µm, and produced a uniform distribution of bubbles; no large bubbles and slugs were observed moving up the open column at low $j_g$. The compressed air supply was regulated and metered through a rotameter in order to give $j_g$ in the range 0.014 - 0.2 m/s. Annular gap experiments were conducted by using different inner tube diameters ($D_i = 0.025$, 0.038, 0.051 and 0.070 m o.d.) placed concentrically inside the outer column; later these are denoted by their diameter ratios,
\( \beta = 0.25, 0.37, 0.50 \) and 0.69, respectively. The inner tubes were sealed and filled with water.

The Richardson & Zaki (1954), eq.(1), and the drift-flux model, eq.(2), both indicate that the gas superficial velocity is the key variable in determining the void fraction. The annular gap has a smaller cross-sectional area than the open tube and so the gas flow rates were adjusted appropriately to cover the same range of \( j_g \). Overall gas void fractions (volume averages for the whole column) were obtained by recording the volume change on aeration at a given \( j_g \), according to

\[
\bar{\alpha} = \frac{V_g}{V_g + V_l} \tag{6}
\]

In practice, height measurements were used in place of volumes and were conveniently read from a scale on the wall of the column. Local void fractions were also measured using a four-point conductivity probe, as is described in §2.2.

Experiments were conducted in both the OTBC and AGBC and apart from the addition of various alcohols, the experimental conditions and column specifications are described by Al-oufi et al. (2010). The liquid phase used in the experiments consisted of tap water to which ethanol and isopropanol were added in various concentrations. The experiments were carried out using 8-300 ppm by mass ethanol concentration and 300 ppm by mass for isopropanol (see Table 1).

2.2 Probe design and dimensions

Impedance methods, using one or more electrodes, have previously been used to measure local void fractions and to study different two-phase flow regimes. The electrical conductance of the gas–liquid region surrounding the tips of the electrodes is measured; when the probe tip is in a bubble there is no conductance, whereas when the probe tip is immersed in liquid there is a high conductance. The probe behaves effectively as a local phase discriminator and the probability (fraction of time) that the probe is immersed in a bubble is commonly assumed to be equal to the void fraction. For example, Herringe and Davis (1976) described methods to analyse data from single-point conductivity probes for gas–liquid flows; Julia et al. (2005) used a single-point optical probe to measure local values of \( \alpha \) in a gas–liquid flow and showed detailed analysis of how bubbles are pierced (although the
detection method is different from conductivity probes, the principles of the analysis are very similar); and Angeli and Hewitt (2000) used this technique to detect flow regimes and measure volume fractions in an oil–water flow. Furthermore, with two or more points to the probe, both the local void fraction and the bubble velocity may be measured; the probe also yields information about the chord length distribution of bubbles intercepted by the probe.

A further development in using the probe technique was introduced by employing a four-point probe: e.g. Revanker and Ishii, 1992; Kim et al., 2001; Mishra et al., 2002. Lucas and Mishra (2005) used such a probe to characterise the flow distribution across the cross section, in swirling, bubbly air-water flow, in terms of the gas bubble mean local axial, radial and tangential velocity components. Although results are not presented here, the four-point probe can provide information about bubble velocity, chord length distributions and shape (e.g. Luther et al., 2004), as well as local void fractions. The four-point probe has advantages over two-point probe, since there is greater probability of interception of a bubble at multiple locations, e.g. bubbles that do not travel axially upward make contact with the probe at different angles, which leads to some interceptions being missed.

Figure 2 illustrates the design and geometry of the four-point probe. In principle, the it operates in a similar way to the two-point probe described in Al-Oufi et al. (2010). The probe was made from four stainless steel acupuncture needles which were around 0.3 mm in diameter. Each needle tip was able effectively to pierce, with a minimum deformation, an oncoming bubble; this led to a sharp signal response which indicated the passage of a bubble–liquid interface. Each tip was a live (+ve) electrode and the stainless steel tube sheath was used as a common earth electrode for the four sensors. Each acupuncture needle was gold-plated to stabilise the response and to prevent corrosion; they were coated with insulating varnish, but 0.4 mm was exposed from the very tip of the needle.

Probe 1 (p1) was set to be the reference and was the longest probe. The distances between tip 1 and tips 2, 3 and 4 were 1.63 mm, 1.41 mm and 1.57 mm respectively. Probes 2, 3 and 4 were fixed at a horizontal distance of 0.5 mm from p1, as shown in the bottom view in Figure 2. The probes were connected to a four-channel conductivity meter and the output signals were recorded digitally at 2 kHz using LabVIEW software. The raw voltage data were treated in a MATLAB program to give
local void fractions. The signal processing algorithm is discussed in Al-Oufi et al. (2010).

The distribution of local void fractions was obtained by traversing the probe across the column diameter for the open tube, or radially across the annular gap, at a height of 0.57 m above the sparger. It was not possible to measure closer than 7 mm from the near wall of the column, whereas measurements could be made at a distance of only 4 mm from the far wall, because of the radius of the bend in the probe body. There is no upper limit on the bubble size detected by the probe, although video studies by Al-Oufi (2011) show that large bubbles often distort as they are pierced by the needle. The sampling frequency of 2 kHz allows detection of bubbles down to 1-2 mm and chord lengths of this size were recorded (Al-Oufi, 2011). The hydrodynamic error associated with the detection of small bubbles depends on their motion relative to the probe; previous work has estimated that detection of bubbles down to 1-3 mm diameter is possible, with similar probe dimensions to those used here (Shen et al., 2008).

Mean void fractions $\bar{\alpha}$ were obtained by cross-sectionally averaging the local void fraction measurements, assuming (1) axisymmetric profiles and (2) a nearest neighbour extrapolation of the local void fraction profile to the wall:

$$\bar{\alpha} = \frac{1}{R_o^2 - R_i^2} \int_{R_i}^{R_o} 2r \alpha(r) \, dr$$

Data shown next in Figure 3, for the OTBC, confirm that the profiles are approximately axisymmetric; various schemes to extrapolate the local void fractions to the wall made little or no significant difference to the calculated mean void fraction.

### 3 OTBC RESULTS AND DISCUSSION

#### 3.1 Effects of alcohol concentration on gas void fraction profiles

Figure 3 shows the gas void fractions profile obtained by traversing the four-point probe across a diameter of the OTBC at a height of 0.57 m above the sparger, for tap water and various concentrations of ethanol and isopropanol (IPA). All of the profiles are axisymmetric about $y = 0.052$ m on the centre-line of the bubble column,
justifying the use of eq.(7) to calculate the mean $\bar{\alpha}$. At very low $j_g$ (homogeneous flow regime) the results show almost uniform distributions of the local void fraction across the column. At higher gas superficial velocities, in the transition flow regime (typically $j_g \approx 0.05$ m/s in tap water) the mean void fraction increases and the void fraction profiles become increasingly non-uniform. In tap water, the void fraction extrapolated to the wall, $\alpha_w$, increases in the homogeneous regime, but then remains constant for $j_g > 0.1$ m/s. The ratio of the centre-line to wall void fractions, $\alpha_c / \alpha_w$, also increases significantly, from a value of 1 at low $j_g$ (a flat profile) to a value of about 1.6 as shown in Figure 4 for the OTBC with tap water and selected ethanol and IPA concentrations. Thus, the void fraction profiles change shape significantly with increasing $j_g$ during the transition from homogeneous (bubbly) flow, but less quickly in the later stages of the transition or heterogeneous flow regimes. In the case of 300 ppm IPA, the void fractions at the wall rise to around $\alpha_w \approx 0.4$ and the ratio $\alpha_c / \alpha_w$ remains closer to unity, i.e. the wall void fractions are greater for IPA than ethanol, but so also are the centreline void fractions.

The effects of the presence of alcohol concentrations on the void fraction profiles are evident even at 8 ppm of ethanol (Figure 3 (b)), where the centre-line void fraction is significantly greater than with tap water (Figure 3 (a)). Visually, the bubbles are much smaller in the ethanol solutions. With increasing ethanol concentration, the centre-line void fraction increases, although the wall void fractions remain approximately the same ($\alpha_w < 0.20$). The coalescence suppressing properties of the alcohol solutions allows higher centre-line void fractions to be obtained, without the formation of larger, fast-rising bubbles.

The profiles of Figure 3 (g) and (h) indicate a significant increase in gas void fractions for IPA compared to ethanol at 300 ppm, over the whole range of $j_g$. Maximum void fractions of $\alpha > 0.6$ (notably close to the centre-line) are possible because of the increased degree of coalescence inhibition by the longer chain alcohol. The surface tension gradient (with respect to concentration) increases with increasing carbon chain length: ethanol > IPA > n-propanol > n-butanol (Sijacki et al,
Hence the greater molecular weight alcohol (in this case IPA) provides a stronger effect on two-phase hydrodynamics (Albijanic et al. 2007).

Hibiki and Ishii (2002) fitted their void fraction profiles in an OTBC using a power-law equation:

\[
\frac{\alpha - \alpha_w}{\alpha_c - \alpha_w} = 1 - \left(\frac{r}{R_o}\right)^z
\]

where the exponent \(z\) defines the shape of the non-dimensionalised profile. They showed that \(z\) affects the value of the distribution parameter, \(C_0\), in the drift-flux model, eq.(2): a higher value of \(z\) gives a flatter profile and a \(C_0\) value closer to unity.

Satisfactory fits of eq.(8) to the measured void fraction profiles are shown by solid lines in Figure 3 (a)-(h), for tap water and the various alcohol concentrations, using \(z\) as the only adjustable parameter. The variation of \(z\) with \(j_g\) is shown in Figure 5. The latter shows that \(z\) falls sharply with increasing gas superficial velocity in the homogeneous regime and during the transition, whereas in the early parts of the heterogeneous regime \((j_g > 0.1 \text{ m/s})\), the void fraction profiles almost collapse onto a single curve, and \(z\) decreases much more slowly, levelling off at a value between 1 and 2. Under these conditions, the majority of the bubbles tend to travel in the centre of the column and fewer bubbles travel close to the wall; coalescence is more likely to occur close to the centre-line of the column, giving large, fast-rising bubbles; these are surrounded by small bubbles at the wall in the transition and heterogeneous flow regimes.

There is some scatter in the fitted values of \(z\) and Figure 5 shows little difference between the tap water and the low ethanol concentrations; hence the profile shapes are approximately the same in each case and there should be little difference in the distribution parameter \(C_0\). At the higher ethanol concentrations, slightly lower values of \(z\) were obtained than in tap water, at the same \(j_g\).

### 3.2 Effects of alcohol concentration on mean gas void fractions

Volume mean void fractions obtained in tap water and various ethanol concentrations in an OTBC are shown in Figure 6; these data were obtained by
measuring the changes in the aerated level and applying eq. (6). At lower gas superficial velocities \( j_g < 0.05 \text{ m/s} \) there was not much difference in void fraction for the various ethanol concentrations; the void fraction is too low \( \bar{\alpha} < 0.2 \) for significant coalescence effects to be important, even in tap water. However for \( j_g > 0.05 \text{ m/s} \) even the smallest ethanol concentration of 8 ppm gave significantly higher mean void fractions, compared to the tap water experiments. The addition of alcohol decreases the surface tension of the solution and suppresses coalescence, as described in section 1, resulting in smaller bubbles than in tap water systems. With increasing ethanol concentration, Figure 6 shows that the effect is enhanced and very high void fractions are obtained with values about 150% of those in tap water. Furthermore the homogeneous regime appears to be extended to greater \( j_g \) and the transition to heterogeneous flow occurs later (this will be analysed further in §3.3). Similar results for the presence of alcohol on mean void fractions in open tube bubble columns were reported by previous workers: e.g. Krishna et al. (2000).

Figure 7 compares the measured mean void fractions for the ethanol and isopropanol aqueous solutions at 300 ppm. Two sets of data are shown for each solution: (1) a volume-averaged void fraction measured from the changes in aerated level (filled symbols) and (2) a cross-sectionally averaged void fraction from probe 1 (p1) of the four-point conductivity probe (open symbols). The latter makes use of the axisymmetric void fraction profiles to calculate the mean value. These two mean void fractions will only be equal if there are no axial gradients in the bubble column, which is the case here (Al-Oufi, 2011) since the column aspect ratio is \( H / D_o > 10 \) and hence end effects should negligible. At low \( j_g < 0.06 \text{ m/s} \), the void fractions obtained using the probe, were slightly larger than the values obtained using the aerated level method; at higher \( j_g \) the mean void fraction were underestimated by a maximum of 12% by the conductivity probe. The latter is due to the smallest bubbles not being intercepted by the needle tips and their contribution being missed to the mean void fraction. In all cases reported here the difference between the two methods is small, confirming that conductivity probes provide an accurate measurement, even in the presence of the small bubbles obtained with the alcohol solutions.
Figure 7 shows that the 300 ppm IPA solution gives higher mean void fractions compared to the 300 ppm ethanol solution, for both measurement methods and over the whole range of $j_g$ studied. This effect is also evident in the profiles plots of Figure 3 (g) and (h), where the local void fractions are always greater for the IPA case. In contrast, Figure 6, shows little effect of ethanol concentration on the mean void fraction in the homogeneous regime. However, Sijacki et al. (2009) show that the surface tension gradient for IPA is around three times greater than that for ethanol and hence the greater molecular weight alcohol can be expected to have a much more significant effect on the bubble rise velocity and coalescence immediately above the sparger. These observations are similar to the findings of Zahradnik et al. (1999) for the effect of carbon chain length on the mean void fraction. Thus the hypothesis is that IPA solution has a steeper surface tension gradient with respect to concentration than the ethanol solution and hence the effect on void fraction is more significant.

### 3.3 Effects of alcohol concentration on flow regime transitions

Krishna et al. (2000) proposed the use of a Wallis plot (Wallis, 1969) to obtain information about the gas superficial velocity, $(j_g)_{trans}$ and void fraction $\alpha_{trans}$ marking the start of the transition from homogeneous to heterogeneous two-phase flow. Figure 8 shows the drift-flux velocity $j_g(1-\alpha)$ plotted against $\alpha$, which was measured by the aerated level method. The smooth curve represents Richardson and Zaki’s (1954) eq.(1), which is assumed to represent behaviour in the homogeneous bubbly flow regime and here uses $n = 2$ (Krishna et al., 2000) and $v_t = 0.24$ m/s (Wallis, 1969). The data fall close to the Richardson and Zaki curve at low gas superficial velocities, indicating that indeed they fall within the homogeneous bubbly flow regime. The points where the data deviate from the curve are taken to indicate the flow regime transition points, giving $(j_g)_{trans}$ and $\alpha_{trans}$. Krishna et al. (2000) noted that it can be difficult to distinguish between the transition points for low alcohol concentrations. However, the largest ethanol concentration (300 ppm) clearly deviates from the Richardson and Zaki curve at much higher values of $(j_g)_{trans} = 0.06$ m/s and $\alpha_{trans} = 0.58$, compared with the tap water experiments,
where \((j_g)_{trans} = 0.048 \text{ m/s}\) and \(\alpha_{trans} = 0.26\). Table 2 summarises the transition points obtained from Figure 9 for experiments using tap water and various ethanol concentrations in an OTBC. There is a consistent trend of the transition point moving to higher values of \((j_g)_{trans}\) and \(\alpha_{trans}\) with increasing ethanol concentration (similar effects are found with IPA). Thus, the inhibition of coalescence by the adsorption of ethanol molecules at the air-water interface extends the homogeneous flow regime so that it remains stable at remarkably high void fractions, in agreement with the preliminary conclusions drawn from Figure 6.

4 AGBC RESULTS AND DISCUSSION

4.1 Effects of ethanol concentration on gas void fraction profiles

Figure 9 shows the radial void fraction profiles for the four annular gap geometries that were studied with 300 ppm ethanol; the centre-line of the annular gap at \(r = (R_i + R_o) / 2\) is also marked for reference, where \(R_i\) and \(R_o\) are the inside and outside column radii, respectively. Similar trends were observed compared to the OTBC: at low gas superficial velocities, the void fraction profiles are almost flat, but become increasingly more non-uniform with increasing \(j_g\); at higher gas superficial velocities, the profile shape becomes almost independent of \(j_g\). Unlike the OTBC, the \(\alpha\) profiles in the annular gap are not symmetric about the centre-line and the void fraction maximum is displaced significantly towards the inner wall. With increasing diameter ratios, \(\beta = D_i / D_o = R_i / R_o\), the maximum moves closer to the inner wall of the annular gap and the maximum gas hold-up increases; the same effect was reported by Al-Oufi et al. (2010) for tap water systems in the same geometries of AGBC. The data shown in Figure 9 suggest that there is a high void fraction and a high velocity gas stream that flows preferentially up the inner wall of the annular gap; in contrast, close to the outer wall of the annular gap, the void fraction is rather low and comparable to the values of \(\alpha_w\) obtained in the OTBC. Moreover, there was no visual evidence of a strong down-flow region near the outer wall, which would have made the probe readings less reliable.
Ozar et al. (2008) measured and correlated void fraction profiles in annular gaps, albeit with a very much smaller outer column (0.038 m) and over very different ranges of gas superficial velocities (0.15–3.86 m/s) to those studied here. Furthermore, their experiments involved large upward liquid superficial velocities (1.11–2.00 m/s). They proposed power-law equations to represent the void fraction profiles according to:

\[
\frac{\alpha}{\langle \alpha \rangle} = \frac{z+1}{z} \left( 1 - \frac{2(r-R_o)}{R_o-R_i} \right)^z \tag{9}
\]

and showed that the distribution parameter, \( C_0 \), was related to the exponent, \( z \) using eq.(3). The effect of increasing \( z \) in eq.(9) is to flatten the void fraction profile, but, it always remains symmetric about the centre-line of the channel. Furthermore, eq.(9) predicts that the void fractions at the walls of the annular gap are zero. Thus the data in Figure 9 cannot be successfully correlated by an expression of the form of eq.(9) since they are (i) asymmetric about the centre-line and clearly the shape of the profile changes with the geometry of the annular gap and (ii) the inner wall void fraction is non-zero and close to the maximum value in the radial profile. Ozar et al. (2008) considered only one gap geometry with \( \beta = 0.50 \) and, despite their use of eq.(9), their profiles also show some asymmetry, with the maximum being displaced toward the inner wall, but not to the extent shown in Figure 9.

The profiles of Figure 9 indicate that \( C_0 \) is likely to increase above unity, with increasing diameter ratio, \( \beta \). In that case, eq.(2) for Zuber and Findlay’s (1965) drift-flux model indicates that the mean void fraction should decrease with increasing values of \( \beta \) for a given gas superficial velocity. In other words, the mean gas hold falls when the diameter of the inner column increases, which is what has been observed experimentally by Al-Oufi et al. (2010) for tap water and will be discussed next for these alcohol solutions.

### 4.2 Mean void fractions with 300 ppm IPA

Al-Oufi et al. (2010) reported data for mean void fractions in tap water in various geometries of AGBC. They showed that \( \bar{\alpha} \) decreased with increasing diameter ratio, \( \beta \), for the annular gap, because of (i) the changes in the radial void fraction
profile (described in the previous section) and (ii) an earlier transition to heterogeneous flow. Figure 10 shows similar effects for the 300 ppm IPA solution for mean void fractions obtained using changes in the aerated level method (similar conclusions may be drawn from \( \bar{\alpha} \) measurements from the conductivity method). At low \( j_g \) in the homogeneous flow regime the differences in void fraction are small, but with increasing gas superficial velocity the mean void fractions for the larger \( \beta \) AGBCs fall further below the OTBC values.

Parameters, \( C_0 \) and \( \nu_t \) obtained from Zuber and Findlay’s (1965) drift-flux model of eq.(2) by fitting \( j_g / \bar{\alpha} \) against \( j_g \) are shown in Figure 11 for the four diameter ratios of the AGBC and the OTBC (\( \beta = 0 \)) for 300 ppm ethanol and IPA solutions. The parameter \( \nu_t \) remains approximately constant, indicating the mean bubble size is not changing much with annular gap geometry. In contrast \( C_0 \) increase significantly from close to unity to about 1.8 with increasing \( \beta \), which is consistent with (i) the changes shown in Figure 9 for the void profile profiles and (ii) the effects of \( \beta \) on the mean void fraction. If \( \nu_t \) is interpreted as a single bubble rise velocity, then a value of 0.10 to 0.14 m/s would correspond to bubbles of equivalent diameter of about \( d_e = 1.5 \) mm (Clift et al., 2005) indicating considerably smaller sizes than would be found in tap water.

Thus the effect of changing gap geometry on the distribution parameter for the AGBCs, previously reported for tap water (Al-Oufi et al., 2010) has been confirmed for these alcohol solutions. However, the inference from the fitted values of \( \nu_t \) is that the bubble size remains small even in the annular gap geometries.

4.3 Flow regime transitions

Al-Oufi et al. (2010) used Wallis plots to show that the transition point \( \alpha_{\text{trans}} \) decreased slightly with increasing diameter ratio \( \beta \) for various AGBC geometries with tap water (see Table 3). They postulated that the presence of the inner tube generated larger bubbles which destabilise the homogeneous flow at lower gas superficial velocity and mean void fraction than for the OTBC. A Wallis plot for the 300 ppm IPA solutions in the OTBC and AGBCs is shown in Figure 12 and the
transition points for different inner tube ratios are listed in Table 3. The effect of changing the inner tube diameter appears to be more significant with 300 ppm IPA than for tap water, but the data do not agree so well with the Richardson and Zaki curve in Figure 12 and hence the values of $\alpha_{\text{trans}}$ are subject to some error (no single values of $n$ and $v_t$ for eq.(1) were found to be suitable). Similar analyses (not shown here) for 300 ppm ethanol are also summarised in Table 3, where the transition points $(j_g)_{\text{trans}}$ and $\alpha_{\text{trans}}$ are close to the values for IPA. Both alcohols show the same effects as has been observed for tap water, i.e. the homogeneous flow is destabilised at a lower gas superficial velocity as the annular gap width is reduced. The presence of the alcohols extends the homogeneous flow regime to higher $j_g$ than for the tap water system for each diameter ratio, but the effect is not as dramatic as in the OTBC.

5 CONCLUSIONS

Measurements of local void fractions in an OTBC showed that the profiles changed shape with increasing gas superficial velocity, particularly in the homogeneous and early transition regimes. The changing shapes of the profiles were analysed by fitting Hibiki and Ishii's (2002) radial distribution to the data, demonstrating that these effects would alter the value of distribution parameter $C_0$ in the homogeneous regime. With the alcohol solutions, there were similar changes to the void fraction profiles and very large centre-line values could obtained without significant bubble coalescence. Mean void fractions were up to 150% of the tap water values with low concentrations of ethanol or IPA and even the smallest addition of 8 ppm ethanol produced a noticeable effect on coalescence. IPA had a stronger effect on the two-phase hydrodynamics in the OTBC, because of its greater carbon chain length than ethanol. Transition point void fractions and gas superficial velocities were obtained which demonstrated that the OTBC homogeneous flow regime could be significantly extended with small additions of ethanol or IPA; the transition was delayed until the void fraction exceeded $\alpha > 0.6$ in the highest alcohol concentrations.
For the AGBC, an increasing diameter ratio $\beta$ (narrower annular gap) led to the local void fraction profiles becoming increasingly non-uniform and asymmetric. Although existing profile models could not be satisfactorily fitted to the local void fraction data, it was evident that these shape changes would affect the distribution parameter $C_0$ in the drift-flux model. This was confirmed by fitting values of $C_0$ and $v_r$ to mean void fraction results over a range of gas superficial velocities for the alcohol solutions: $C_0$ increased with an increasing diameter ratio, reflecting the reduction in the mean gas void fraction predicted by the drift-flux model, which was consistent with the changing profile shapes. The latter is in agreement with findings previously reported for tap water (Al-Oufi et al., 2010). However, with the alcohol solutions there was no strong evidence of a change of bubble size with changing diameter ratio $\beta$. Analysis also showed that there was an earlier transition to heterogeneous flow for an AGBC than would occur in an OTBC. The presence of surface active molecules such as alcohols led to transition at higher values of the void fraction, but the effect was not as strong as in the OTBC.
6 NOMENCLATURE

$C_0$  distribution parameter

$d_e$  bubble equivalent diameter (m)

$D_i$  diameter of the inside column (m)

$D_o$  diameter of the outside column (m)

$H$  aerated level (m)

$j_g$  gas superficial velocity (m/s)

$(j_g)_{trans}$  transition gas superficial velocity (m/s)

$j_l$  liquid superficial velocity (m/s)

$n$  empirical exponent in eq.(1)

$r$  radius (m)

$R_i$  radius of the inside column (m)

$R_o$  radius of the outside column (m)

$V_g$  volume of gas (m$^3$)

$V_l$  volume of liquid (m$^3$)

$v_t$  single bubble rise velocity used (m/s)

$z$  empirical exponent in eq.(8) and eq.(9)

Greek

$\alpha$  gas void fraction (–)

$\alpha_c$  centre-line gas void fraction (–)

$\alpha_{trans}$  regime transition point (–)

$\alpha_w$  wall gas void fraction (–)

$\beta$  diameter ratio $D_i / D_o$ of the annular gap column (–)

Abbreviations

OTBC  open tube bubble column

AGBC  annular gap bubble column
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8 Table and figure captions

Table 1 Alcohol concentrations (by mass) used in the study

Table 2 Summary of $\alpha_{\text{trans}}$ and $(j_g)_{\text{trans}}$ for tap water and alcohol aqueous solutions in an OTBC

Table 3 Transition point $\alpha_{\text{trans}}$ and $(j_g)_{\text{trans}}$ for tap water and alcohol aqueous solutions in the OTBC and AGBC

Figure 1 Adsorption of alcohol molecules (comprising hydrophilic and hydrophobic parts) at the air-water interface to form a non-coalescing solution.

Figure 2 A schematic of the four-point conductivity probe (not to scale); the inset shows the four-point conductivity probe alongside to some typical bubbles.

Figure 3 Profiles of the local gas void fraction with the distance from the wall, $y$, across a diameter of the open tube bubble column, using a porous sparger, tap water and assorted alcohol concentrations. The legend gives the gas superficial velocity.

Figure 4 The ratio of the centreline void fraction, $\alpha_c$, to the wall void fraction, $\alpha_w$, in the OTBC.

Figure 5 Hibiki and Ishii’s (2002) profile exponent $z$ with respect to $j_g$: (a) the tap water and various ethanol concentrations and (b) various ethanol alcohol concentrations and 300 ppm IPA; the experiments were conducted in the OTBC.

Figure 6 Mean gas void fractions in the OTBC for various ethanol concentrations compared to tap water results, obtained using the aerated level method.

Figure 7 Mean void fractions of ethanol and IPA concentrations at 300 ppm, using the aerated level (filled symbols) and conductivity probe methods (open symbols).

Figure 8 Wallis plot to determine the transition parameters, $\alpha_{\text{trans}}$ and $(j_g)_{\text{trans}}$, for different ethanol concentrations in an OTBC.
Figure 9 Radial profiles of local gas void fraction for different geometries of the AGBC for 300 ppm ethanol. The vertical dashed line indicates the centreline of the annulus. The legend gives the gas superficial velocity (m/s).

Figure 10 The effects of the AGBC geometry on the mean gas void fraction in a comparison to the OTBC results for 300 ppm IPA, using the aerated level method.

Figure 11 The distribution parameter and the rise velocity with respect to the AGBC diameter ratio for 300 ppm ethanol solution.

Figure 12 Wallis plot to determine the transition point, \( j_y \)\textsubscript{trans} and \( \alpha \)\textsubscript{trans} for 300 ppm IPA in the OTBC and various geometries of AGBC.
Figure 1 Adsorption of alcohol molecules (comprising hydrophilic and hydrophobic parts) at the air-water interface to form a non-coalescing solution.

Figure 2 A schematic of the four-point conductivity probe (not to scale); the inset shows the four-point conductivity probe alongside to some typical bubbles.
Figure 3 Profiles of the local gas void fraction with the distance from the wall, $y$, across a diameter of the open tube bubble column, using a porous sparger, tap water and assorted alcohol concentrations. The legend gives the gas superficial velocity.
Figure 4 The ratio of the centreline void fraction, $\alpha_c$, to the wall void fraction, $\alpha_w$, in the OTBC.
Figure 5 Hibiki and Ishii’s (2002) profile exponent $z$ with respect to $j_g$: (a) the tap water and various ethanol concentrations and (b) various ethanol alcohol concentrations and 300 ppm IPA; the experiments were conducted in the OTBC.
Figure 6 Mean gas void fractions in the OTBC for various ethanol concentrations compared to tap water results, obtained using the aerated level method.

Figure 7 Mean void fractions of ethanol and IPA concentrations at 300 ppm in the OTBC, using the aerated level (filled symbols) and conductivity probe methods (open symbols).
Figure 8 Wallis plot to determine the transition parameters, $\alpha_{\text{trans}}$ and $(j_g)_{\text{trans}}$, for different ethanol concentrations in an OTBC.
Figure 9 Radial profiles of local gas void fraction for different geometries of the AGBC for 300 ppm ethanol. The vertical dashed line indicates the centreline of the annulus. The legend gives the gas superficial velocity (m/s).
Figure 10 The effects of the AGBC geometry on the mean gas void fraction in a comparison to the OTBC results for 300 ppm IPA, using the aerated level method.

Figure 11 The distribution parameter and the rise velocity with respect to the AGBC diameter ratio for 300 ppm ethanol solution.
Figure 12 Wallis plot to determine the transition point, \( \left( j_g \right)_{\text{trans}} \) and \( \alpha_{\text{trans}} \) for 300 ppm IPA in the OTBC and various geometries of AGBC.
Table 1 Alcohol concentrations (by mass) used in the study

<table>
<thead>
<tr>
<th>System</th>
<th>Ethanol (ppm)</th>
<th>Isopropanol (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTBC</td>
<td>8, 16, 32, 75, 150 and 300</td>
<td>300</td>
</tr>
<tr>
<td>AGBC</td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>
Table 2 Summary of $\alpha_{trans}$ and $(j_g)_{trans}$ for tap water and alcohol aqueous solutions in an OTBC

<table>
<thead>
<tr>
<th>Solution</th>
<th>$(j_g)_{trans}$ (m/s)</th>
<th>$\alpha_{trans}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (tap water)</td>
<td>0.048</td>
<td>0.26</td>
</tr>
<tr>
<td>Ethanol 8 ppm</td>
<td>0.050</td>
<td>0.28</td>
</tr>
<tr>
<td>Ethanol 16 ppm</td>
<td>0.053</td>
<td>0.31</td>
</tr>
<tr>
<td>Ethanol 32 ppm</td>
<td>0.062</td>
<td>0.48</td>
</tr>
<tr>
<td>Ethanol 75 ppm</td>
<td>0.062</td>
<td>0.51</td>
</tr>
<tr>
<td>Ethanol 150 ppm</td>
<td>0.062</td>
<td>0.53</td>
</tr>
<tr>
<td>Ethanol 300 ppm</td>
<td>0.060</td>
<td>0.58</td>
</tr>
<tr>
<td>IPA 300 ppm</td>
<td>0.063</td>
<td>0.60</td>
</tr>
</tbody>
</table>
Table 3 Transition point $\alpha_{\text{trans}}$ and $(j_g)_{\text{trans}}$ for tap water and alcohol aqueous solutions in the OTBC and AGBC

<table>
<thead>
<tr>
<th></th>
<th>Tap water</th>
<th>Ethanol 300 ppm</th>
<th>IPA 300 ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(j_g)_{\text{trans}}$ (m/s)</td>
<td>$\alpha_{\text{trans}}$</td>
<td>$(j_g)_{\text{trans}}$ (m/s)</td>
<td>$\alpha_{\text{trans}}$</td>
</tr>
<tr>
<td>OTBC</td>
<td>0.048</td>
<td>0.26</td>
<td>0.063</td>
</tr>
<tr>
<td>$\beta = 0.25$</td>
<td>0.047</td>
<td>0.25</td>
<td>0.062</td>
</tr>
<tr>
<td>$\beta = 0.37$</td>
<td>0.047</td>
<td>0.25</td>
<td>0.058</td>
</tr>
<tr>
<td>$\beta = 0.50$</td>
<td>0.047</td>
<td>0.25</td>
<td>0.056</td>
</tr>
<tr>
<td>$\beta = 0.69$</td>
<td>0.026</td>
<td>0.15</td>
<td>0.030</td>
</tr>
</tbody>
</table>