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Abstract

We propose a self-organizing Radial Basis Function (RBF) neural network method for parameterization of freeform surfaces from larger, noisy and unoriented point clouds. In particular, an adaptive sequential learning algorithm is presented for network construction from a single instance of point set. The adaptive learning allows neurons to be dynamically inserted and fully adjusted (e.g. their locations, widths and weights), according to mapping residuals and data point novelty associated to underlying geometry. Pseudo neurons, exhibiting very limited contributions, can be removed through a pruning procedure. Additionally, a Neighborhood Extended Kalman Filter (NEKF) was developed to significantly accelerate parameterization. Experimental results show that this adaptive learning enables effective capture of global low-frequency variations while preserving sharp local details, ultimately leading to accurate and compact parameterization, as characterized by a small number of neurons. Parameterization using the proposed RBF network provides simple, low cost and low storage solutions to many problems such as surface construction, re-sampling, hole filling, multiple level-of-detail meshing and data compression from unstructured and incomplete range data. Performance results are also presented for comparison.
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1. Introduction

Laser scanners are routinely used for model acquisition. They can obtain point clouds of surfaces more quickly and with greater accuracy compared to other digitization techniques. A point-cloud range scan, such as shown in Fig. 1, typically contains huge numbers of unstructured, densely and non-uniformly distributed...
points. Measurement errors and occlusions during digitization can make range data noisy and incomplete, with “holes”. Direct meshing and manipulation of such point clouds can be inefficient and difficult with regard to computational cost, memory overhead and robustness to data noise. Modeling from an intermediary parametric domain could significantly improve data representation and manipulation flexibility using only a small set of control parameters and mathematical calculations. Parameterization of point clouds in a low dimensional space, and consequently, with manageable computational cost, good compactness and desired accuracy, would therefore provide an alternative and more preferable solution to many problems in freeform surface modeling, including remeshing, multi-resolution analysis, level-of-detail (LOD), morphing, texture transfer, and geometry manipulation [1, 2].

While much research has been conducted on surface parameterization, the majority has focused on complete mesh surfaces with known vertex connections, or aimed at surfaces with lower spatial complexity represented by small data sets [1, 3, 4, 5]. Such parameterizations make useful tools for remeshing or triangulating clean data, but they are not suitable for noisy and unstructured point clouds. Direct parameterization from point clouds would involve less error compared to parameterization from intermediary meshed surfaces. However, a robust method which directly transforms noisy point clouds into a compact, unified parametric domain (as opposed to piecewise approaches) is still an open problem.

To address this problem, we introduce a neural network approach involving self-growing Radial Basis Functions (RBFs). Parameterization is achieved through adaptive sequential learning. The resulting network forms a parametric space, so that vertices or control points can be generated, from which a complete parametric surface exhibiting smoothness can be created. To our knowledge, the proposed RBF network for direct parameterization of point clouds has the following novel aspects:

- Parameterization is achieved in a unified self-organizing network space, superior to piecewise or spatial multi-partitioning representation.
• Our method is applicable to unoriented, noisy, incomplete and non-uniformly distributed point clouds, rather than only clean, regular or oriented point sets, or surface points generated from structured polygonal meshes. It can deal with freeform surfaces with real-world geometric complexities, such as sharp local details and low-frequency global variations.

• Parameterization can be conducted at a desired LOD, simplifying multi-resolution applications. It establishes a compact functional representation and finds applications on surface construction, re-sampling, mesh repair, LOD, and data compression from point sets with only coordinate information.

• The network is constructed through adaptive sequential learning using a single instance of range scan. Our proposed adaptive learning provides a general solution to the common problem of effective RBF fitting. Neurons are generated according to heuristic novel inputs rather than being randomly chosen from all points. They can be located, removed and adjusted in full dimensionality in terms of location, weight and width, thereby adapting to the distribution of underlying data. This adaptivity ultimately determines the effectiveness and compactness of RBF fitting, which is particularly important for handling large point clouds and complex spatial features.

• The development of the Neighborhood Extended Kalman Filter (NEKF) dramatically reduces the RBF network construction cost, enabling parameterizing large point sets within feasible time.

• Experimental results demonstrate that the proposed parameterization RBF network provides an efficient solution for many frequently encountered tasks that process point-sampled surfaces, such as surface reproduction, multiple LODs, mesh repair and data compression.

The rest of the paper is organized as follows: Section 2 reviews related work on surface parameterization. Section 3 presents point-cloud parameterization through adaptive learning. In Section 4, we provide experimental results and evaluate parameterization regarding accuracy, speed, compactness, adaptivity and multi-LOD ability. Section 5 discusses general issues such as network parameter definition and parameterization performance relative to other methods. We conclude our work in Section 6.

2. The research context and related work

Apart from the usual requirements concerning accuracy, speed, low memory overhead and compactness, an important criterion for sophisticated surface parameterization is the ability to deal with complex
freeform surfaces, such as those containing highly variable and irregular spatial features, represented by unstructured noisy data. Numerous methods have been developed, but the majority have focused on mesh surface parameterization [1, 3]. In these works, the main purpose of parameterization was to obtain piece-wise linear mappings between a 3D mesh (represented by triangles or polygons) and a parametric space, such as a parametric plane [6], a parametric sphere [7, 8] or an intermediary parametric domain [9, 10], so as to minimize angular and area distortion for the whole mesh. To this end, an entire mesh was commonly partitioned into patches or charts according to certain feature curves, and then each patch was interpolated or approximated piecewise using, for example, polynomials, splines or radial basis functions. The whole parameter mapping was often obtained by linear assembly of a number of local functions based on least-square energy minimization. Consequently, piecewise approaches were likely to suffer from discontinuity and self-intersection over the cuts between patches. The computational cost for non-linear optimization could be tremendously high for large and complex surfaces. Most importantly, these parameterizations aimed to achieve an exact one-to-one mapping between each vertex and a point in the parametric domain, relying on information about vertex connections in the mesh. Such methods are suitable for structured mesh data, but not to unstructured and noisy point sets.

Surfaces represented by unorganized scattered point sets provide challenges of their own. Parameterization of point-sampled surfaces is particularly important for geometry formulation and data compression. To cope with unstructured point sets, a characteristic shape algorithm was proposed to generate simple polygons for a shape of a set of clean point data in the plane [4]. The algorithm was based on the Delaunay triangulation of the points, and a single normalized parameter was used to control the parametric shape. Floater and Hormann [5] have suggested that piecewise methods for convex combination mapping could be applicable when suitable neighborhood information was available. Several choices of such neighborhoods were proposed, but the most effective and widely adopted method was the use of nearest neighbors. To this end, \( k \)-means clustering or similar techniques have been extensively adopted to search locally for \( k \)-nearest neighbors, so as to assist partitioning a surface into a set of charts [11, 12, 13]. Due to searches being based on local surface attribute estimates, such as curvatures and differential features, the \( k \)-means clustering could be very sensitive to noisy and incomplete data. A neighborhood graph has also been introduced to preserve topological information [14]. However, it could be argued that the highly complex graph connectivity structure could become unmanageable in the case of noisy and extensive point sets.

As discovered by recent advances in function approximation and pattern classification using Radial Ba-
sis Functions [15, 16, 17, 18], RBFs possess many useful properties such as good generalization, continuity and stability [19, 20]. These abilities make RBFs well suited for accommodating scattered data without relying on prior information about the connectivity and topology of underlying data. Meanwhile, the extraordinary interpolation and extrapolation capabilities of the RBFs allow smooth approximation and repair of noisy range data. Fitting RBFs to scattered points as implicit surface [21, 22, 23, 24] has been proposed in computer graphics as modeling methods.

It has been noticed that using all the data to interpolate RBF centers could result in a poorly conditioned matrix, producing unmanageable computational costs and wasted RBFs on large and dense data sets [21]. As an improvement, multi-scale [25] or multi-level spatial partitioning approaches [26, 27, 28] have been developed. A common strategy in these works has been first to fit the surface with basis functions of large support, followed by fitting the residuals with basis functions of diminishing support. To accommodate RBF fitting, the entire shape was decomposed into subdivisions iteratively according to local errors. For example, regions with large fitting residuals were hierarchically partitioned into small cells using Octrees [26], or support centers were iteratively chosen by spatially uniform, random sampling of the point set [27]. RBF support centers were restricted on regular cells, or on a subset of the scattered points. This is not optimal with regards to adaptivity of spatial features of underlying points and robustness to data noise. In addition, oriented point sets (coordinates and normals of all points) were required to analyze sharp geometric features when choosing an appropriate approximation type [26, 27]. RBF scales were often fixed at a same partition level or determined requiring additional information (e.g. acquisition confidence of scan points). For RBF based modeling, fitting effectiveness, namely using the least number of RBFs to best fit underlying data, remains largely unsolved.

As a new genre of computational infrastructure, neural network based methods have been reported. In particular, a Self-Organizing Map (SOM) [29] has been introduced for forming a quadrilateral control grid from scattered point sets, thus allowing surface fitting by Bezier-surface or NURBS [30, 31]. Barhak and Fischer [32] used this network map to parameterize small sets of clean points with low frequency spatial variations. They reported that the SOM outperformed the traditional Partial Differential Equation (PDE) method, leading to smooth approximation of surfaces. Motivated by the similar idea to [31] and [32], a self-organizing feature map (SOFM) has also been proposed [33]. However, the structure of these network maps was fixed, and the scale of all the neurons was at a constant pre-defined value. A more effective network approach was one employing a multi-layer hierarchical RBF structure as proposed in [34, 35]. Layers in
this network were represented by partition grids at increasing resolutions. Although neurons were still
located on these regular grids, the neuron scales were allowed to be halved at every higher layer, allowing
coarse-to-fine RBF fitting to the mapping residuals.

Despite the various advantages of RBF based methods, problems remain with adaptive fitting of RBFs
to the underlying data. Due to the lack of flexibility on RBF distribution and scaling in the aforementioned
works, a large number of fine-scale RBFs were inevitably required to absorb local residuals. This could
result in the required number of RBFs being even higher than the number of original points. For a RBF
network approach, a large portion of neurons may be unnecessarily fitted in low frequency regions, while
resolution could fall short for sharp features and details [31, 32]. Consequently, the computational cost
of dense RBFs can be unmanageable, particularly for data with highly variable spatial frequencies. Solv-
ing the problem of fitting adaptivity is crucial and would be of benefit to both RBF based modeling and
parameterization.

As an solution to effective RBF fitting of noisy unoriented point clouds, we propose a self-organizing
RBF network approach. Specifically, a fast adaptive learning algorithm is presented. In particular, neuron
choice is fully dynamic and adjustable according to the novelty and distribution of underlying data. These
attributes make our approach preferable to those that use RBF fittings at fixed locations, network structure,
or pre-defined scales. As demonstrated by the experimental results, parameterization using the proposed
adaptive sequential RBF (ASRBF) network is highly adaptive to complex spatial features, robust to data
noise, and is compact and efficient for handling extensive dense point sets.

3. Parameterization through adaptive sequential learning RBF networks

In this section, we present the network topology structure, the form of RBF kernel employed, and in
particular, the three-stage adaptive sequential learning algorithm.

3.1. Network topology

A typical feed-forward network is shown in Fig. 2. It has a simple topology linking an input layer, a
hidden layer and an output. The input layer has an $i$-dimensional input $\mathbf{x}(x_1, \ldots, x_i)$, the hidden layer has $K$
kernels $\phi_k(\mathbf{x}), k = 1, 2, \ldots K$, and the network output $f(\mathbf{x})$ is a linear combination of kernels taking the form

$$f(\mathbf{x}) = a_0 + \sum_{k=1}^{K} a_k \phi_k(\mathbf{x}),$$

where coefficient $a_k$ is the real-valued weight of the $k$th kernel, and $a_0$ is the basis element.
In this study, Gaussian Radial Basis Functions (RBFs), acting as the nonlinear kernels of the hidden layer, are used as the computational substrate of the network. A Gaussian RBF imposes no restriction on point location, and its response falls quickly with increasing distance from the kernel, allowing significant local influence and controllability. This quasi-locality makes Gaussian RBFs well suited for surface modeling from irregularly sampled points. Therefore Gaussian RBFs, of the form

\[ \phi_k(x) = \exp \left( -\frac{1}{\sigma_k^2} \| x - u_k \|^2 \right), \]  

(2)

are chosen in this study. In Eq. (2), \( \| . \| \) denotes the Euclidean norm, \( u_k \) indicates the center of the \( k \)th neuron kernel, and \( \sigma_k \) represents the width of its coverage.

3.2. The adaptive sequential learning

The adaptivity of the parameterization RBF network derives from the strategy of dynamic network construction through supervised sequential learning. The network starts from an empty space with no neurons and no pre-defined structures. Training data (a point set from a single instance of range scan) is sequentially fed into the network. For each input, three tasks will be carried out:

1. Network growth: the network may self-grow one neuron at the current input, if the input point satisfies the “novelty” criteria. (Section 3.3)

2. Optimization: for a fast optimization that minimizes parameterization residuals, a subset of neighbor neurons will be updated with full dimensionality using a Neighborhood Extended Kalman Filter (NEKF) algorithm; (Section 3.4)

3. Neuron pruning: finally, a pruning strategy is applied to remove network redundancy. Pseudo neurons, which consistently make little contribution to the parameterization process, will be discarded. (Section 3.5)
We present a three-stage parameterization process in the following sections and summarize the adaptive sequential learning algorithm in Algorithm 1.

3.3. Network growth according to the novelty of point inputs

The training sequence of a point cloud can be denoted as $\mathcal{F} = \{x_n, z_n\}_{n=1,2,...,N}$. It consists of $N$ independent observations of 3D points $\{x_n, y_n, z_n\}$ with random data orderings. Vector $x_n = (x_n, y_n)$ is used as network input, and $z_n$ is its associated measurement output, to be approximated by the network. The random ordering of the training set aims to obtain uniformly distributed points from the whole data domain. This is necessary for balanced network growth and pseudo neuron validation (Section 3.5). We do not assume any prior knowledge on the topology or dependencies within the point set.

The network starts with no neurons in its space. At each learning step $n$, if the current observation $\{x_n, z_n\}$ satisfies the following three novelty conditions below, then a corresponding new neuron will be added into the network.

**Novelty criterion 1:** the input $x_n$ of the current $n$th observation is far away from the centers of all existing $K$ neurons in the network,

$$\|x_n - u_{n,\text{near}}\| > D_K,$$  \hspace{1cm} (3)

where $u_{n,\text{near}}$ represents the neuron center nearest to the current input $x_n$.

This criterion aims to ensure that neurons are inserted at a distance of at least $D_K$ from each other, so as to guarantee a well spread and balanced neuron distribution in the network space. This separation distance $D_K$ is initially set to a maximum $D_{\text{max}}$, allowing a sparse neuron insertion. During the network growing process, $D_K$ is made to decay exponentially with the increasing number of neurons $K$ involved at that stage in the network,

$$D_K = \max\{D_{\text{max}} \gamma^K, D_{\text{min}}\}, \hspace{0.5cm} 0 < \gamma < 1,$$  \hspace{1cm} (4)

until a pre-defined minimum $D_{\text{min}}$ is reached. The minimum separation distance $D_{\text{min}}$ actually indicates an overall neuron separation level in the network which can be used to control the detail level of parameterization and network compactness. A decay factor $\gamma$ is used to control the decline speed. Obviously, the consistent decay on the separation distance enforces the tendency of sparse-to-dense RBF fitting.

**Novelty criterion 2:** the parameterization error $e_n$ between the network output $f(x_n)$ and the measurement value $z_n$ at current observation $\{x_n, z_n\}$ is significant,

$$\|e_n\| > E,$$ \hspace{0.5cm} where $e_n = f(x_n) - z_n$.  \hspace{1cm} (5)
Algorithm 1: Parameterization by adaptive sequential RBF network.

1. **Initialization:** network parameter initialization and sequential training data generation in random point ordering

2. **Iteration:** parameterization starts with no neuron in the network $K = 0$

   for each point input $(x_n, z_n), n = 1, 2, ..., N$ do

   **Stage 1:** Network growth (Section 3.3)
   
   (1) define the neuron separation distance: $D_K = \max \{ D_{\text{max}}^K, D_{\text{min}} \}$
   
   (2) calculate network output and error residuals at current network input $x_n$:
   
   $f(x_n) = a_0 + \sum_{k=1}^{K} a_k \phi_k(x_n)$,
   
   $\|e_n\| = \|f(x_n) - z_n\|,$
   
   $e^K_{\omega} = \sqrt{\sum_{i=n-(\omega-1)}^{n} e_i^2}.$
   
   (3) apply novelty criteria to add a new neuron:
   
   if $(\|x_n - u_{n,\text{near}}\| > D_K) \land (\|e_n\| > E) \land (e^K_{\omega} > E_{\omega})$
   
   add a new $K+1$th neuron;
   
   set neuron parameters as: $u_{K+1} = x_n, a_{K+1} = e_n, \sigma_{K+1} = \psi \|u_{K+1} - u_{n,\text{near}}\|.$

   end if

   **Stage 2:** Optimization (Section 3.4)
   
   (1) select neighbor neurons
   
   (2) update neuron parameters by NEKF.

   **Stage 3:** Neuron pruning (Section 3.5)

   for each neuron $k$ in the network, $k = 1, 2, ..., K$

   (1) calculate the neuron output $\Pi_k = a_k \exp \left( -\frac{\|x_n - u_k\|^2}{\sigma_k^2} \right)$ at current observation
   
   (2) calculate its contribution ratio $r_k = \frac{|\Pi_k|}{\sum_{k=1}^{K} |\Pi_k|}$
   
   if $r_k < \mathcal{P}$ for $\omega$ observations
   
   remove the $k$th neuron from the network.

   end if

   end for

end for
This criterion is used to verify whether the desired network accuracy $E$ has been achieved locally at the current input. Obviously, this criterion attempts a closest fit at local points. It is effective when a point measure is accurate. However, this assumption usually does not hold. Point clouds can be severely corrupted due to various measurement errors, data holes and outliers. To tolerate possible data noise, a “closeness” measure in the “mean” sense would be preferable, as described in Criterion 3.

Novelty criterion 3: the RMS parameterization error for the last $\omega$ consecutive inputs before the current $n$th input $\{x_n, z_n\}$ is still significant,

$$e_n^{\omega} > E^{\omega},$$

where $e_n^{\omega} = \sqrt{\frac{\sum_{i=n-(\omega-1)}^n e_i^2}{\omega}}$. (6)

Satisfying this criterion could mean that an accuracy $E^{\omega}$ towards a smooth approximation in the whole data domain has not been achieved. Therefore, new neurons are still required to improve the parameterization accuracy.

In summary, the first criterion enforces a well separated and incrementally sparse-to-dense neuron distribution, guaranteeing balanced network growth and neuron coverage. The second criterion ensures that neurons are generated only in areas with larger local mapping residuals. The third criterion evaluates whether a global accuracy of the parameterization has been achieved.

If the current input point satisfies all these three novelty conditions, a new $(K+1)$th neuron will be inserted into the network. To best absorb mapping residuals, the new Gaussian neuron position $u_{K+1}$ is placed at the same location as the input $x_n$, its weight $a_{K+1}$ is initialized to be the local mapping error $e_n$, and its width $\sigma_{K+1}$ is scaled in proportion to the distance from its nearest neighbor, according to

$$u_{K+1} = x_n$$
$$a_{K+1} = e_n$$
$$\sigma_{K+1} = \psi \|u_{K+1} - u_{n\text{-near}}\|,$$

where $\psi$ is a user-defined overlap factor with a value between 0 and 1. Parameter $\psi$ defines the overlap level between the new neuron and its neighbors. A higher value indicates a larger RBF support with more influence on its neighbors; while when a smaller value is chosen, the Gaussian will produce a more focused local response.

During network construction, parameterization error will consistently reduce. Accordingly, weights of newly added neurons tend to reduce in magnitude. Meanwhile, due to the decay policy applied to the separation distance $D_K$, neuron density changes from sparse to dense, therefore, the neuron width $\sigma$ associated
with its nearest neighbor will decline as well. As an overall tendency, fewer neurons with significant widths
and weights are initially generated to model low-frequency variations and form the smooth substrate sur-
face, while neurons of smaller width and weight are subsequently recruited in areas with larger residuals to
refine local details (see Section 4.4). This sparse-to-dense and coarse-to-fine adaptive RBF fitting gives the
network high adaptivity to the underlying data.

If the current observation does not satisfy the three novelty conditions, no new neuron is added. In the
next stage, a neighborhood EKF algorithm is employed to optimize neuron parameters, thereby minimizing
parameterization error.

3.4. Optimization by fast neighborhood EKF

The least mean square (LMS), gradient descent (GD) and Extended Kalman filters (EKF) are commonly
used methods to optimize neuron parameters in nonlinear networks and sequential learning [20, 36, 37].
EKF have been reported to outperform LMS and GD on stability and accuracy, despite the high compu-
tational cost. The EKF method updates all neurons at each learning step, we therefore refer to it as global
EKF (GEKF). The computational complexity of the GEKF is \(O(A^2)\) per learning step, where \(A\) denotes
the total number of neuron parameters to be updated [38]. In our case, if the network contains \(K\) neurons,
\(w_n = \{a_0, w_k | k = 1, 2, ..., K\}\), and each neuron is represented by four parameters as \(w_k = (a_k, \sigma_k, u_k)\): two
scalars for weight \(a_k\) and width \(\sigma_k\), and one neuron center \(u_k\) in 2D, then the computational cost for updating
all these \(K\) neurons will be \(O((4K)^2)\). This cost can become unmanageable for networks with hundreds or
thousands of neurons.

To reduce computational cost of the GEKF, we introduce a fast local approach, called neighborhood EKF
(NEKF). At the \(n\)th learning step, only a subset of \(K'\) neighbor neurons of the current observation \(\{x_n, z_n\}\)
are updated. Selection of neighbor neurons is based on:

1. if it is the nearest neighbor to the current observation, or

2. if it is in a neighborhood region proportional to the separation distance \(D_K\).

Using the first criterion, only the nearest neighbor, possibly the most influential to the current observation,
is selected and updated. Updating only the nearest is fast and gives good stability. When using the second
criterion, on one hand, due to the decay on separation distance \(D_K\), the neighborhood region will reduce;
on the other hand, the neuron density will increase during network growth. There will, therefore, always
be a sufficient and fairly consistent number of neurons selected, initially from larger areas with sparsely
distributed neurons for approximating coarse features, but gradually concentrating on more local regions to refine details. This implies that the local NEKF actually performs a dynamic global-to-local optimization on neuron parameters during network construction.

Using the NEKF, the \( n \)th training step updates the selected subset of \( K' \) neurons in full dimensionality of weight, width and location \( \mathbf{w}_n = \{ a_0, \mathbf{w}_k \mid \mathbf{w}_k = (a_k, \sigma_k, \mathbf{u}_k), \ k = 1,2,\ldots,K', K' < K \} \) by

\[
\mathbf{w}_n = \mathbf{w}_{n-1} + \mathbf{G}_n e_n ,
\]

where \( e_n = f(x_n) - z_n \) is the parameterization error at the \( n \)th observation \((x_n,z_n)\), and \( \mathbf{G}_n \) is the Kalman gain calculated by

\[
\mathbf{G}_n = \mathbf{P}_{n-1} \mathbf{B}_n \left[ \mathbf{R}_n + \mathbf{B}_n^T \mathbf{P}_{n-1} \mathbf{B}_n \right]^{-1} ,
\]

in which \( \mathbf{R}_n \) is the variance of the measurement noise, \( \mathbf{B}_n = \nabla_{\mathbf{w}_n} f(x_n) \) is the gradient matrix of the network output \( f(x_n) \) with respect to the network parameter \( \mathbf{w}_n \), and \( \mathbf{P}_n \) is an error covariance matrix, which is updated by

\[
\mathbf{P}_n = \left[ \mathbf{I} - \mathbf{G}_n \mathbf{B}_n^T \right] \mathbf{P}_{n-1} + q \mathbf{I} ,
\]

where the scalar \( q \) determines the allowed random step in the direction of the gradient vector, and \( \mathbf{I} \) is a unit matrix.

The computational cost of NEKF is reduced from \( O((4K)^2) \) to \( O((4K')^2) \), where the selected \( K' \) neighbors are usually much less numerous than the total \( K \) neurons in the network. The minimum cost can consistently be \( O(4^2) \) in the extreme case where only the nearest neighbor is updated \((K' = 1)\). Experimental results showed a remarkable gain in performance speed of the NEKF over the GEKF and GD with a comparable accuracy (Section 4.6).

3.5. Effective neuron pruning to enhance the compactness of parameterization

Network size can become large under the growth strategy alone, possibly leading to network overfit. To avoid this, we use a pruning process on those \textit{pseudo} neurons, that make an insignificant contribution to parameterization over a number of consecutive observations. These neurons are very likely to have been added due to noisy points, or become redundant as a result of network optimization. Removing these neurons not only promotes parameterization compactness, but also helps to reduce artifacts caused by measurement errors.
To find such pseudo neurons, at each point observation \((x_n, z_n)\), we calculate the network output \(\Pi_k\) from each neuron at the input \(x_n\),

\[
\Pi_k = a_k \exp \left( -\frac{\|x_n - u_k\|^2}{\sigma_k^2} \right),
\]

and then its contribution ratio \(r_k\)

\[
r_k = \frac{|\Pi_k|}{\sum_{k=1}^{K} |\Pi_k|}.
\]

If the ratio \(r_k\) is consistently less than the pruning threshold \(P\) for \(\omega\) consecutive observations in sequential learning, that is

\[
r_k < P \omega,
\]

this neuron is detected as a pseudo neuron and is removed from the network.

In order to provide an effective validation on the contribution of a neuron, the network pruning requires the \(\omega\) consecutive observations to be uniformly sampled points from the entire data space. This is another reason for requiring random point orderings in the training set. The performance of neuron pruning is presented in Section 4.3. The adaptive sequential learning algorithm for point-cloud surface parameterization is summarized in Algorithm 1.

4. Experimental results

We implemented the proposed adaptive sequential learning RBF network in C++ for point-cloud surface parameterization. In this section, we present results that demonstrate the performance of the parameterization with regard to mesh reproduction and repair (Section 4.1), multi-LOD (Section 4.2), pruning effectiveness (Section 4.3), adaptivity (Section 4.4), compactness and accuracy (Section 4.5) and finally performance efficiency by using the NEKF (Section 4.6).

4.1. Range surface reproduction and mesh repair from point-cloud parameterization using ASRBF networks

The point-cloud range data used in our experiments of parameterization were obtained from the Ohio SAMPL range scan database [39]. Each range scan was presented by a 200 × 200 array, consisting of densely distributed surface points and labeled margin areas. These range points have irregular spatial sampling, generally contain measurement noise and many contain data holes.
The range scans of different objects vary in physical size and were obtained using different coordinate systems. To enable the parameterization process be carried out with consistently chosen network parameters in a unified network space, while also using same guidelines, each scan was normalized to a unit cube in its $x$, $y$ and $z$ dimensions. Surface points were then taken with random point orderings to generate a training sequence $\mathcal{F} = \{x_n, z_n\}_{n=1,2,\ldots,N}$, including $N$ 3D point observations $\{x_n, z_n\}$ in which $x_n = (x_n, y_n)$ and $x_n, y_n, z_n \in [0, 1]$. The $x_n$ was used as the network input, and $z_n$ its associated output. Details on how the network parameters were defined will be discussed in Section 5.

The parameterization RBF network of a point-cloud range scan was constructed using adaptive sequential learning as described in Section 3. The resulting network can be evaluated anywhere, so that surface vertices can be calculated at any desired resolution and ordering, allowing the production of the parametric surface $\mathcal{F}$. For direct comparison between the parametric surface and its original scan, the network was evaluated at the same $(x_n, y_n)$ locations as in the normalized $200 \times 200$ range array, with the outputs as their corresponding depth values $z_n$, and the normalized surface points calculated from the parameterization were then re-scaled to restore the actual aspect ratio and 3D size of the objects.

The results of direct meshing from point clouds and corresponding parametric surfaces reproduced from parameterization ASRBF networks are shown in Fig. 3. From these examples, we observe that although the range scans contain bumpiness, jagged protuberances and various irregular data holes, the reproduced parametric surfaces are smooth and complete, preserving high fidelity to the original surfaces. Both low frequency variations and high frequency details are retained, including flat facets and sharp edges/corners. Jagged protuberances (e.g. particularly at sharp edges and corners) and bumpiness (e.g. cheek in Fig. 3 (b)) were smoothly filtered. Benefiting from the extraordinary interpolation and extrapolation capability of the Gaussians, Irregular holes that are large compared to the geometric variation in surfaces (e.g. missing protruding patterns on the “cow” and missing legs of the “Santa”) are convincingly restored. Therefore, our method does not require the availability of multiple instances to train a prior model [40, 41]. Missing data between adjoined faces (e.g. in the “valve” and “Santa” ) can also be filled and seamlessly blended into surfaces. The extended smooth margin areas in the parametric meshes, generated by evaluating the entire network space, exhibit the remarkable extrapolation of Gaussians $^{2}$. The accuracy of these parametric surfaces and data compression achieved will be discussed in Section 4.5 with results provided in Table 2.

---

1Alternatively, these vertices can also be used as control points to generate the surface mesh using NURBS or Bezier methods [5].

2Margin areas in the parametric meshes in Fig. 3 can be removed according to the margin labels in the range scans.
(a) “cow” ($N = 4,956$) with large, irregularly shaped holes; parametric surface reproduced by $K = 522$ neurons, $\tilde{E} = 0.58\%$.

(b) “face” ($N = 18,370$) with bumpy facial regions; parametric surface reproduced from 1056 neurons.

(c) “Santa” ($N = 23,429$) with large portion of missing data at boundaries; parametric surface reproduced from 1901 neurons.

(d) “valve” ($N = 10,145$) with flat faces and sharp edges; parametric surface reproduced from 1527 neurons.

Figure 3: Direct meshing results (middle column) from clouds of $N$ points (left), and repaired parametric surfaces generated from ASRBF networks (right).
4.2. Multi-level parameterization and multiple LODs

Reproducing a surface with high fidelity to the level of detail in its raw scan is not always desirable. A smooth approximation would be more preferable when point clouds are severely corrupted with noise. Moreover, meshing at different LODs is often required for real-time rendering and multi-resolution purposes.

The proposed ASRBF parameterization provides the flexibility of LOD control in two ways. The first is to parameterize the point cloud towards the best resolution provided in the original scan, then compute parametric points and surfaces at degrading sampling levels to get downgraded LODs. This method is efficient when multiple LOD meshes of a surface are required from the parameterization. In the case where only one specific downgraded LOD is required, the second method, which carries out downgraded parameterization at a corresponding detail level, would be beneficial for compactness. To this end, referring to the first novelty criterion (Section 3.3), the neuron separation level $D_{\text{min}}$ can be used to control the neuron density in the network, and hence the detail level of parameterization. Generally, a larger separation level $D_{\text{min}}$ will allow a smaller number of neurons that are more sparsely distributed, producing a lower resolution parameterization; conversely, an appropriately smaller value of $D_{\text{min}}$ will allow more neurons to be added, thus improving parameterization fidelity towards scan details.

Figure 4 demonstrates varying mesh LODs from multi-level parameterization of the “cow”. The “cow” range scan contained 4956 points. We used the data twice in random point orderings to generate training sequences of sufficient length. In Fig. 4(a), the separation value $D_{\text{min}} = 0.1$ produced a much downgraded parameterization relative to the resolution ($200 \times 200$) of the original scan. Therefore, only a coarse profile of the “cow” was reproduced from the highly compacted network, with $K = 53$ neurons. When $D_{\text{min}}$ was reduced to 0.05 (Fig. 4(b)) and 0.03 (Fig. 4(c)), the parameterization generated increasing numbers of neurons ($K = 116$ and 224 respectively), leading to more surface details being presented. When the separation $D_{\text{min}}$ was set to 0.01 in Fig. 4(d), a highly detailed surface was achieved from the network with $K = 522$ neurons.

Using the example of the “cow”, Fig. 5 shows how the neuron separation level $D_{\text{min}}$ affects neuron density and the detail level of parameterization. The sequential training data were generated using four different randomization of the “cow” scan to avoid the possible effects due to the training data length. The normalized parameterization error indicated in Fig. 5 was defined by $E = \text{avg} \{ \| f(x_n) - z_n \| \}_{n=1,2,...,N}$. It is the average error between $z_n$ values of all $\mathcal{N}$ points in the scan and their corresponding RBF outputs $f(x_n)$ at
Figure 4: Surface LODs of the “cow” generated from multi-level parameterization using ASRBF networks. The detail level of parameterization is controlled by neuron separation $D_{\text{min}}$. A higher $D_{\text{min}}$ value downgrades the level of parameterization relative to the resolution in the original scan, and therefore a degraded LOD is obtained from a compact network composed of fewer $K$ neurons.

(a) $D_{\text{min}} = 0.1, K = 53$ neurons
(b) $D_{\text{min}} = 0.05, K = 116$ neurons
(c) $D_{\text{min}} = 0.03, K = 224$ neurons
(d) $D_{\text{min}} = 0.01, K = 522$ neurons
the same location $x_n = (x_n, y_n)$. We found that when $D_{\text{min}}$ was 0.01, the parameterization error was around 0.0032, the number of neuron was about 730; when $D_{\text{min}}$ was greater than 0.01, the parameterization error increased exponentially due to a consistently reducing number of neurons, therefore downgrading parameterization relative to the resolution provided in the original scan; when $D_{\text{min}}$ was less than 0.01, the parameterization accuracy was incrementally improved until parameterization accuracy achieved 0.0028, and network reached saturation with around 1010 neurons at $D_{\text{min}} = 0.007$. Obviously, this benefit on accuracy came at the expense of a largely increased number of neurons. Based on our experiments, we considered $D_{\text{min}} = 0.01$ was appropriate regarding best detail level of parameterization and network compactness.

4.3. Parameterization compactness enhanced by neuron pruning

Figure 6 demonstrates the effectiveness of pruning, using the example of parameterization of the “cow”. We compared RMS network error (as defined in Eq. 6) and number of neurons involved for cases with pruning (Fig. 6(b)) and without pruning (Fig. 6(a)). To keep the network stable and ensure effective evaluation of neuron contribution, the pruning threshold was set to $P = 0.001$ for $\omega = 1000$ consecutive observations for the pruning results.

The experimental results shown in Fig. 6 were averaged over 10 trials. Based on these experiments, we observed that, at the start of parameterization, neurons were consistently recruited into the network in both cases (Fig. 6 left column), and the RMS error reduced rapidly (Fig. 6 right column). When the network
error leveled to a steady value after 4000 steps, the with-pruning network in Fig. 6(b) showed effective neuron growth control. Pseudo neurons, exhibiting very limited contributions $r_k < P$ for 1000 consecutive observations, were detected and removed. By the end of construction, the with-pruning network produced only 522 neurons, while achieving competitive accuracy. However, without pruning, as shown in Fig. 6(a), neurons were added incessantly throughout network construction, resulting in 718 neurons.

Figure 6: Parameterization with and without neuron pruning.

4.4. Neuron adaptivity

The adaptivity of parameterization is derived from the adaptive RBF learning: 1) neurons are heuristically located according to the novelty of input; 2) pseudo neurons can be removed by pruning; 3) neuron parameters are adjustable in full dimensionality of location, width and weight.

Figures 7 and 8 illustrate neuron spatial distribution and properties of width and weight in the parameterization network space for the “cow” and “face”. For a more intuitive visualization, neurons are represented by circles displayed in normalized 3D network space at their 2D centers, with their depth $z$-values evaluated from the network. To allow better insight, neuron width (Fig. 7 and Fig. 8 bottom left) is indicated by
the radius of the neuron circle, and the absolute value of neuron weight (Fig. 7 and Fig. 8 bottom right) is presented by the neuron circle diameter. Both display ratios are reduced to 1:3 to lessen visual clustering.

We observe that neuron distribution and density are highly consistent with surface variations. Meanwhile, the neuron properties of width and weight reflect spatial features. Neurons with large widths or high weights were located in areas with lower variations. These were usually created at the start of network training to form a smooth base, while smaller and denser neurons were presented in regions with highly variable details. Although there is an inherent tendency by the greedy algorithm to favor capture of lower frequencies before higher ones, smaller neurons consistently retouch the smoothness towards increasing fidelity to local details.

Figure 9 shows the average width and weight of neurons at each training step of network construction for the “cow” and the “face”. It visualizes an automatic mechanism of neuron scale decline during adaptive coarse-to-fine RBF fitting.

Table 1 provides statistics on neuron properties for both networks. At the end of training, the “cow” parameterization used 522 neurons, relatively large and weighed, to approximate the smoothly varying surface.

---

3Small neurons in Fig. 7 and Fig. 8 may not be visible due to limited display resolution.
Figure 8: Neuron spatial distribution and properties in the “face” parameterization. Top: point cloud (18,370 points); bottom left: neuron width of 1056 Gaussians in the network; bottom right: neuron weight.
(a) the “cow” parameterization. (b) the “face” parameterization.

Figure 9: Average neuron width and weight decrease during coarse-to-fine RBF fitting. The results were averaged over 10 trials. To fully investigate the trend of neuron scales, the “cow” data was used twice in random point orderings to obtain training sequences of sufficient length.

body shape; whereas 1,056 neurons were generated by the parameterization for the more complex “face”.

As indicated by the standard deviations, the neuron weighting of the “cow” varied more than those of the “face”. This was probably because the “cow” simultaneously possessed richer features at both low (e.g. smooth variation of the body) and high frequencies (e.g. protruding patterns on the body) than the “face”.

<table>
<thead>
<tr>
<th>parameterization network</th>
<th>neuron width</th>
<th>neuron weight</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>cow (522 neurons)</td>
<td>.4673</td>
<td>.0081</td>
</tr>
<tr>
<td>face (1,056 neurons)</td>
<td>.4364</td>
<td>.0038</td>
</tr>
</tbody>
</table>

Table 1: Neuron properties in parameterization RBF networks.

4.5. Parameterization accuracy and data compression

Experimental results on the compactness and accuracy of the parameterizations from the examples in Fig. 3 are provided in Table 2, in which $\mathcal{N}$ stands for the number of surface points in a range scan, and $K$ denotes the number of Gaussian neurons generated by the network. Data compression is indicated by: 1) point to neuron compactness ratio $\mathcal{N} : K$, and 2) storage compression ratio $3\mathcal{N} : 4K$, defined as the total storage of $\mathcal{N}$ 3D range points to the total storage of $K$ neurons, each represented by the 4 parameters of width, weight and 2D centers. For a fairer comparison of network performance on different scans, parameterization error $\hat{E}$ was provided in normalized network space, as defined in Section 4.2, indicating a percentage accuracy relative to the data variation range in each scan. The absolute reconstruction errors
of these parametric surfaces were also given as a means for comparison with other works. It is represented by the mean and standard deviation of the errors between each re-scaled network output (restoring actual aspect ratio and 3D size of the surface) and its corresponding scan point in the real-world measurement of millimeters.

The results show that the ASRBF network provides a compact parameterization of range data with a desired accuracy. The average total number of Gaussians was less than one tenth of the total number of range points, and the average storage compression ratio achieved 8.6 : 1. The normalized parameterization error $\bar{E}$ reached the level of 0.55%. The average accuracy for the parametric surfaces achieved 0.50mm in $z$, where the average variation of $z$-values in the four scans was 9.35cm. The “face”, with smooth variations of facial features and curly hair patterns, achieved the highest compression ratio and best accuracy by using Gaussians. However, simultaneously modeling both low frequency (e.g. large background plane in the “Santa”) and high frequency features (in particular the “valve”), was relatively difficult and costly.

It seems that absolute reconstruction errors did not consistently agree with the normalized $\bar{E}$, due to the data range varying among the different scans. For example, the variation of $z$-values in the “face”, “Santa” and “valve” were 13.9 cm, 9.3 cm and 8.0 cm respectively, but it was only about 6.2 cm in the “cow”. Therefore, although the normalized error of the “cow” was ranked third, its absolute reconstruction error was comparatively lower than the others.

### 4.6. Parameterization efficiency

Parameterization time is mainly determined by the amount of time used in updating neuron parameters during network optimization. We therefore compared the speed and accuracy of the neighborhood EKF (NEKF) method with two commonly used methods: gradient descent (GD) [37] and global EKF (GEKF) [38]. The experimental results were obtained using a Pentium 3GHz PC with 1GB RAM. Figure 10 shows

<table>
<thead>
<tr>
<th>point clouds</th>
<th># of points</th>
<th># of RBFs</th>
<th>normalized error</th>
<th>data compression</th>
<th>reconstruction error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>$K$</td>
<td>$\bar{E}$</td>
<td>$N : K$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$3N : 4K$</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>std</td>
</tr>
<tr>
<td>face</td>
<td>18,370</td>
<td>1,056</td>
<td>.0036</td>
<td>17.4:1</td>
<td>.50</td>
</tr>
<tr>
<td>Santa</td>
<td>23,429</td>
<td>1,901</td>
<td>.0055</td>
<td>12.3:1</td>
<td>.51</td>
</tr>
<tr>
<td>cow</td>
<td>4,956</td>
<td>522</td>
<td>.0058</td>
<td>9.5:2</td>
<td>.36</td>
</tr>
<tr>
<td>valve</td>
<td>10,145</td>
<td>1,527</td>
<td>.0069</td>
<td>6.6:1</td>
<td>.61</td>
</tr>
<tr>
<td>average</td>
<td>14,225</td>
<td>1,251</td>
<td>.0055</td>
<td>11.5:1</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.6:1</td>
<td>.65</td>
</tr>
</tbody>
</table>

Table 2: Parameterization accuracy and data compression.
(a) GEKF [38]: parameterization using GEKF produced 490 neurons, showing an exponentially increasing network training cost up to the level of seconds.

(b) GD [37]: parameterization using GD produced 530 neurons, showing a linearly increasing network training cost up to the level of milliseconds.

(c) NEKF: parameterization using NEKF produced 520 neurons, showing a consistent cost at a level of $10^{-4}$ seconds.

Figure 10: Comparison of how parameterization speed was affected by an increasing number of neurons using GEKF, GD or NEKF. Training time costs are displayed on the left, and their corresponding RMS errors are shown on the right.
results averaged over 10 trials of the “cow”. The NEKF results in Fig. 10(c) demonstrate the extreme case of updating only the nearest neighbor at each learning step.

As shown in Fig. 10 right column, network updating using the three aforementioned methods produced comparable accuracy with similar network RMS errors and error reduction rate, although the GEKF had slightly better accuracy than the GD and NEKF due to a global optimization strategy employed.

However, the network training time (Fig. 10, left column) differed remarkably with increasing number of neurons. The GEKF showed a complexity of $O((4K)^2)$ for $K$ neurons (Fig. 10(a)). The GD appeared to have a linear relationship (Fig. 10(b)). The cost of the NEKF (Fig. 10(c)), however, was nearly constant $O((4)^2)$ when updating only the nearest neighbor. Training time should also remain be consistently low of $O((4K')^2)$, when updating a small set of $K'$ neighbor neurons. Towards the end of network training, the GEKF spent 6.3 seconds to update around 490 neurons, the GD used 6.1 milliseconds for 530 neurons, while the NEKF spent only around 0.12 milliseconds throughout the training process, right through to the case of 522 neurons. Compared to the GEKF, the computational load of NEKF was dramatically reduced, by a factor of $10^4$.

5. Discussions

5.1. Network parameters

The adaptive parameterization RBF network is conceptually simple and straightforward to implement. The network employs a number of parameters. Based on their functions, they can be used flexibly, facilitating the use of the network for different proposes, such as controlling the level of parameterization detail by using different values of $D_{\text{min}}$, as shown in Fig. 4. After the scan image was normalized to a unit cube in $x$, $y$ and $z$ dimensions, default values were used and are recommended for the general purpose of surface parameterization and reproduction. In this section, we indicate how the defaults were chosen or automatically calculated from the input data.

Local accuracy threshold $E$ and RMS error $E_{\omega}$ are utilized in the novelty criteria to determine if a new neuron should be added. The value 0.01 was used as default for both the parameters, as this value not only helped to better preserve the fidelity to local inputs, but also to tolerate a certain degree of measurement errors.

The value of separation distance $D_{\text{max}} = 0.4$ was used to enforce a sparse neuron distribution in normalized space at the beginning of network construction. The neuron separation $D_{\text{min}}$ helped to control
the density level of newly inserted neurons. This value can be obtained by doubling the uni-dimensional sampling density of input data. Thus for a sampling density of 1/200 in our 200 × 200 scan array, we set \( D_{\text{min}} = 2 \times 1/200 = 0.01 \). The default decay factor \( \gamma = 0.99 \) provided a moderate decline speed of neuron separation, giving opportunity for coarse-to-fine RBF fitting.

We found that these default values worked effectively on large datasets containing different objects with highly varying and complex spatial features; there was no need to adjust them from one experiment to another. Critically, parameters only need to be set at an approximate level as opposed to a precise value. This relaxation is gained due to the nature of adaptive learning as employed by the ASRBF. For example, the above network parameters are mainly associated with the necessity of inserting new neurons. Using these general settings, neurons added unnecessarily, wrongly inserted due to outliers or having become redundant as a result of network optimization, can still be removed from the network by the pruning process.

In our experiments, only the Gaussian RBF overlap factor \( \psi \) was set to slightly different values, varying between 0.7 \( \sim \) 0.8. For example, the “cow”, possessing smoother variations, used a \( \psi \) value of 0.8, whereas “face”, “Santa” and “valve”, with relatively sharper details, used a lower \( \psi \) value of 0.7. To evaluate the network accuracy achieved from different values of \( \psi \) at a sufficient training length, we replicated the data in random orderings to extend the training sequence. The experimental results on the “cow” with \( \psi \) values between 0.8 \( \pm \) 0.1 are shown in Fig. 11, where \( \mathcal{N} \) denotes the number of points in the scan. We observe that the different \( \psi \) values have a limited effect on network accuracy. This is because the overlap factor \( \psi \) is only used to initialize the width of a newly inserted neuron; however each neuron can be later adjusted dynamically during iterative learning and in full dimensionality in terms of location, weight and width. In summary, precise parameter values do not need accurately pre-determined by trial and error, since the network automatically fine-tunes itself by means of adaptive learning.

5.2. Density and size of point-cloud data sets

The parameterization RBF network is capable of handling non-uniformly sampled data with varying densities and sizes. In a normalized space, a large number of scan points in the “face” (18,370 points) and “Santa” (23,429 points) presented higher densities; whereas the size and density of the “cow” (4956 points) and “valve” (10,145 points) were relatively lower. Unlike other RBF methods, which could encounter over-fitting problems when dealing with dense point sets, the parameterization RBF network essentially favors large and dense data sets, because its neurons are generated only according to novel inputs rather than from all points. Sufficient length of point cloud data is desired to produce high detail level of parameterization.
Figure 11: Limited effect of different $\psi$ values on network accuracy. $N$ denotes the number of points in the scan.

Figure 12: Replication of original data improves parameterization accuracy: replication of scan data vs. parameterization error and number of neurons. $N$ denotes the number of points in the scan.
When a surface was somewhat under-sampled relative to its geometric complexity (e.g. the “cow”), we replicated the data in random orderings to extend the training sequence. Although this method did not create any new inputs, it did increase the chance of a point being a novel instance during a longer process of network optimization, thereby promoting the accuracy of parameterization. In the example of the “cow”, Figure 12 demonstrates how the number of data point replications of the original scan affected the accuracy and number of neurons in the network. When using a single replication of scan data (from \( N \) to \( 2N \)), a moderate parameterization error \( \bar{E} = 0.0058 \) was achieved with 522 neurons; when using the data three times (3\( N \)), the error was significantly reduced to \( \bar{E} = 0.004 \) with increased number of neurons (\( K = 718 \)). After replicating the data to four sets (4\( N \)), the network achieved saturation, so that the extended training sequence length by another \( N \) caused neuron number to increase only a couple each time. After 8\( N \), the neuron number remained constant at 738. However, the network accuracy was still improved incrementally as the result of network optimization. This indicates that a certain number of training replications can help deal with under-sampled data sets and always improve network accuracy in sequential learning.

5.3. Performance comparisons

<table>
<thead>
<tr>
<th>point cloud</th>
<th>GEKF [38]</th>
<th>GD [37]</th>
<th>NEKF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( T_{para} )</td>
<td>( T_{rep} )</td>
<td>#RBFs</td>
</tr>
<tr>
<td></td>
<td>(hrs)</td>
<td>(s)</td>
<td></td>
</tr>
<tr>
<td>cow (4,956)</td>
<td>0.75</td>
<td>.74</td>
<td>490</td>
</tr>
<tr>
<td>face (18,370)</td>
<td>23.6</td>
<td>5.8</td>
<td>965</td>
</tr>
<tr>
<td>valve (10,145)</td>
<td>42.5</td>
<td>4.7</td>
<td>1452</td>
</tr>
<tr>
<td>Santa (23,429)</td>
<td>98.2</td>
<td>13.6</td>
<td>1786</td>
</tr>
<tr>
<td>average (14,225)</td>
<td>41.3 hrs</td>
<td>6.2 s</td>
<td>1,073</td>
</tr>
</tbody>
</table>

Table 3: Parameterization performance when using GEKF, GD and NEKF.

Table 3 shows the performance results of parameterization using ASRBF networks. We presented results on parameterization time (\( T_{para} \)), the time (\( T_{rep} \)) used to reproduce all points at original inputs, number of Gaussian RBF (\#RBF) and normalized parameterization error (\( \bar{E} \)). We compared our results using NEKF to the results using GEKF [38] and GD [37]. The experiments were carried out on PC with 3GHz Pentium processor and 1GB of RAM. For comparison, consistent network parameters were used on each range scan for GEKF, GD and NEKF, so that parameterization with each of the three methods was carried out to the same desired accuracy level while similar numbers of neurons were produced.
From the results shown in Table 3, we observed that parameterization using GEKF appeared to achieve a slightly better accuracy, but this came at expense of increasing training time by several orders of magnitude. This was due to the high complexity $O((4K)^2)$ required by the GEKF to update all $K$ neurons at each input. This computational cost overhead become unmanageable for large networks and training sets. Parameterization time using GD increases linearly with the number of neurons and training points. Comparing GEKF to GD, average training time used by the GEKF was 41.3 hours, whereas the GD required only 63.7 seconds. The NEKF achieved the fastest parameterization, at an average of 14.4 seconds. Only a handful of neighbor neurons were updated at each training input. Its average training time was further reduced to one fourth of that used by GD. Furthermore, it also improved on GD accuracy by 25%, using 8.5% fewer neurons.

The time used for reproducing a point from the parameterization network is directly proportional to the number of RBF neurons. In our experiments, the average time used to compute one RBF output was around $3.3 \times 10^{-7}$ seconds. Since each of the three methods generated a similar number of neurons, the reconstruction times $T_{rep}$ are therefore on a similar level for each scan. By comparison, NEKF parameterization used less time ($T_{rep} = 7.1$ seconds) on average to produce 14,225 parametric points, while retaining a relatively high accuracy of $5.6 \times 10^{-3}$, while using fewer neurons (1,252 neurons).

In addition, the proposed adaptive dynamic RBF network structure outperforms networks with fixed structures. We compare our approach with the most relevant and state-of-art multi-layer hierarchical RBF (HRBF) network structures [34, 35]. Each layer in the HRBF network contains a regular grid of Gaussians at decreasing scales. A neuron is located according to the extent of local mapping error, thus the grids do not need to be fully filled. Although neurons still have to be placed on the partition grids, neuron sizes vary at multi-scales by means of halving the width at every higher layer. Once a neuron is inserted, it cannot be moved or discarded. The network construction time increases linearly to the size of scan data and the number of neurons involved.

The HRBF network has been applied to point-cloud surface modeling. In [35], a 4-layer HRBF network was used to approximate a human face scan containing 12,641 points. Experimental results showed that the reconstruction error achieved 0.77 mm, with 5,570 Gaussians being generated by the network. The compression ratio $\mathcal{N} : K$ was thus 2.3:1. In [34], results based on a toy face scan (16,851 points) showed a similar reconstruction accuracy of 0.779 mm and compression ratio $\mathcal{N} : K = 2 : 1$ involving the use of 8,087 Gaussians in a 4-layer HRBF network.

In comparison, thanks to the adaptive learning and dynamic network structure, as shown in Table 2, the
ASRBF achieved higher compression ratios at comparable accuracy. This is particularly evidenced by the “face” data set (N = 18,370 points). Only K = 1,056 Gaussians were generated for the “face” using the ASRBF parameterization network. The compression ratio N : K = 17.4 : 1 achieved by the ASRBF was significantly higher than that by the HRBF networks, while ASRBF also achieved a comparable level of reconstruction accuracy of 0.50mm.

5.4. Comparison with Self-Organizing Maps

The ability of SOM to learn topological maps from input data distributions has been explored for surface reconstruction from vertices in a mesh or a point cloud [30, 31]. This section compares results on the accuracy of meshes reproduced from SOM [29] and the proposed ASRBF. Firstly, range scan data was used to train the ASRBF network and SOM network. Surface vertices calculated from the obtained ASRBF network and from the SOM were meshed using the same function Ball Pivoting in Meshlab [42]. The accuracies of the ASRBF mesh and the SOM mesh with respect to original mesh generated from the raw scan were computed using Metro Tool [43].

Accuracy measures presented by the Hausdorff distance, the mean and RMS deviations from each original mesh to its reconstructed mesh, are shown in Table 4. The Hausdorff distance indicates the maximum difference between two meshes; however, the mean and RMS values are more descriptive due to being less susceptible to the influence of outliers. The accuracy measures in Table 4 were averaged over 10 trials, presented as a percentage of the bounding box diagonal length in the original mesh. Since range data input was over a 200×200 square, for fair comparison, we chose the most square-like SOM grid with the number of SOM nodes and the number of neurons in the ASRBF as close as possible. The size of the SOM grid used for each point cloud is given in the first column of SOM table entries.

The results show that the ASRBF networks produce better accuracy than standard SOM when using similar numbers of neurons. As described in previous sections, the advantage of ASRBF based mesh reproduction is primarily driven by the benefits from: 1) the extraordinary interpolation and extrapolation capability of Gaussian kernels to provide better surface fidelity; 2) network structure flexibility and neuron adaptivity to the unorganized underlying data. The SOM requires a grid structure composed of point nodes. The 3D locations of SOM point nodes are used directly as vertices on the mesh. Although the SOM net can be broken where necessary to adapt to the input data, the pre-defined number of nodes and fixed connection linkages ultimately constrain the flexibility and accuracy of the topological map generated by SOM.
We presented a neural network based method to solve the problem of point-cloud surface parameterization. The network employs a dynamic structure through adaptive learning. It allows Gaussian neurons to be fitted according to the novelty of inputs, while also being fully adjustable on their locations, widths and weights. Compared to approaches using RBFs at fixed locations and at pre-defined scales, our approach achieved a high compression ratio and a comparable level of accuracy. The developed NEKF method dramatically reduces the training cost to a manageable time, enabling parameterization of extensive point clouds, involving the use of large scale of networks. Experimental results show that complete surfaces can be accurately reproduced from unified low-storage parameterization networks, and multiple LODs can be easily obtained. Our adaptive learning strategy contributes to the general problem of effective RBF fitting, and thus could be of value to other RBF based methods. The possibility of effectively absorbing nonuniform mapping residuals in areas with learning difficulties may be addressed by extending the adaptivity to a multi-layer network. This is left for future work.
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