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SUMMARY

Heterogeneous mixtures have the potential to be used as synthetic substrates for antenna applications giving the antenna designer new degrees of freedom to control the permittivity and/or permeability in three dimensions such as by a smooth variation of the density of the inclusions, the height of the substrate and the manufacture the whole antenna system in one process. Electromagnetic, fabrication, environmental, time and cost advantages are potential especially when combined with nano-fabrication techniques. Readily available and cheap materials such as Polyethylene and Copper can be used in creating these heterogeneous materials. These advantages have been further explained in this thesis.

In this thesis, the research presented is on canonical, numerical and measurement analysis on heterogeneous mixtures that can be used as substrates for microwave applications. It is hypothesised that heterogeneous mixtures can be used to design bespoke artificial dielectric substrates for say, patch antennas.

The canonical equations from published literature describing the effective permittivity, $\varepsilon_{\text{eff}}$ and effective permeability, $\mu_{\text{eff}}$ of heterogeneous mixtures have been extensively examined and compared with each other. Several simulations of homogenous and heterogeneous media have been carried out and an extraction/inversion algorithm applied to find their $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$. Parametric studies have been presented to show how the different variables of the equations and the simulations affect the accuracy of the results. The extracted results from the inversion process showed very good agreement with the known values of the homogenous media. Numerically and canonically computed values of $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of various heterogeneous media were shown to have good agreement.

The fabrication techniques used in creating the samples used in this research were examined, along with the different measurement methods used in characterising their electromagnetic properties via simulations and measurements. The challenges faced with these measurement methods were explained including the possible sources of error. Patch antennas were used to investigate how the performance of an antenna may be affected by heterogeneous media with metallic inclusions. The performance of the patch antenna was not inhibited by the presence of the metallic inclusions in close proximity. The patch measurement was also used as a measurement technique in determining the $\varepsilon_{\text{eff}}$ of the samples.
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<td>$H$</td>
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</tr>
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</tr>
</tbody>
</table>
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Chapter 1. Introduction

In this chapter, Section 1.1 gives the hypothesis while Section 1.2 states the novel contributions of this thesis. Section 1.3 introduces the concept of artificial dielectrics and the proposed final artificial dielectric structure is discussed in Section 1.4. The electromagnetic advantages of using these structures are highlighted in Section 1.5 with an example application to patch antennas. A few of the available nanomaterial fabrication techniques are briefly described in Section 1.6 while the defining properties of materials are introduced in Section 1.7. A summary of the research so far on heterogeneous media is given in Section 1.8, with an overview of this thesis in Section 1.9.

1.1 Hypothesis

The permittivity and permeability of a macroscopically homogeneous medium can be altered by inserting inclusions of various shapes and sizes. It is hypothesised that heterogeneous mixtures can be used to design bespoke artificial dielectric substrates for different microwave antennas such as the patch antenna (as it quite commonly used). It is postulated that electromagnetic, fabricational and environmental advantages can be realised by manufacturing such mixtures from emerging and futuristic nanotechnology processes. Note, this thesis will only investigate the electromagnetic behaviour of such mixtures and it is beyond the scope of this work to create nanomaterial samples.

1.2 Novel Contributions of this Thesis

The novel contributions of this thesis are

1) Different analytical equations for heterogeneous mixtures have been critically analysed and compared;
2) The effective properties of mixtures and the ability to control the effective permittivity and permeability has been studied with a range of parameters on the micro-scale;
3) A robust simulation methodology to extract the effective permittivity and permeability has been extended and validated with canonical equations for spherical and cubic inclusions;
4) Metallic inclusions with a range of geometries have been examined;
5) Scaled samples have been fabricated and the properties have been examined using a range of techniques;

6) The effective loss tangents have been investigated;

7) The efficiency and radiation patterns of patch antennas with heterogeneous substrates has been measured;

8) Anisotropy and diamagnetism of various samples has been analysed and can be controlled.

Note, the word ‘particle’ or ‘obstacle’ as used in this thesis refers to a generic inserted object or an inclusion and can therefore mean either a nanoparticle, a micro- or millimetre sized particle or a micro/millimetre-sized cluster of nanoparticles. In addition, the permittivity and permeability values used and given in this thesis are their values relative to those of free space, \( \varepsilon_o \) and \( \mu_o \), where \( \varepsilon_o = 8.854 \times 10^{-12} \) F/m and \( \mu_o = 4\pi \times 10^{-7} \) H/m.
1.3 Introduction to Artificial Dielectrics

Wireless communication is vital to the modern-day information-seeking lifestyles. It is challenging to continuously improve antennas in terms of efficiency, bandwidth and reduced size. This thesis investigates the idea of creating artificial dielectrics out of heterogeneous structures as a mechanism to improve the electromagnetic (EM) performance of antenna systems.

The long term aim of this research work is to study the possibility of designing and fabricating new antenna systems with heterogeneous segments by using nano- or micro-scale inclusions made up of nanomaterials via additive manufacturing processes [1], [2], the bottom-up approach instead of the currently used destructive processes. These destructive processes, for example, in the manufacture of conventional patch antennas, involve the use of costly and environmentally damaging chemicals to etch away selected or unwanted parts of the metal layers. Several iterative processes might be needed to create the final desired antenna system. With the rising material and labour costs, it can be expected that the costs involved in these destructive processes will become even more significant. However, various nanotechnology fabrication techniques such as self-assembly, electro deposition and lithography [3–6] which are additive processes, already exist and could be used in the manufacture of heterogeneous substrates. These characteristics have led to the industry becoming a multi-trillion dollar one with the technology developing very quickly [7]. Thus it is expected that we will soon have the technology to control the small-scale geometry and thus the properties of our materials without being limited to naturally-occurring materials. As the costs of nanotechnology decreases, these techniques of manufacturing antenna systems may become more cost effective, environmentally friendlier [8], and faster than conventional methods. Furthermore they can lead to EM advantages and may enable the manufacture of high permittivity substrates which are often very expensive. In addition, manufactured substrates and/or antenna systems may then have fewer variations in physical size and EM properties for batch productions.

This potential to manipulate materials has prompted extensive research [9–19] into the creation of these artificial materials that provide the EM properties, losses and other parameters pre-required for the EM system. Typically, small-size material inclusions having a higher permittivity and/or permeability can be added to a low dielectric, homogenous host to increase the effective EM properties of the end mixture. This has been proven both
theoretically and via measurements to give rise to materials of different EM characteristics. Synthesized materials can be formed from homogenous materials within which are embedded inclusions of different sizes and in (any) different lattice arrangements. The sizes and arrangement of these inserted inclusions are dependent on the specific requirements, and may be either micro- or nano-sized individual particles or micro-sized clusters of nanoparticles. Therefore, by enabling heterogeneous substrates, the antenna designer will have two new degrees of freedom compared to conventional substrates: 1) the substrate height and 2) the EM properties and these can be used to design bespoke substrates for antenna systems that often must be incorporated into increasingly compact packaging.

Heterogeneous mixtures are mixtures made up by embedding inclusions whose bulk materials can have either the same or different EM properties (of equal or varying sizes), within a homogenous medium. These inclusions can be either dielectric or metallic depending on the desired effective properties; typically, the host medium is dielectric. The two main EM properties of interest when examining heterogeneous mixtures are typically the effective relative permittivity (or dielectric constant), \( \varepsilon_{\text{eff}} \), and effective relative permeability, \( \mu_{\text{eff}} \), of these mixtures, as these are the primary factors which determine how the final structure behaves when illuminated by EM fields. The permittivity indicates the “charge (energy) storage capabilities” of the dielectric material [20]. Thus the amount of interaction, typically by scattering between the particles will determine to a large extent, the effective permittivity of the mixture [9]. The permeability shows the susceptibility of the material to aid or oppose impinging magnetic fields. As permeability values for most naturally existing materials are typically very close to 1, the effective permeability of heterogeneous mixtures will generally not significantly vary from 1, except in cases where the bulk properties of the inclusions are ferromagnetic or ferrimagnetic, having relative permeabilities much greater than unity [20]. It should be noted that these effective properties, as with naturally occurring materials, typically vary with frequency and can be complex [20]. In this thesis, negative permittivity and permeability values are not being researched.

From the literature reviewed, Lord Rayleigh [10] was the first to examine how the EM properties of a medium are affected when obstacles are placed in it. However, more commonly cited and used for related problems is the analysis carried out by Lewin in [9]. The study shown in [9] forms a strong foundation for this work being carried out on using small-scale particles to build antenna structures without having to deal with the restrictive nature of
already existing materials but ‘creating’ new materials that can provide the constitutive parameters, control and/or reduce losses and other characteristics pre-determined for the whole antenna system. A related area of research to artificial dielectrics is on metamaterials whose properties are due to the geometry of the structure and not the materials themselves. They are often used to create negative $\varepsilon_{\text{eff}}$ and negative $\mu_{\text{eff}}$ for stop bands [21–23]. This work however deals with creating positive values of $\varepsilon_{\text{eff}}$. “There is restriction to achieve a desired permeability value at a frequency of interest, specially, in the microwave and optical ranges” [23]. Artificial magnetism which may be achieved using loop circuits, split-ring resonators (SRRs) [24], [25], [26] is more difficult to deal with than electric polarisation. Thus, if this work could create low loss magnetic materials, novel structures can be made which could provide a better, easier to fabricate alternative to the use of loops for artificial magnetism.

In this thesis, the effective dielectric properties will be examined using various canonical equations and finite-difference, time-domain (FDTD) EM simulations. Host media of existing EM characteristics when they have particles of known and existing EM properties embedded in them, will be examined and analysed via these canonical and simulation models.
1.4 The Proposed Structure

There are potentially several advantages that will result from the use of nanotechnology in the fabrication of future antenna systems. These systems might in the future be built using the bottom-up approach by accurately positioning metallic and non-metallic inclusions of pre-determined geometric characteristics, in pre-designed positions. Figure 1.1 is a sketch of the vision of the future for the intended antenna structure and not what has been achieved already. Here, all the components of the antenna system – including the substrate and metallic sections are made from smaller particles, or clusters of nanoparticles. For example, a scratch resistance radome with increased physical durability could be incorporated into the same fabrication process. Other RF components including the feed and the balun can be envisioned and added to the manufacturing process as depicted in Figure 1.1.

Figure 1.1: A sketch of a futuristic antenna system where the radiating element, substrate, vias and radome can be integrated into one manufacturing process.
1.5  **Electromagnetic Advantages**

The use of nanofabrication processes in the manufacture of antenna systems, complete, or partial, has several potential advantages including electromagnetic ones. These include being able to control the dielectric and possibly the magnetic properties, thus allowing the creation of novel substrates with pre-determined characteristics. EM advantages relative to bandwidth, size and efficiency can be achieved as a by-product of being able to control the material’s EM properties.

Substrates with bespoke dielectric properties and height can be considered giving additional degrees of freedom during antenna design, an example of which is given in Section 1.5.1. These degrees of freedom include being able to control the permittivity and permeability of microwave substrates in three dimensions and the ability to potentially manufacture the whole antenna system in one process. More consistent substrates will reduce the EM variations between identically manufactured products. In previous work, it has been shown that a highly efficient, compact antenna with a large bandwidth can be designed with a thus far unrealisable substrate which has equality of permittivity and permeability [27]. Such materials may become possible by using artificial dielectrics. Also, double negative materials are possible. Macroscopically homogenous metamaterials can also be made possible using artificial dielectrics.

1.5.1  **Example Application to Patch Antennas**

It is well known that the distribution of the electric fields for a radiating patch antenna is not distributed evenly over the radiating area. In addition, it has been shown in published literature [9], [10], [15], that the effective permittivity of a material can be altered by adding inclusions of different EM properties to the material. By mapping the permittivity of the substrate to the intensity of the electric field, it is expected that the overall performance of the patch will be altered compared to when it is on a continuously homogenous substrate. This can be exploited to achieve EM advantages. Figure 1.2 gives an example of how the distribution of these inclusions can be varied in a substrate in order to dictate the local effective permittivity; these structures are not examined in this thesis but further information can be found in [28].

An interesting method of improving antenna performance is by using textured dielectrics [29–32]. The key idea here is to distribute the concentration of the antenna’s electric fields by
creating heterogeneous substrates such that the volumes of high permittivities are matched to areas on the antenna where the electric fields are small. These papers used discrete heterogeneous substrates and it was hypothesized that the electromagnetic performance could be further improved by varying the permittivity smoothly. Such structures are currently difficult to make with existing fabrication processes as typically objects of higher permittivity need to be physically located within a lower permittivity host substrate. It is expected that the use of small scale inclusions brought about by advances in nanotechnology will help to solve these manufacturing difficulties while still allowing the control of the EM performance.

Figure 1.2: A sketch showing how the permittivity can be varied within the substrate by changing the spacing of the inclusions (not to scale)
1.6 Nanomaterial and Fabrication Techniques

Nanomaterials are in a general sense, described as a class of materials in which at least one of the dimensions of the constitutive particles in the material is in the nano-scale range typically less than 1000 nm. The definition of ‘Nanomaterials’ tends to vary from country to country [33], [34], however in the UK, they have been defined as “those which have structured components with at least one dimension less than 100 nm [35].” Nanomaterials have been of great interest over the past decades and find various applications in different industries [36], [37], so that there are probably more than 100 nano-related conferences [38]. A word search for “nanomaterials” in IEEE yields over a thousand articles published over the last two decades. Increased interests can be attributed to nanomaterials having innate advantages because of their high surface area to volume ratio, which includes increased hardness, improved physical strength and electrical conductivity [1], [2], [35]. The properties of these materials tend to differ from the bulk properties which can be due to increased surface areas and quantum effects [9], [35]. These material advantages have led to a multibillion dollar industry where the technology and possible structures are developing at a rapid rate due to increased funding and interest from stakeholders –governments, public and private bodies [36]. This new technology can potentially control the placement of individual dielectric and metallic particles (or conducting carbon nanotubes (CNTs)) which can be used to design new antenna systems. The ability to pre-determine the particles’ volume ratio allows for the creation of novel and custom-made substrates [35] with high permittivity values using low-cost and/or readily available materials which will provide antenna and material engineers with a variety of substrates.

With the intensive interest in nanotechnology, several techniques have been developed for the manufacture of nano-based materials or systems over the years [6], and have been improved upon over the years to accommodate various specifications. A few of these techniques are mentioned and briefly discussed in this section. Nanofabrication processes are typically additive techniques and give the designer more control over the final geometry of the structure. Some of these nanofabrication techniques can be generally classed under one or more of these categories including: deposition, self-assembly, lithography, and etching and their many variants [39]. The costs and complexities of using any of these, in addition to the area and thickness of the sample to be manufactured, play an important role in deciding which one to use [40]. These methods have been used for different applications and provide a wide range of dimensions of the inclusions. These techniques are beyond the scope of this
thesis as this thesis focuses on finding the EM properties of artificial dielectrics. However, a brief summary has been provided.

1.6.1 Deposition:
This is an additive process in which a sample of required thickness is built up by depositing particles, typically in the nano-scale onto a substrate. The deposit grows to form the final structure and is controllable [39]. Deposition techniques involve the use of a precursor material that aids in the depositing of the particles – metallic or non-metallic materials in the nano-scale. Variants of deposition include electron-beam-induced deposition [41], advanced thin-film and atomic layer deposition [42], localised-electro deposition [43], [44], chemical and physical vapour depositions [35], [45], [46] and ion deposition [47]. Demerits are that it can be time-consuming [48] and may include impurities in the final structure [41]. An example of the electro deposition process is shown in Figure 1.3 (a).

1.6.2 Self-assembly:
Self-assembly describes a method whereby particles in a disordered arrangement (tend to) organise themselves into structures as a result of the interactions between the particles themselves, without external influence. Where external force is applied to hasten the process, this is referred to as directed self-assembly [35]. With regards to nanotechnology, the desired final structure is based on the geometric and other properties of the particles used in the process [49], [50]. Self-assembly is used in various forms [5], [44] such as self-assembled monolayers [51] and can be incorporated into other nanofabrication methods.

1.6.3 Lithography:
This is the “process of transferring a pattern into a reactive polymer film, termed as resist, which will subsequently be used to replicate that pattern into an underlying thin film or substrate” [39], and has been used to create structures as small as 40 nm [35]. It can generally be classed as either micro- or nano-lithography. Variants of lithography include photolithography [51], electron-beam lithography [48], optical or X-ray lithography [52], [53], soft lithography [51] and nano-imprint lithography [3], [54], [55]. An example of the photo-lithography process is shown in Figure 1.3 (b). This process is similar to that used in the etching process for creating the multi-layered sample used in this thesis as discussed in Chapter 5.
Other nanomaterial fabrication techniques from another collaborator\(^1\) on this project are: electrochemistry plus metal evaporation (nano-perforated metallic film on dielectric substrate), electrochemistry with chemical deposition (porous material made up of parallel cylindrical pores filled with nanoparticles, in a metal oxide matrix) and casting or spin-coating (polymer film containing dispersed nanoparticles).

### 1.6.4 Facilities at Loughborough University, UK\(^2\)

The Photovoltaics Group at the Centre for Renewable Energy Systems Technology (CREST) at Loughborough University has the capability of generating nano-patterns of requisite dimensions from metals or dielectric particles. The following methods that can be processed at CREST were proposed for this project. However these methods were not used for this thesis as they were expensive and the priority here was to build a solid foundation for any

---

\(^1\) Information provided by Professor Chris Toprakcioglu, Department of Physics, University of Patras, Greece

\(^2\) Information provided by Professor Hari Upadhyaya, now at School of Engineering and Physical Sciences, Heriot-Watt University, Edinburgh, UK
future work in this area and because it is difficult to get thick enough samples with a high volume fraction of inclusions.

**Low cost non-vacuum methods:**

1. Dispersal of metal nanoparticles of different dimensions in an insulator or thermoplastic polymer matrix, in non-aqueous solution phase. Using this method, free standing flexible films or films on glass substrates of thicknesses ranging from a few microns to a few 100 microns can be produced.

2. The homogeneous solution of metal/insulator, carbon nanotube, nano composites can be made using spin coating techniques as well. The thin films as thin as 100nm can be obtained using this technique on glass substrates.

3. It is also possible to generate mesoporous interpenetrating nano composites of TiO$_2$ (metal oxides) and metal particle composites, using screen printing or spin coating methods. The particle size from 10 – 100 nm can be varied to get a range of distributions. This metal–insulating matrix follows a distribution in three dimensions. CREST has a good expertise in developing such structures.

4. Nano-templating of metal/polymer using network of block copolymers could be another method that can be explored with CREST’s facilities.

**Vacuum based methods:**

1. The metals can be deposited precisely of known thicknesses using vacuum deposition methods such as sputtering or evaporation performed at CREST.

2. Another approach could be the use of laser scribers available at CREST to create the patterns with the spacing as close as 50 microns.

3. Patterns on deposited metal layers could also be created using ion beam microtoming facility at Loughborough Materials Characterisation Centre (LMCC) at the Department of Materials. However, it may be difficult to generate the structure over an area of a few square centimetres.

One of the challenges of these fabrication processes is their limitation in the height of the substrate that can be created and how uniform the inclusions will be distributed in/on them.
1.7 Fundamental Electrical Properties of Materials

Understanding the reaction of the constituents of a material including the atoms, electrons, and protons, to applied EM fields, is fundamental in understanding how the physical and electrical properties of a material are affected by these fields. An atom of a material is made up of a nucleus containing protons (positively charged particles) and neutrons (neutral particles), around which electrons (negatively charged particles) orbit. Reference [20] examines the behaviour of the atoms of different materials, when subjected to external fields.

Dielectrics are “materials whose dominant charges in atoms and molecules are bound negative and positive charges that are held in place by atomic and molecular forces, and they are not free to travel” [20]. When external electric fields are applied to them, polarisation occurs, creating a net electric polarisation vector, \( \mathbf{P} \) that increases the electric flux density. This gives rise to a permittivity (\( \varepsilon \)) that defines the dielectric, and varies from material to material [20], [56]. The relative permittivity, \( \varepsilon_r \) of a material is the ratio of its absolute permittivity, \( \varepsilon \) to the absolute permittivity of free space, \( \varepsilon_o \).

Magnetic materials “exhibit magnetic polarisation when they are subjected to an applied magnetic field” [20]. This is a phenomenon that can only be exactly represented by quantum theory, but can be analysed using small electric current loops. A net magnetisation vector, \( \mathbf{M} \) results that increases the magnetic flux density, related to the magnetic field intensity by the permeability (\( \mu \)) of the material. The direction of \( \mathbf{M} \) relative to that of the applied magnetic field defines the form of the material. The relative permeability, \( \mu_r \) of a material is the ratio of its absolute permeability, \( \mu \) to the absolute permeability of free space, \( \mu_o \).

Conductors are “materials whose prominent characteristic is the motion of electric charges and the creation of current flow” [20]. They possess loosely held free (valence) electrons that move to the surface of the conductor when an electric field is applied, resulting in a conductivity (\( \sigma \)) value, which is a function of the electron drift velocity and charge density of the material. For a conductor, \( \sigma \gg j\omega\varepsilon \), where \( \omega \) is the angular frequency.

When these materials are subjected to varying EM fields, these defining properties (\( \varepsilon, \mu, \sigma \)) typically become lossy as they are not just real values but complex, where the imaginary parts indicates the loss of the material [56]. Applied fields alternating in polarity affect the polarization and magnetisation vectors, \( \mathbf{P} \) and \( \mathbf{M} \), and thus the permittivities and permeabilities which are therefore functions of frequency.
1.8 Heterogeneous Mixtures

Heterogeneous mixtures are mixtures made up of a homogenous media within which particles of equal or different sizes and different EM properties, in any lattice arrangement are embedded. A more commonly used configuration is spherical particles of equal radii in a(n) (in/semi-)finite simple cubic lattice for simpler analysis [9]. These mixtures have been extensively studied as they allow the existence of ‘new’ materials which do not occur naturally and have controllable EM properties by their inherent geometry.

The theories established in [9] form the general basis for the study of heterogeneous substrates/artificial dielectrics, although the earliest study is in [10]. The Clausius-Mossotti equation is used in [12–17] for describing the effective EM properties of a heterogeneous material. However, this equation is represented differently in the literature as some exclude the EM properties of the host [13]; only examine the static case, that is, no frequency terms [15], [16]; differentiate the particles’ densities and polarisabilities in electric and magnetic modes [17] or do not distinguish between the inclusion’s EM properties on a small or bulk scale [16]. They are similar in that their analyses are based on an infinite or semi-infinite heterogeneous medium. In general, an expression for the effective EM properties of a heterogeneous medium is given in [12] as

\[
K_{\text{eff}} = K_1 \frac{[(K_2 + 2K_1)(K_1 - K_2)^{-1}] - 2p + C(K_1, K_2, p)}{[(K_2 + 2K_1)(K_1 - K_2)^{-1}] + p + C(K_1, K_2, p)}
\]

where \( K_1 \), \( K_2 \) and \( K_{\text{eff}} \) are the appropriate EM parameters of the host material, the inclusions and the mixture respectively; \( p \) is the volume fraction of the inclusions, which is based on the local unit cell of the medium. \( C(K_1, K_2, p) \) represents corrections for higher-order multipole terms as a result of the scattered fields [9], [57]. These canonical equations are extensively reviewed in Chapter 2 of this thesis.

1.8.1 Other Related Studies

Due to the amount of research gone into the study of heterogeneous media, a number of developments and applications have been carried out to examine how heterogeneous structures can be used in practice. Related research has been in the areas of metamaterials [13], [58], lens research [15], artificial dielectrics or materials [15], [59], single [60] or double negative materials [17], [18], [23], [61], and materials with equal permittivity and permeability [62], [63].
1.9 Overview of this Thesis

This chapter has given a general introduction to the research area for this thesis. The subsequent chapters deal with the different areas covered during the research. In Chapter 2, an extensive analysis of the canonical equations from different researchers in the field of artificial dielectrics is given. The different parameters that define what the effective EM properties of the heterogeneous structures will have are analysed individually using these equations. Graphical results are presented from these analyses. The variations between these equations have also been discussed and a conclusion given on which of them is robust enough to cover different heterogeneous structures. Chapter 3 explains the FDTD EM simulation process in order to generate a plane wave and thus the scattering (S-) parameters of homogenous and heterogeneous structures. This is necessary as the inversion algorithm used to obtain $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ requires these S-parameters along with the thickness of the samples. The inversion algorithm has also been explained in detail. In Chapter 4, comparisons are made between the results from the canonical equations and the simulation-inversion process, in order to give confidence that the inversion process works correctly and that the canonical equations can be used to quickly get an estimate of the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of a heterogeneous medium is. An example of designing a heterogeneous medium with predetermined $\varepsilon_{\text{eff}}$ using dielectric or metallic spherical or cubic inclusions have been given in this chapter.

Brief descriptions of the fabrication methods used in creating the samples used in this research are given in Chapter 5. Different measurement techniques used in measuring the permittivity and permeability of the samples has been explained; the measured and simulated results have also been discussed and compared. These different measurement techniques were done in order to determine which gave results agreeing more with those from the canonical equations and EM simulations. In Chapter 6, the simulated and measured performance of patch antennas on homogenous and heterogeneous substrates are examined and compared to understand how the samples impact the antenna performance. A summary of the key results and conclusions from this thesis along with the possible implications for industry and recommendations for future work are given in Chapter 7. The appendix containing relevant background information used in this thesis is given at the end.
1.10 References


Chapter 2. Dielectric Properties of Heterogeneous Mixtures with Inclusions of Different Shapes – Canonical Analysis

2.1 Introduction

An overview of the background research in this thesis has been given in Chapter 1. This chapter examines the electromagnetic (EM) properties of heterogeneous mixtures with emphasis on those with spherical and cubic inclusions. This will be done based on existing canonical equations found in published literature. It is essential to test these equations rigorously as they form the foundation of the simulations and measurements to follow, and are the basis of this thesis and any follow-on future research. This chapter introduces the analytical aspect of this thesis and the concepts explored here will be applied in the subsequent chapters, emphasizing the need for a well-rounded understanding of the effective EM properties of the heterogeneous media with various kinds of inclusions.

Interests in artificial dielectrics composed of small scale inclusions have existed as early as the late 19th century by Lord Rayleigh in [1]. The inclusions in these dielectrics can typically be in the nano- or micro-scale size or can be micro-sized clusters of nanoparticles. The inclusions can be dielectric [2–6], metallic/conducting [7–12] or ferrites [13–17] and there can be different lattice arrangements of these particles within the homogenous media depending upon requirements. The typical arrangement is the simple cubic (SC) lattice in which the particles are equi-distant from each other in all three dimensions (axes) only. Other cubic lattice arrangements include face-centred cubic (FCC), body-centred cubic (BCC), [18], which allow for greater volume fraction of spherical inclusions (see Figure 2.1). The FCC increases the total volume that the particles occupy from that of the SC by almost 50% for the most densely packed scenario [19]. In addition, there are other non-cubic lattice arrangements [20] such as monoclinic, triclinic and hexagonal lattices [21]. These arrangements may also be simple, face-, body- or base-centred. In this research, simple cubic lattices were primarily investigated because of their symmetry, simplicity and ease of reproduction. Spherical and cuboidal shaped inclusions [22–24] were considered. Depending on the lattice arrangement and the EM properties selected for these inclusions and their host media, different materials with a different effective permittivity, \( \varepsilon_{eff} \) and permeability, \( \mu_{eff} \).
(and other EM properties) result. These mixtures typically have an $\varepsilon_{eff}$ and $\mu_{eff}$ lying between the $\varepsilon$ and $\mu$ of the host medium and that of the inclusions, as sometimes negative permittivity and/or permeability may occur over frequencies in the GHz to THz range and dependent on the modes of excitation [25–27]. These ‘effective’ EM properties can be defined as the EM properties the heterogeneous medium has when considered as a homogenous/bulk material.

![3-D representation of the (a) simple cubic, (b) body-centred cubic and (c) face-centred cubic lattices.](image)

Throughout this thesis, $(\varepsilon_1, \mu_1)$ and $(\varepsilon_2, \mu_2)$ are the permittivity and permeability of the host medium and the inclusions respectively, while $p$ is the total volume fraction of the inclusions. The permittivity and permeability values are relative $\varepsilon_0$ and $\mu_0$. It should be noted that the spacing of the particles is measured centre-to-centre or edge-to-edge throughout this research as shown in Figure 2.2 (a). These spacings also represent the unit cell size for an SC lattice arrangement where the spacing is equal in all 3 dimensions, as shown in Figure 2.2 (b), which shows the 2-D view. In the SC lattice, the inclusions are placed at each corner of an imaginary cube of size, $s$. This size is also known as the lattice constant.

![Centre-to-centre and edge-to-edge spacings](image)
Previous papers on heterogeneous mixtures for EM applications were analysed and reviewed in-depth in Section 2.2. This formed the foundation of this thesis and gave insight on the expected values of the EM properties of the heterogeneous mixtures. Section 2.3 compares the different canonical equations and how they affect the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of the heterogeneous mixtures. Parametric studies of the different variables in the canonical equations are presented in Section 2.4 in order to understand/show how they affect the effective permittivity ($\varepsilon_{\text{eff}}$) and permeability ($\mu_{\text{eff}}$) of the heterogeneous mixtures, while Section 2.5 examines heterogeneous mixtures with non-spherical inclusions. The conclusions are given in Section 2.6.
2.2 Literature Review of Canonical Equations

Several authors have developed analytical equations for the effective permittivity of mixtures; these will be discussed in detail in this section and compared to each other in Section 2.3. Generally, more emphasis was placed on finding the effective permittivity, \( \varepsilon_{eff} \) first and then deriving the \( \mu_{eff} \) as an analogue of the equations for the \( \varepsilon_{eff} \). This may be due to the fact that there are more materials likely to have the same permeability as that of free space.

2.2.1 Lewin’s Analysis

In [3], Lewin studied a dielectric homogenous medium which had in it an array of spherical particles from a different bulk material, with uniform spacing, \( s \) and radius, \( a \), in order to determine the effective permittivity (\( \varepsilon_{eff} \)) and permeability (\( \mu_{eff} \)) of the mixture. His arrangement was infinite in two axes, \( x \) and \( y \), and semi-infinite in the third, \( z \), from \( z = 0 \) to \( z = +\infty \). The validity of his study is stated as being restricted to frequencies where the sizes of the particles are small, less than a tenth of the wavelength (\( \leq \lambda/10 \)), so that the particles themselves do not resonate at the operating frequencies. Another restriction was that the particles should not be too densely packed as the formula may break down when the “electrical contact between the particles interferes with the normal behaviour of the binder” or host medium [3]. However, as will be seen in Chapter 4, these equations agree with the results from simulations for mixtures with closely packed inclusions. His analysis assumed that the particles were arranged in an SC lattice as shown in Figure 2.3.

An EM plane wave propagates through the mixture in the positive \( z \)-direction; the electric (\( E \)) and magnetic (\( H \)) fields are orthogonal and linearly polarised: \( E_x \) and \( H_y \) respectively. At the \( z = 0 \) boundary, part of this wave is reflected while part is transmitted through the mixture, as the refractive index on either side of the boundary differs. Each particle in the mixture is influenced by two fields: the incident field and the “mutual” field. The “mutual” field is the sum of all the fields due to the reflections and transmissions from all the other particles. The incident and ‘mutual’ field within the medium forms the transmitted field. For a particle at position, say \( (x_1, y_1, z_1) \), let the sum of the fields at that particle be \( E_{x1} \) and \( H_{y1} \). All the particles on the plane \( z = z_1 \) are affected the same way, so the fields at each of these particles are functions of \( z_1 \) only. Since the total field varies in a complex exponential form: \( e^{-jkz_1} \) (where \( k \) is the propagation constant in the medium) and the inclusions are spherical, the
problem may be reduced to the scattering of a plane wave by a spherical object as fully described in [28].

Equations for the scattered E and H fields from these spherical inclusions were obtained by assuming $a \ll \lambda/\sqrt{\varepsilon_1\mu_1}$ in order to reduce the solution given Stratton in [28] by retaining only the first term of the series of vector wave functions. This inequality also serves as a rule of thumb for differentiating a heterogeneous medium when it can be seen as macroscopically homogenous from when it is distinctively heterogeneous. The magnetic and electric scattering coefficients are also reduced to simple forms by using the above inequality. The mutual E and H fields were derived as a summation of the individual E and H scattered fields through further approximations and simplifications. The total field is the sum of the incident and ‘mutual’ fields. The equation for the total field is used to calculate the reflected field at the boundary, $z = 0$, and at the reference position $(x_1, y_1, z_1)$ and two simultaneous equations.
in terms of $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ are obtained. Following this, expressions for the bulk constants of
the mixture were obtained as functions of the effective $\varepsilon$ and $\mu$ of the particles, the $\varepsilon$ and $\mu$ of
the host medium and the volume fraction of the particles, as shown in equation (2-1) [3].

\[
\varepsilon_{\text{eff}} = \varepsilon_1 \left( 1 + \frac{3p}{\varepsilon_p + \frac{2\varepsilon_1}{\varepsilon_p - \varepsilon_1}} \right); \quad \mu_{\text{eff}} = \mu_1 \left( 1 + \frac{3p}{\mu_p + \frac{2\mu_1}{\mu_p - \mu_1}} \right);
\]

(2-1)

where $(\varepsilon_{\text{eff}}, \mu_{\text{eff}})$ and $(\varepsilon_p, \mu_p)$ are the effective permittivity and permeability of the mixture
and the particles respectively; $(\varepsilon_1, \mu_1)$ is the permittivity and permeability of the host;
$p = \frac{4}{3} \pi a^3/s^3$ is the ratio of the total particle volume to the total volume of the mixture. The
volume fraction can alternatively be calculated from the number and geometric shape of the
inclusions when they are known especially in the case of non-uniform distribution [2].

Lewin differentiates between the effective permittivity of the particle at a much smaller
physical size, typical $\ll \lambda/10$ and that of the bulk form of the particle material. That is, if the
permittivity and permeability of the bulk material of the particle is given by $(\varepsilon_2, \mu_2)$, the
effective EM parameters of the particle $(\varepsilon_p, \mu_p)$, is given by equation (2-2) [3].

\[
\frac{\varepsilon_p}{\varepsilon_2} = \frac{\mu_p}{\mu_2} = \frac{2(\sin\theta - \theta \cos\theta)}{(\theta^2 - 1)\sin\theta + \theta \cos\theta} = F(\theta)
\]

(2-2)

where the argument, $\theta = ka\sqrt{\mu_2\varepsilon_2}$; $k = 2\pi/\lambda$; $\lambda$ = operating wavelength and $a$ is the radius
of the spherical inclusions. Note: the derivation or source of $F(\theta)$ has not been given in [3].
$\varepsilon_p$ and $\mu_p$ are “the values of the constants $\varepsilon_2$ and $\mu_2$ which very small particles would have to
possess (as in the static case) in order to produce the same electrical effect” [3]. As $(\varepsilon_p, \mu_p)$
are dependent on the wavelength and size of the particle, $F(\theta)$ approaches 1 when $a \ll \lambda$, as
such $(\varepsilon_p, \mu_p) \approx (\varepsilon_2, \mu_2)$. In this case, that is, where $\theta$ is very small, $F(\theta)$ can be expanded
using Taylor’s series, as in equation (2-3), and the $\theta$ terms vanish, leaving $F(\theta) \approx 1$.

\[
F(\theta) = 1 + \frac{\theta^2}{10} + \frac{9\theta^4}{100} + \cdots
\]

(2-3)

Figure 2.4 shows the variation of $\varepsilon_p$ with particle size, $a$, for constant frequency, $f = 10$
GHz, $\varepsilon_2 = 10$ and $\mu_2 = 1$. It can be seen from Figure 2.4 that $\varepsilon_p = \varepsilon_2$ until where $a \approx \lambda/10$.
The spikes tend to occur when the denominator of equation (2-2) becomes very small and
goes through zero, but this is very likely a numeric effect given the choice of the equation for $F(\theta)$ – a periodic function, used to relate $\varepsilon_2$ to $\varepsilon_p$. The positions of these spikes are affected by the value of $\varepsilon_2$ and the frequency of operation, and occur at regular intervals as shown, when $a = 0.5 n \lambda_g$, where $n = 0, 1, 2, 3, \ldots$, and $\lambda_g = \lambda/\sqrt{\varepsilon_2\mu_2}$, is the wavelength in the dielectric.

![Graph showing variation of $\varepsilon_p$ and $\varepsilon_2$ with particle size, $a$, at $f = 10$ GHz](image)

**Figure 2.4:** Variation of $\varepsilon_p$ (— — —) and $\varepsilon_2$ (▬▬) with particle size, $a$, at $f = 10$ GHz

On obtaining these equations in [3], the author examined the bulk constants of the mixture for different scenarios – a static case where the “field fully penetrates the particles”, and when the particles were “small air bubbles”, metal and non-magnetic materials. Lossy or complex effective permeability may result due to the heterogeneity of the mixture. The effect of the particle volume density (spheres/m$^3$) was examined to see how it affected the validity of the formulae derived. Lewin restricted the upper limit of the validity of his formula to being when $\lambda_g/|\sqrt{\varepsilon\mu}| > 10a$, as $\varepsilon_{eff} = \varepsilon_p$ when $p = 1$ (100% loading, theoretically), whereas $\varepsilon_{eff}$ should equal $\varepsilon_2$ [3]. The structures used in this thesis satisfy this inequality, that is, $\lambda_g/|\sqrt{\varepsilon\mu}| > 10a$.

For dielectric inclusions, by extending the range of the frequencies to as much as 500 GHz, higher values of $\varepsilon_{eff}$ as high as 110 occur, for say, an inclusion size of 110 µm. This is because the guided wavelength ($\lambda_g = \lambda_0/\sqrt{\varepsilon_2\mu_2}$) approaches the size of the inclusions. However, for metallic inclusions, there is a cut-off frequency at about 46 GHz as the high
value of the imaginary part of $\varepsilon_2$, $Im(\varepsilon_2)$ creates a value of infinity in the arguments of the $\sin(\cdot)$ or $\cos(\cdot)$ (in the equations) which are used to find the $\varepsilon_{eff}$ and $\mu_{eff}$.

### 2.2.2 Sihvola’s Analysis

Beginning with an analysis of the EM response of a sphere to an electric field, Sihvola in [2] also examined the case of a homogeneous medium with “spherical inclusions” and stated its effective permittivity as

$$
\varepsilon_{eff} = \varepsilon_1 + \frac{N\alpha_1}{1 - \frac{N\alpha_1}{3\varepsilon_1}} \quad \frac{\varepsilon_{eff} - \varepsilon_1}{\varepsilon_{eff} + 2\varepsilon_1} = \frac{N\alpha_1}{3\varepsilon_1}
$$

(2-4)

where $N$ = number density of the spheres ($m^{-3}$), that is, the number of spheres per unit volume, and $\alpha_1$ is the electric dipole polarisability. Equation (2-4) is called the Clausius-Mossotti (C-M) formula. An expression for polarisability of a sphere was given as

$$
\alpha_1 = V(\varepsilon_2 - \varepsilon_1) \frac{3\varepsilon_1}{\varepsilon_2 + 2\varepsilon_1}
$$

(2-5)

where $V$ is the volume of one sphere. Due to the inherent symmetry of the sphere, the polarisability is equal in all three dimensions. The polarisability of an inclusion is “the simplest measure of its response to an incident electric field” and it relates the dipole moment created to the external electric field in a linear relationship given by $\vec{p} = \alpha \vec{E}$ [2]. For other shapes, the expression will be different. Combining equations (2-4) and (2-5) give the Rayleigh mixing formula, also known as the Maxwell Garnett (M-G) mixing formula; they are usually written in slightly different forms distinguished only by simple algebraic manipulations. The M-G equation is given as:

$$
\varepsilon_{eff} = \varepsilon_1 + 3p\varepsilon_1 \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_2 + 2\varepsilon_1 - p(\varepsilon_2 - \varepsilon_1)}
$$

(2-6)

where $p = NV$, is the “volume fraction of the inclusions in the mixture”. Rearranging equation (2-6) gives an expression similar to Lewin’s equations [3] (equation (2-1)) as shown in equation (2-7):
\[ \varepsilon_{\text{eff}} = \varepsilon_1 \left[ 1 + 3p \frac{1}{\frac{\varepsilon_2}{\varepsilon_2 + 2\varepsilon_1} - p} \right] \]  

(2-7)

The use of the dipole moments in deriving the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) presents an alternative to using the scattered fields by the inclusions used in [3] to extract the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) of the heterogeneous medium. The results plotted in [2] show that the host and inclusion media are not contributing to the effective permittivity on a simple volume ratio basis. This is an important concept and the graphical representation of this phenomenon is also shown in Figure 2.5. This graph was derived by swapping the values of \( \varepsilon_1 \) and \( \varepsilon_2 \) with each other and shows the non-symmetric nature of the M-G equation. Data used: \( \varepsilon_{1,2} = 1.04 \) (\( \tan \delta = 0.00012 \)) and 11.9 (\( \tan \delta = 0.02 \)), \( \mu_1 = \mu_2 = 1 \) (the values shown are absolute values).

![Figure 2.5: Variation of \( \varepsilon_{\text{eff}} \) with inclusions’ volume fraction for complementary mixtures, where the continuous line represents the case where \( \varepsilon_1 = 1.04 \) (\( \tan \delta = 0.00012 \)) and \( \varepsilon_2 = 11.9 \) (\( \tan \delta = 0.02 \)), and the dashed line where these values are swapped.](image)

If the host and inclusions’ EM properties were contributing to the effective EM properties in equal proportion, the point at which the two \( \varepsilon_{\text{eff}} \) lines cross would be at the 0.5 volume fraction. Thus, a 50% volume ratio each from the host and from the inclusions does not imply that the \( \varepsilon_{\text{eff}} \) is halfway between \( \varepsilon_1 \) and \( \varepsilon_2 \) because the “geometric structure of the mixture is not symmetric” [2]. Figure 2.5 also shows that the host properties dominate the effective EM properties and thus to obtain a higher value of \( \varepsilon_{\text{eff}} \), it may be better to have \( \varepsilon_1 > \varepsilon_2 \) for a
volume fraction below the point of intersection. The higher the dielectric contrast between $\varepsilon_1$ and $\varepsilon_2$, the further away this intersection point goes from 0.5. Therefore, if $\varepsilon_1 = \varepsilon_2$, this point of intersection will occur at 0.5, which can also be deduced logically. Figure 2.5 can also be derived using Lewin’s equations for $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$.

Similar expressions can be written for the effective magnetic permeability by substituting the electric quantities with magnetic quantities. Using equation (2-7) for the $\mu_{\text{eff}}$ of a heterogeneous medium with $\mu_1 = \mu_2 = 1$ results in $\mu_{\text{eff}} = 1$, for any inclusion type due to the $(\mu_1 - \mu_2)$ term in the denominator, as shown in Figure 2.8 (b). These equations are limited to heterogeneous media with spherical inclusions and have been modified for inclusions with non-symmetric shapes such as ellipsoids, needles and discs by using their depolarisation factors. Equations for random orientation of inclusions have been derived such that the effective EM properties are primarily functions of the volume fraction of the inclusions and their polarisabilities, taking into account any symmetries or lack of. Lossy, inhomogeneous, anisotropic, nonlinear and dispersive mixtures were examined.

### 2.2.3 Cai’s Analysis

The total scattering effect of the medium containing electrically small “obstacles” when an electromagnetic wave travels through it can be represented by the effective permittivity and permeability of that medium [29]. By initially examining the scattering properties represented by electric and magnetic scattering coefficients, of an isolated sphere on which an EM wave impinges, Cai et al states the Clausius-Mossotti equation for the effective properties, as

$$
\varepsilon_{\text{eff}} = 1 + \frac{N\alpha_1}{1 - N\alpha_1/3} \\
\mu_{\text{eff}} = 1 + \frac{N\beta_1}{1 - N\beta_1/3}
$$

(2-8)

where $N$ is the number of particles per unit volume given by $p = 4\pi Na^3/3$; $a$ is the sphere radius; $\alpha_1, \beta_1$ are the electric and magnetic dipole polarisabilities; $\alpha_1 = j6\pi a_1/k_0^3$, $\beta_1 = j6\pi b_1/k_0^3$; $a_1, b_1$ are the electric and magnetic scattering coefficients (their general expressions are given in equations (2-9) and (2-10)), and $k_0 = \omega/c$ is the wave vector in a vacuum. The $m^{th}$ order electric scattering coefficient is given by:

$$
a_m = \frac{n\psi_m(nx)\psi'_m(x) - \psi_m(x)\psi'_m(nx)}{n\psi_m(nx)\xi_m(x) - \xi_m(x)\psi'_m(nx)}
$$

(2-9)

while the $m^{th}$ order magnetic scattering coefficient by:
\[ b_m = \frac{\psi_m(nx)\psi'_m(x) - n\psi_m(x)\psi'_m(nx)}{\psi_m(nx)\xi'_m(x) - n\xi_m(x)\psi'_m(nx)} \]  

(2-10)

where \( n \) is the refractive index of the particle, \( \psi_m \) and \( \xi_m \) are the Riccati-Bessel functions related to the spherical Bessel functions by \( \psi_m(z) = z j_m(z) \) and \( \xi_m(z) = z h^{(1)}_m(z) \) [11], [28], [29]. The prime (') represents differentiation and is given by [30]:

\[ \left( \frac{1}{z} \frac{d}{dz} \right)^m \left[ z^{n+1} f_n(z) \right] = z^{n-m+1} f_{n-m}(z) \]  

(2-11)

where \( f_n(z) \) is any of the spherical Bessel functions on \( z \). These coefficients are useful in calculating the electric and magnetic polarisabilities used in deriving \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \), and have been used in deriving equation (2-1) above in their reduced forms. Equations (2-9) and (2-10) are from the expansion of the incident, reflected and transmitted fields in vector spherical wave functions by analysing the boundary conditions for the diffraction of these fields by a single spherical object, as fully described in [28]. The Cartesian coordinate system was used in representing the electric and magnetic fields of the plane wave impinging on the sphere. The graphical result in [29] for a Polymer medium containing dielectric particles, was recalculated in this research over the same frequency range, and the real parts of the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) are shown in Figure 2.6. Data used: \( \varepsilon_1 = 1.05, \varepsilon_2 = 88.3, \mu_1 = \mu_2 = 1, \quad f = 4.5 - 7.0 \) GHz, \( a = 2.7 \) mm, \( s = 6.7 \) mm. Note that the real part of \( \mu_{\text{eff}} \) is negative over a certain frequency band – due to magnetic resonance. This band spans between the frequency where the imaginary part of the magnetic scattering coefficient, \( b_1 \) goes through zero and where \( \mu_{\text{eff}} \) goes through zero [29]. At the upper frequency, the size of the gaps between the spheres was greater than \( \lambda/10 \) of the operating frequency. By varying the permittivity and/or size of the inclusions, the bandwidth over which the negative \( \mu_{\text{eff}} \) occurs can be altered which may be useful in the design of magnetic resonators. This initial analysis by the authors was used in designing a double negative medium by including wire frames in the structure in order to create a negative permittivity region, which coincided with where the negative permeability created by the spheres occurred. An explanation for this magnetic response has been given in Section 2.2.6. Cylindrical inclusions were also examined here by using a volume equivalence transformation process as will be discussed later in Chapter 4.
2.2.4 Doyle’s Analysis

A general mathematical expression for the effective electric permittivity, magnetic permeability, electrical and thermal conductivities, and particle diffusivity for an isotropic heterogeneous medium is given in [31] as

\[ K_{\text{eff}} = K_1 \left[ \frac{(K_2 + 2K_1)(K_1 - K_2)^{-1}}{(K_2 + 2K_1)(K_1 - K_2)^{-1} + p + C(K_1, K_2, p)} \right] - 2p + C(K_1, K_2, p) \]

(2-12)

where \( K_1, K_2 \) and \( K_{\text{eff}} \) are the general constitutive parameters of the host medium, the spheres and the mixture respectively. These parameters can be the electric permittivity, magnetic permeability, conductivities or diffusivities (thermal motion of particles). \( C(K_1, K_2, p) \) represents corrections for higher-order multipole terms [10], [31]. This correction term accounts for the higher inclusion densities and/or lattice types; different expressions for this term have been proposed [1], [31] and may be dependent on the lattice arrangement of the inclusions. Higher multipole terms vanish in a uniform field [2]. Equation (2-12) is partly based on the work by J. C. Maxwell in [32] and has been modified to include the correction terms.

In [31], the correction term is examined in order to come up with a more accurate expression for the effective parameters of the heterogeneous medium irrespective of volume ratios, because without it, equation (2-12) is limited in its validity to moderate or low particle densities, where the inclusions were much smaller than their spacing. Without this correction...
term, and substituting with the symbols used in [3], an equation closely related to Lewin’s equation (2-1) was obtained. The result of this algebraic manipulation is given in equation (2-13):

\[
K_m = K_1 \left[ 1 - \frac{3p}{K_2 + 2K_1} \right] \left\{ \frac{K_1 - K_2 + p}{K_1 - K_2} \right\}
\]  

(2-13)

In a later analysis by Doyle in [11], the \( \varepsilon_{eff} \) of the mixture is given as:

\[
\varepsilon_{eff} = \varepsilon_1 \left( 1 + \frac{4\pi N \alpha_1}{1 - 4\pi \frac{N \alpha_1}{3}} \right) \quad \alpha_1 = i \frac{3a^3}{2\pi^3 a_1}
\]  

(2-14)

where \( \alpha_1 \) is the exact effective dipole polarisability; \( a \) is the particle radius; \( a_1 \) is the 1st order electric scattering coefficient (see equation (2-9)); \( x \) is a size parameter defined as \( 2\pi n_0 a / \lambda \); \( n_0 \) is the real refractive index of the host medium; and \( \lambda \) is the vacuum wavelength. Equation (2-14) by Doyle from [11] is valid for isolated spheres of any size. Although [11], [31] focused on deriving \( \varepsilon_{eff} \), the equation for \( \mu_{eff} \) can be obtained as being analogous to equation (2-14).

### 2.2.5 Collin’s Analysis

The work carried out by Collin in [7] is similar to that done by Lewin in [3]. The main difference here is that Collin examined “identical conducting obstacles in a regular three-dimensional pattern”, held by a lightweight material, and looked at the static case initially being simpler to analyse. Each obstacle when exposed to a propagating electric field mirrors the behaviour of a dielectric molecule by exhibiting a dipole moment, producing a net polarization, and thus an effective permittivity, \( \varepsilon_{eff} \), greater than that of free space. Also, when the artificial dielectric is under the influence of a “high-frequency magnetic field”, a net magnetic polarisation is produced, and this conducting obstacle exhibits a diamagnetic behaviour, that is, the magnetic field it produces is in opposition to the impinging magnetic field. The equation derived for the effective permittivity of the medium uses Lorentz Theory, assumes the obstacles have spherical symmetry in a cubical or random array, and considers only dipole interactions [7]. Thus it is valid only for cases where the dimensions of the inclusions are much smaller than their spacing. The effective properties of the artificial dielectric from this analysis are given in (2-15):
\[ \varepsilon_{\text{eff}} = 1 + \frac{N\alpha_1}{1 - \alpha_1 C} \quad \mu_{\text{eff}} = 1 + \frac{N\beta_1}{1 - \beta_1 C} \]

(2-15)

where \( \alpha_1, \beta_1 \) are the inclusion’s electric and magnetic polarisabilities; \( N \) is the density of the inclusions and \( C \) is the interaction constant, which depends primarily on particle shape and in some geometries, depends on the number of inclusions along each axis and can be defined as:

\[
C = \frac{1.202}{\pi v^3} - \frac{8\pi}{v^3} \left[ K_0 \left( \frac{2\pi w}{v} \right) + K_0 \left( \frac{2\pi u}{v} \right) \right]
\]

(2-16)

where \( u, v \) and \( w \) are the spacings of the obstacles in the \( x, y \) and \( z \) directions respectively; \( K_0(\cdot) \) is the zeroth order modified Bessel function of the second kind, and for small \( r \), is given by

\[
K_0 \left( \frac{2m\pi r}{v} \right) \approx -\left( \gamma + \ln \frac{m\pi r}{v} \right), \text{ and for large } r, \text{ decays exponentially according to:}
\]

\[
K_0 \left( \frac{2m\pi r}{v} \right) \approx \left( \frac{v}{4m\pi r} \right)^{1/2} e^{-2m\pi r/v}
\]

(2-17)

where \( \gamma \) is Euler’s constant, and \( r = [(x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2]^{1/2} \), is the vector between an obstacle at the origin \( (x_0, y_0, z_0) \) where \( x = y = z = 0 \), and one at \((x, y, z)\). This Bessel function is readily computed in MATLAB using the function ‘besselk’. The approximation for small \( r \) is in closer agreement with the actual calculated value of \( K_0 \left( \frac{2m\pi r}{v} \right) \), and the actual decay is represented by the approximation for large \( r \).

The interaction constant was derived from considering a three-dimensional array of unit dipoles polarised along the \( y \)-axis and extending to plus and minus infinity. By considering the effect of all other dipoles on a single one positioned at the origin, \( x = y = z = 0 \), the potential at the origin was derived. Further derivations were carried out using cylindrical coordinates. Although the limiting value of \( r \) in order to decide which of the equations in (2-17) to use in calculating \( K_0(\cdot) \) is not stated, it can be taken from the definition of \( r \) to be related to the density of the inclusions in the host, that is, how closely packed they are within the lattice. More complex forms of equation (2-16) are given in [7] to take into account the number of inclusions along each axis. These derivations were carried out in the Cartesian coordinate system. More complicated versions of equation (2-16) were derived for different scenarios such as the unit dipoles within a waveguide.
If equations (2-15) – (2-17) are solved for spherical inclusions, a closed form equation similar to that in [3] is obtained as shown in equation (2-1), as will be discussed in Section 2.3.

**2.2.6 Kolmakov’s Analysis**

Although the focus of the study in [4] was on arranging dielectric particles to obtain negative real parts of $\varepsilon$ and $\mu$, it first examined the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of the mixture by modifying the equations in [3] to include magnetic and electric resonance modes [25], [33] represented using resonating spheres of different sizes. The magnetic resonance mode accounted for the magnetic dipoles while the electric resonance mode was for the electric dipoles, and each mode was represented by small and large spheres respectively. This magnetic resonance was also examined in [34]. Graphical results in [4] show the effect of this modification over a specific frequency range and for selected physical and EM properties. The volume fraction and particle radius were different in each of these modes in order to take into account the effect of these different modes on the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$. Using these different resonance modes created a slight frequency shift as it takes into account the “electrical contrast between the inclusions” and the host medium. In addition to spherical particles, [4] examines the case for an array of cylindrical particles as an analogue of the spherical particles.

Reference [4] also states the Clausius-Mossotti relation extended from [31] to include volume densities and polarisabilities in electric and magnetic resonance modes as:

$$\frac{\varepsilon_{\text{eff}} - \varepsilon_1}{\varepsilon_{\text{eff}} + 2\varepsilon_1} = \frac{n_e\alpha_e}{3\varepsilon_1} + \frac{n_m\alpha_m}{3\varepsilon_1}$$

$$\frac{\mu_{\text{eff}} - 1}{\mu_{\text{eff}} + 2} = \frac{n_m\beta_m}{3\mu_0}$$

(2-18)

where $\mu_0$ is the permeability of the host material assuming it is non-magnetic; $(n_m, n_e)$ and $(\alpha_m, \alpha_e)$ are the volume densities and electric polarisabilities in magnetic and electric resonance modes respectively; and $\beta_m$ is the magnetic polarisability in magnetic resonance. $\alpha_m$ accounts for “the remaining static electric polarisability of spheres in magnetic resonance modes” [4]. If $\alpha_m = 0$, reverts (2-18) to (2-4). Again the validity of the mixing theory here is limited to when the lattice constant (or particle spacing) is much smaller than the wavelength.

As two spheres of different sizes are used, the larger sphere resonates in the TM$_{111}$ mode while the smaller sphere resonates in the TE$_{111}$ mode over the same frequency band in order to create a double negative medium. The poles of Lewin’s equation (2-1) for $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ occur at different points, therefore, by matching them up using different sphere sizes, the
electric and magnetic resonance modes occur over the same frequency band. “These modes are not strong eigenmodes of the spherical cavity resonator but can be specified to at frequencies close to the spherical cavity eigenfrequencies” [25]. This concept has been briefly mentioned in Section 4.2 and is shown in Figure 2.7. Data used: \( a = 600 \text{ \mu m} \), \( s = 1300 \text{ \mu m} \), \( f = 1-100 \text{ GHz} \), \( \varepsilon_1 = 2.25 \) (\( \tan \delta = 0.001 \)), \( \varepsilon_1 = 10.2 \) (\( \tan \delta = 0.0023 \)), \( \mu_1 = \mu_2 = 1 \). It can be seen that the electric and magnetic resonances occur at different frequencies for the same sized sphere. As the resonances are partially dependent on the size of the inclusions, by changing the size of some of the spherical inclusions, these resonances can be altered such that they occur at the same frequency.

![Figure 2.7: Variation of the real (continuous) and imaginary (dashed) parts of \( \varepsilon_{\text{eff}} \) (blue) and \( \mu_{\text{eff}} \) (green)](image)

The limitations of these equations are discussed next in Section 2.3 and summarised in Table 2-1. It should be noted that the permittivities and permeabilities in these equations examined in the preceding sections are not restricted to their real values only but can also be complex as will be seen in the following sections.
2.3 Comparison of these Effective Medium Theories

This section highlights the differences and similarities between the different effective medium theories examined in Section 2.2 in order to determine which of the theories were robust enough to cover the structures investigated in this research, and which ones were not suitable. Mathematical manipulations and applying other assumptions/conditions were carried out on some of the equations to show their similarities.

With respect to the assumptions in Lewin’s study [3], because of the trigonometric functions in $F(\theta)$, when the values of $\theta$ are very large at high frequencies or big inclusions dependent on the geometry, divisions by zero occur in the calculations leading to ‘NaN’ (= $\infty$) results for $\varepsilon_{eff}$. The limit of the validity of formulas is that the volume fraction of the spherical inclusions should not approach its maximum. This is similar to that in [7] whose validity is based on the relationship between the obstacles’ dimension and their spacing. By assuming conducting spheres in a cubic array and using algebraic manipulations, it is shown below that the equations (2-1) and (2-15) from [3] and [7] respectively are similar to each other. Using a spherical obstacle of radius $a$, [7] states that it has electric polarisability, $\alpha_1 = 4\pi a^3$ and magnetic polarisability, $\beta_1 = -2\pi a^3$.

Assuming uniform spacing in $x$, $y$, $z$ directions, $u = v = w$, the interaction constant, $C$ from (2-16) is given by: $C = \frac{1}{\pi u^3}[1.202 - 16\pi^2 K_0(2\pi)]$, which reduces to $C = 1.06/\pi u^3$. Substituting this into equation (2-15) gives,

$$
\varepsilon_{eff} = \frac{1 + 8.33 a^3/u^3}{1 - 4.24 a^3/u^3} \quad \mu_{eff} = \frac{1 - 4.16 a^3/u^3}{1 + 2.12 a^3/u^3}
$$

(2-19)

As discussed by Lewin in [3], for metal particles, $\varepsilon_p$ is much greater than $\varepsilon_1$. Thus the expression for permittivity in equation (2-1) is reduced to

$$
\varepsilon_{eff} = \varepsilon_1[1 + 3p/(1 - p)]
$$

(2-20)

Substituting the expression for $p = 4\pi a^3/s^3$ and using the same notation by Collin in [7] reduces the expression in the square brackets above to $\frac{1+8.38a^3/u^3}{1-4.19a^3/u^3}$, which is very similar ($\pm 0.05$ difference in the multipliers of $a^3/u^3$) to the expression for $\varepsilon_{eff}$ in (2-19) above. Since a “lightweight binder” like Polyfoam which has a dielectric constant of 1.05 [35] is used in the analysis in [7], $\varepsilon_1$ can be approximated to $\varepsilon_0$. 
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Also, using the approximation for $\mu_{eff}$, if the particles are non-magnetic such that $\mu_p \rightarrow 0$, the expression for permeability in equation (2-1) is reduced to

$$\mu_{eff} = \mu_1 (1 - 3p/2 + p)$$

(2-21)

Substituting for $p$ and using the same notation in [7], reduces the expression in the bracket above to

$$1 - \frac{4.19a^3/\mu^3}{1 + 2.09a^3/\mu^3},$$

which is again similar to equation (2-19). Since the binder material is non-magnetic, $\mu_1 \approx \mu_0$.

From the foregoing calculations, the expressions for the $\epsilon_{eff}$ and $\mu_{eff}$ of a dielectric host containing spherical particles, obtained in [3] and [7] are almost the same assuming: uniform simple cubic spacing, non-magnetic spherical conducting inclusions and a host permittivity close to that of air, $\epsilon_0 = 1$.

Furthermore, the expressions for the effective parameters by Collin [7] as shown in equation (2-15) is similar to that of Cai et al, in [29] as shown in equation (2-8). In [7], the interaction constant for equally-spaced spheres was obtained as $C = 1.06/\pi u^3$. In this case, the number of spheres per unit volume, $N = u^{-3}$, and therefore $C = N \times 1.06/\pi$. Since $\frac{1.06}{\pi} \approx 1/3$, substituting in (2-15) yields $\epsilon_{eff} = 1 + \frac{Na_1}{1 - Na_1/3}$, which is the same as Cai’s equation in [29]. Collin’s equations also suggest that they can be applied to mixtures with non-uniform spacings along the $x$, $y$ and $z$ axes.

Although [2], [7], [11], [29] have used polarisabilities in their determination of effective constitutive parameters, they have represented these expressions differently. As an example, the expression for polarisability in (2-8) [29] and that in (2-14) [11] yield very similar graphs as shown in Figure 2.8 of Section 2.4 when used to plot the $\epsilon_{eff}$ against frequency, even though they are mathematically not exactly equal. In addition, although there is a ‘$4\pi$’ product difference in their equations for the effective properties appearing in the numerator and denominator of (2-14) [11], the $4\pi$‘s cancel each other out. Another dissimilarity is in their expressions for polarisability given in [11] and [29] which is due to the presence of the host medium’s refractive index value in the expression in [11].

Notable is the difference in the representation of the Clausius-Mossotti equation in (2-4) by Sihvola [2] from that used in (2-8) by Cai et al [29], by the presence of the ‘$\epsilon_1$’ term in the
denominator. This is because equation (2-8) by Cai et al from [29] takes into account the EM properties of the inclusions but not those of the host or assumes the host has EM properties close to that of free space.

The difference between the Maxwell-Garnett equation and Lewin’s formula from [3] is that while Lewin makes the particles exhibit an effective ε and μ due to their small size, Maxwell Garnett assumes that the smaller size particles have the same EM properties as when in their bulk forms. As the value of θ in equation (2-2) changes from being very small to being large and complex as the size-to-wavelength ratio increases, this variation in permittivity decreases. The value of the expression for θ in [3], [4], [26] differs with the size parameter, x in [11], [29] in that the effect of ε₂ and μ₂ are not accounted for. √ε₂μ₂ in the expression for θ in equation (2-2) is equal to the refractive index of the material of the particle, say n₂, while x uses the refractive index of the host medium, n₀.

Kolmakov et al in [4] adopts the formula by Sihvola in [2] for mixtures with more than one size of spherical inclusions to write an expression for ε_eff and μ_eff of a heterogeneous medium with a single-size sphere but having two different frequency-dependent polarisabilities. It takes into account the fact that the radii, the polarisabilities, the volume fractions and volume densities of the spheres will vary in magnetic and electric resonance modes. This is the primary difference from Lewin’s study in [3] where these variations are not taken into account. The spheres have different radii and were arranged in layers accordingly. In their study the particle spacing was taken to be much smaller than the wavelength. This is in line with the conditions for formulae validity in [3]. Numerical simulations were carried out on dielectric spherical and cylindrical particle arrays and it was found out that when the lattice constant was close to a wavelength, or even approximately half of the wavelength, the effective medium approach was not best suited for such mixtures [4]. This is explained as a situation in which “the particle interferes with the normal behaviour” of the host in [3]. A summary of this comparison is given in Table 2-1.

Other minor differences are that: the difference in the formulas for effective constitutive parameters in [3], [7] and [31] can be attributed to the fact that there is a product term difference of ε₀ in their expressions for dipole moment, p̅.
More advanced studies are carried out in [2], [36] for mixtures that include two or more homogenous material particles of equal or different sizes. In this case, the effective permittivity is a function of summation terms where the volume fractions of each included material and their respective permittivities are examined separately. Inclusion shapes other than spherical, such as ellipsoidal, and inhomogeneous, anisotropic, bi-anisotropic and non-linear mixtures were also examined in [2]. A review of the extended M-G theories has been done in [37].

Even though the equations from the published literature reviewed above, appear to be different, on closer inspection and under certain assumptions, they can be shown to be quite similar to each other.

Table 2-1: Summary of comparative study on canonical equations

<table>
<thead>
<tr>
<th>EQUATIONS</th>
<th>BASIS</th>
<th>LIMIT OF VALIDITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lewin [3]</td>
<td>SC lattice of spheres, semi-infinite medium</td>
<td>$a \ll \lambda/10$</td>
</tr>
<tr>
<td>Sihvola [2]</td>
<td>Regular &amp; random lattices, symmetric &amp; non-symmetric inclusions</td>
<td></td>
</tr>
<tr>
<td>Cai et al [29]</td>
<td>SC lattice, plane wave</td>
<td>$\varepsilon_1 \approx 1$</td>
</tr>
<tr>
<td>Doyle [31]</td>
<td>SC lattice, spherical inclusions</td>
<td>$a \ll \lambda/10$</td>
</tr>
<tr>
<td>Collin [7]</td>
<td>Metallic inclusions</td>
<td>$\varepsilon_1 \approx 1; a \ll s$</td>
</tr>
<tr>
<td>Kolmakov et al [4]</td>
<td>Electric and magnetic resonance modes</td>
<td>$a \ll \lambda/10$</td>
</tr>
</tbody>
</table>
2.4 Parametric Studies using Canonical Equations

In this section, the different parameters in the equations for the effective EM properties of the heterogeneous media in Section 2.2 are examined individually to understand their impact on the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \). As metallic particles were used for some of the analyses in the literature reviewed in Sections 2.2 and 2.3, the Drude model [38–40] was used to determine the EM properties of the metallic inclusions. All inclusions in this section are spherical and in an SC lattice. MATLAB was used to carry out these parametric studies on the equations presented in Section 2.2. Initially, numerical examples from some of the papers were replicated to ensure that their equations had been correctly entered into MATLAB. The values shown in the graphs below are the absolute values of the effective \( \varepsilon \) and \( \mu \), as such the loss tangents of these media are not presented here but are later examined in Section 4.4. The individual host and inclusion media examined in this section are assumed to be linear, homogenous, non-dispersive and isotropic. Speed of light in air, \( c = 3 \times 10^8 \text{m/s} \).

2.4.1 The Drude Model

From [41], an equivalent to the Drude model beginning from first principles is discussed, by using the atomic parameters of a material: its electron density, the mass of its electrons and/or holes, and its electron and hole collision angular frequencies, to derive the equivalent permittivity and hence the conductivity of the material. The relative permittivity of a material can be expressed as:

\[
\epsilon_p(f, N_e) = \epsilon_u - \frac{\omega_e(N_e)}{(\omega(f))^2 + (\nu_e)^2} \left( 1 + j \frac{\nu_e}{\omega(f)} \right) + \frac{\omega_h(N_h)}{(\omega(f))^2 + (\nu_h)^2} \left( 1 + j \frac{\nu_h}{\omega(f)} \right)
\]

where \( \omega_{e,h}(N_{e,h}) = \frac{N_{e,h}(q)^2}{\epsilon_o m_{e,h}} \) is the plasma frequency, \( q \) is the electron charge, \( \epsilon_o \) is permittivity of free space, \( (m_e, m_h) \) is the effective mass of the material’s electron and hole respectively, \( N_{e,h} \) is the electron (hole) density, \( \epsilon_u \) is the material’s undisturbed dielectric constant, \( \nu_{e,h} \) is the electron (hole) collision angular frequency, and \( f \) is frequency. This model is not only applicable to metals, but can be used for other classes of materials such as semiconductors.
2.4.2 Varying the Inclusion Size, $a$

In this section, the inclusion size was varied while the spacing and the frequency were kept constant. Fixing the frequency, $f$ at 3 GHz, and the spacing, $s$ at 200 µm, while varying the radius, $a$, of the particle from 1 to 100 µm, the effective $\varepsilon$ and $\mu$ of a mixture with a dielectric host medium (Polyethylene, $\varepsilon_1 = 2.25$ (tan $\delta = 0.001$)) was obtained as shown in Figure 2.8. $\mu_1 = \mu_2 = 1$. When the particle has a radius of 100 µm, the particles are touching (in an SC lattice), and although Lewin’s equations are stated as being limited to the case of not too densely packed media, this may give insight into what happens if the particles were touching. For this study, metal inclusions were used. Since the inclusions here are metallic, the heterogeneous medium approaches that of a continuous metal structure when the spheres are in contact. As such, the $\varepsilon_{\text{eff}} = 10$ value may not be valid in this case. This will be examined in further detail in Chapter 4. The permittivity of the metal (in this case, Copper) was obtained as $\varepsilon_2 = (1.2 - j103.5) \times 10^6$, from first principles using the Drude model using equation (2-22) over a 1–100 GHz frequency range. The conductivity determined from this permittivity value was very close to the well-known conductivity value of Copper, $5.76 \times 10^7$ S/m [42], [43]. Figure 2.8 shows the effective $\varepsilon$ and $\mu$ of the mixture as obtained from the different equations from Section 2.2. As shown, the $\varepsilon_{\text{eff}}$ increases while the $\mu_{\text{eff}}$ decreases as the spherical inclusions get bigger in size for a fixed unit cell size. It is expected that with denser packing such as with the BCC and FCC lattices, further increases and decreases in $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ respectively, will occur. The results from [7] and [29] agree with each other but do not agree with those from [2–4], [11] as [7] and [29] do not include the value of the host permittivity, $\varepsilon_1$ in their equations and so will only agree with the other equations when the host permittivity, $\varepsilon_1 \approx 1$.

Even though $\mu_1 = \mu_2 = 1$, the effective $\mu$ reduces with increase in the particle volume fraction because the inclusions are metallic and may create diamagnetism within the heterogeneous medium when illuminated by an external magnetic field. Diamagnetism occurs when an applied magnetic field on a material produces a net magnetisation vector oriented in such a way as to oppose the applied field, thereby resulting in a permeability less than unity [42]. But due to the structure of the equation in [2] (see equation (2-7)) with its denominator term, $\mu_2 - \mu_1 = 0$, this results in its $\mu_{\text{eff}} = 1$.

In Figure 2.8, the unit cell size is held constant and the particle size varied, but if the reverse case was studied where the particle size is held constant but the spacing varied, the same
graph will also be reproduced – the $\varepsilon_{eff}$ increasing as the spacing reduces. Calculations have also shown that the equivalent results are obtained by varying the spacing of the inclusions instead.

Figure 2.8: Variation of (a) $\varepsilon_{eff}$ and (b) $\mu_{eff}$ with spherical inclusion size, $a$, from [2] (Sihvola, — — —), [3] (Lewin, — —), [4] (Kolmakov, ▲ ▲ ▲), [7] (Collin, — — — —), [11] (Doyle, — — — —) and [29] (Cai, — — — —).
2.4.3 Varying the Operating Frequency, $f$

Formulations from [2], [7] do not have frequency terms, therefore only equations from [3], [4], [11], [29] are used to understand the effect of variation of the operating frequency with the EM properties of the heterogeneous mixture as shown in Figure 2.9. Here, it is assumed that the permittivities and permeabilities of the host and the inclusions are constant with frequency, that is, non-dispersive. However, this could be modified to accommodate variation with frequency, especially over large frequency ranges. This would allow dispersive materials to be considered. Here, the frequency, $f$ is varied from 1 to 30 GHz; other data: $a = 100 \ \mu m$, $s = 220 \ \mu m$, $\mu_1 = \mu_2 = 1$, $\varepsilon_1 = 2.25$ (tan $\delta = 0.001$) (Polyethylene) and $\varepsilon_2 = (1.2 - j103.5) \times 10^6$ (metallic inclusions).

![Figure 2.9: Variation of $\varepsilon_{eff}$ and $\mu_{eff}$ with frequency from [3] (Lewin, □□□□), [4] (Kolmakov, — ▲ ▲ —), [11] (Doyle, -- ♦ --) and [29] (Cai, ● ● ● ●).](image)

As shown in Figure 2.9, $\varepsilon_{eff}$ from [29] differs significantly from the others because $\varepsilon_1 > 1$ which is not included in its equation for $\varepsilon_{eff}$. The other results agree over the frequency range considered. For the case of $\mu_{eff}$, all the results from the equations agree with each other. As the frequency increases an initial reduction in the $\mu_{eff}$ from 1 is seen, and then $\mu_{eff}$ remains nearly constant at approximately 0.5 – the diamagnetic characteristic introduced by metallic inclusions as explained in Section 2.4.2.
2.4.4 Varying the Host Permittivity, \( \varepsilon_1 \)

As [7], [29] do not account for the properties of the host medium, their equations were not used in this study. While [11] has \( \varepsilon_2 \) affecting both \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) of the mixture, \( \varepsilon_2 \) affects only the \( \varepsilon_{\text{eff}} \) in [2–4]. For the plot of \( \mu_{\text{eff}} \), only the results from [11] were used as only its \( \mu_{\text{eff}} \) equation has \( \varepsilon_1 \) in it. The variation of \( \varepsilon_{\text{eff}} \) with \( \varepsilon_1 \) is shown in Figure 2.10. Data used: \( \mu_1 = \mu_2 = 1, \varepsilon_2 = (1.2 - j103.5) \times 10^6, f = 3 \text{ GHz}, a = 100 \mu\text{m}, \) and \( s = 220 \mu\text{m} \). the volume fraction, \( p = 39.34\% \). As shown in Figure 2.10, for the dimensions and EM parameters used in this example, the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) of the mixture agree across the different equations used. It is worth noting that although the host permittivity, \( \varepsilon_1 \) increases to a value of \( \sim 10 \), the \( \varepsilon_{\text{eff}} \) of the mixture increases linearly in a straight line but does not reach the permittivity of the inclusions, remaining at about 3 times the value of the host. It can be deduced that the host’s EM properties, \( \varepsilon_1 \) and \( \mu_1 \), are dominant in deciding the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) of the mixture as pointed out in the analysis in Section 2.2.2, despite the high level of the dielectric contrast between the EM properties of the host and inclusion material. Due to the assumption of non-dispersive media, the same variation shown in Figure 2.10 will be repeated for any other frequency, as far as the size and spacing of the inclusions are far less than the wavelength in the medium, that is, \( a, s \ll \lambda/\sqrt{\varepsilon_1 \mu_1} \).

![Figure 2.10: Variation of \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) with host permittivity, \( \varepsilon_1 \) from [2] (Sihvola, ●●●●), [3] (Lewin, ▪▪ ●▪), [4] (Kolmakov, ▲▲▲▲) and [11] (Doyle, ─ ─ ─ ─) at \( f = 3 \text{ GHz} \).](image)
2.4.5 Varying the Inclusion Permittivity, $\varepsilon_2$

The effect of changing the permittivity of the inclusion from 1 to 200, while keeping $a = 100$ µm, $s = 220$ µm, $\varepsilon_1 = 2.25$ (tan $\delta = 0.001$) and frequency at 3 GHz, is shown in Figure 2.9, using [2–4], [11], [29]. Reference [7] is not used as $\varepsilon_2$ is not present explicitly in its equations as it assumes metallic inclusions in its derivations.

![Figure 2.11: Variation of $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ with spherical inclusion permittivity, $\varepsilon_2$ from [2] (Sihvola, $\rightarrow$), [3] (Lewin, $\rightarrow$), [4] (Kolmakov, $\rightarrow$), [11] (Doyle, $\rightarrow$) and [29] (Cai, $\bullet$).](image-url)

Results from [29] in Figure 2.11 differ significantly as $\varepsilon_1$ is not accounted for while the other models show good agreement. Although $\varepsilon_2$ is intricately part of the equations for $\mu_{\text{eff}}$ in [3], it is worth noting that the $\mu_{\text{eff}}$ of the mixture still remains very close to unity as with other models and $\mu_{\text{eff}}$ is therefore different compared with metallic inclusions. The $\varepsilon_{\text{eff}}$ values remain the approximately the same irrespective of the frequency at which the $\varepsilon_2$ is varied. However, if the particle size is slightly increased from 100 µm to 110 µm, that is, to where the spheres are directly in contact, the effective $\varepsilon$ increases to about 9.2. Also, even though the permittivity of the inclusions is quite high, the permittivity of the host medium seems to have a higher influence on the effective $\varepsilon$ of the mixture. By a simple volume occupied to permittivity ratio, the $\varepsilon_{\text{eff}}$ should be higher.
2.5 Effect of Non-Spherical Inclusions

As stated in Section 2.2, some of the authors reviewed examined the effect of having inclusions with shapes other than spherical in a homogenous host [2], [7]. These include discs, cubes, cylinders and ellipsoids, examples of which are as shown in Figure 2.12. This section examines a few of these shapes and their merits (or lack of) compared with spherical inclusions.

![3-D diagrams of a cross-section of cubes and discs in a dielectric host](image)

Figure 2.12: 3-D diagrams of a cross-section of (a) cubes and (b) discs in a dielectric host

2.5.1 Cubes

Next in popularity to the spheres with respect to the shapes of the inclusions are cubes as shown in Figure 2.12 (a). Different methods have been used to calculate the $\varepsilon_{\text{eff}}$ of a heterogeneous medium with cubic inclusions such as the Boundary Integral Equation (BIE) method [44] and the Clausius-Mossotti (C-M) equation [45] as stated in equation (2-4). The method used here is that in [45] which uses the polarisability of a cube which is different from that of a sphere. As explained in Chapter 1, the polarisability of a material determines its dielectric response to an applied electric field. Previous research has been carried out in determining the polarisability of a cube as published in [46], [47]. Thus, for a cube, the polarisability, $\alpha$ is best approximated in equation (2-23) [45]:

$$\alpha = V \varepsilon_1 \frac{(\tau - 1)(3.6438\tau^2 + 11.948\tau + 6.4945)}{\tau^3 + 6.4703\tau^2 + 10.651\tau + 3.9638}$$

(2-23)

where $\tau = \varepsilon_2 / \varepsilon_1$ and $V$ is the volume of the cube. As the C-M equation has no frequency term, Figure 2.13 shows the variation of the $\varepsilon_{\text{eff}}$ of a mixture with 100 µm cubes spaced in
an SC lattice of 180 and 250 µm lattice constant. \( \varepsilon_1 \) varies from 1 to 10 (\( \tan \delta = 0.002 \)), while \( \varepsilon_2 \) is fixed at 11.9 (\( \tan \delta = 0.01 \)). Calculations were carried out in MATLAB.

![Graph showing the variation of \( \varepsilon_{\text{eff}} \) with \( \varepsilon_1 \) for a heterogeneous medium of 100 µm cubes with 180 (-----) and 250 µm (---) spacing]

Figure 2.13: Variation of \( \varepsilon_{\text{eff}} \) with \( \varepsilon_1 \) for a heterogeneous medium of 100 µm cubes with 180 (-----) and 250 µm (---) spacing

The cubes allow the inclusions to take up more of the volume of the host medium thereby increasing the volume fraction to a maximum of 1. However, the heterogeneous mixture still retains the isotropic nature of the spheres. As shown in Figure 2.13, an increase in \( \varepsilon_1 \) results in increase in \( \varepsilon_{\text{eff}} \) as expected. Here, the volume fractions of the cubes are 17.1% and 6.4% for 180 and 250 µm spacings respectively. The volume fraction and the non-metallic nature of the cubes implies that \( \varepsilon_{\text{eff}} \approx \varepsilon_1 \) as seen in the graph. The two curves do not differ significantly from each other as the cubes are quite sparsely distributed within the host medium.

It should be noted that for C-M equations in [45], as the volume fraction of the heterogeneous mixtures approach 1, the accuracy of the \( \varepsilon_{\text{eff}} \) results significantly reduces, and as such does not agree with extracted results from simulations as will be discussed in Chapter 4.
2.5.2 Discs

Disc-shaped inclusions can also be used in heterogeneous mixtures as discussed in [2], [7], [9], [44] and as shown in Figure 2.10 (b). These discs can be dielectric [2] or conducting [7], [9], [48], and are usually assumed to be very thin when they are conducting [48]. Due to the inherent characteristic of the disc not being symmetrical along all 3 axes, it tends to produce anisotropic effective EM properties when used in heterogeneous mixtures as its polarisability varies in each axis [2], [44], [49], [50]. The non-uniformity of the disc’s polarisability is derived from the fact that the ‘depolarisation factor’ along the x, y and z-axes are not equal as in the case of the sphere (which is 1/3) [51]. For a disc, the depolarisation factors along the x, y and z-axes are given by \((N_x, N_y, N_z)\) = (0, 0, 1). The value ‘1’ corresponds to the axis normal to the plane of the disc. Figure 2.14 shows the variation of the \(\varepsilon_{eff}\) with disc spacing.

It has been assumed here that the impinging wave is a plane wave in which the electric and magnetic fields are in the plane of the discs. Thus, no magnetic polarisation is produced as the magnetic field is in this plane [7]. Data used: disc radius, \(r = 100 \, \mu m\), disc thickness, \(t = 10 \, \mu m\), disc spacing on the plane parallel to the disc surface, \(s = 210 - 400 \, \mu m\), disc spacing normal to the plane of the disc surface, \(h = 25 \, \mu m\), \(\varepsilon_1 = 2.25\) (tan \(\delta = 0.002\)), \(\varepsilon_2 = 11.9\) (tan \(\delta = 0.01\)), frequency, \(f = 3 \, GHz\). Calculations were carried out in MATLAB using equations in [2], [7].

![Graph showing variation of \(\varepsilon_{eff}\) with disc spacing (parallel to the surface of the disc) using [2] (continuous) and [7] (dashed)](image)

Figure 2.14: Variation of \(\varepsilon_{eff}\) with disc spacing (parallel to the surface of the disc) using [2] (continuous) and [7] (dashed)
From Figure 2.14, the $\varepsilon_{\text{eff}}$ from [7] is higher than that from [2] by about 0.5. This is probably because the original equation for the $\varepsilon_{\text{eff}}$ in [7] assumes the permittivity of the host to be air and deals with conducting discs. As such it was modified by multiplying the right-hand-side of equation (2-15) by $\varepsilon_1$. In addition, it does not account for the thickness of the disc. In [2], all these parameters are accounted for its equation (see equation (2-6)) and is based on dielectric inclusions. However, the shape/slope of these two plots agree with that shown in Figure 12.9 of [7]. As expected, the $\varepsilon_{\text{eff}}$ of the heterogeneous mixture increases with a decrease in the disc spacing and tends towards the permittivity of the host.

A good grasp of thin discs in a dielectric host was important as in Chapter 5, the initial measurements were based on thin cuboids etched on a relatively thicker dielectric substrate and stacked up to achieve an overall thickness within the range of that typically available for microwave substrates. Due to the non-uniformity of the size of the discs along the 3 Cartesian coordinates, it is expected that the heterogeneous medium will show anisotropy as depolarisation factors of the disc are not equal along all three axes. Therefore, $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ will be represented by permittivity and permeability tensors instead. This will be further discussed in Chapter 5.

### 2.5.3 Cylinders

Cylindrical inclusions were used in [4], [7], [29], [52] and were either dielectric or conducting. By using an equal volume transformation between the cylinder and a sphere, the equations for the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of spherical inclusions in a dielectric host can be used, to obtain those for media with cylindrical inclusions. If the height of the cylinders are such that they are equal to the diameter of the sphere, the equivalent radius of the cylinder, $r_c$ is given by $r_c = r_s \sqrt{2/3}$, where $r_s$ is the radius of the sphere. Thus similar graphs to those given in Section 2.4 will be obtained. However, there will be slight differences because of “higher-order scattering at the edges of the cylindrical particles” [29] and the scattering equations may differ from that of a sphere given in [28]. Negative permittivity and permeability can also be obtained depending on the polarisation of the wave exciting the structure [34]. Refractive indices less than unity can also be obtained [53].
2.6 Conclusions

As with all research, it is important to understand the theory behind artificial dielectrics and heterogeneous mixtures. Different equations representing various effective medium theories have been reviewed in this chapter. Most of the equations examined here agree with each other to a good degree. For the equations with deviations, the reasons behind these deviations have been highlighted and discussed. From the review of the various models, the equations from Cai in [29] are valid only when the permittivity of the host is 1 and thus cannot be used where the host properties are not close to that of air. Sihvola and Collin in [2], [7] respectively do not have frequency terms in their expressions, and so cannot be used for frequency-dependent results or to detect electric and magnetic resonances in a heterogeneous medium. The equations by Lewin, Kolmakov and Doyle from [3], [4], [11] respectively have been deemed sufficient and robust enough for the further research presented in this thesis, with the latter two having more complicated forms. They have been used primarily when comparisons were to be made between the results from the canonical equations, EM simulations and measurements. This is because in addition to having terms representing frequency and the host’s EM properties, they make use of the electric and magnetic scattering coefficients of the inclusions. A summary of this comparison has been given in Table 2-1.

Some of the graphical results given in the literature reviewed have been reproduced where possible and explained. Additional parametric studies on the different parameters constituting these canonical equations for the effective properties of the heterogeneous media, $\varepsilon_{eff}$ and $\mu_{eff}$, have also been carried out with the results presented. This step was important for understanding how these parameters individually affect the overall properties of the mixtures which would potentially be useful in the design of heterogeneous media with readily available materials.

In addition, heterogeneous media of non-spherical inclusions such as cubes, discs and cylinders, have been reviewed with graphical results. This was necessary because in the following chapters, non-spherical inclusions will also be used to create these heterogeneous media with the effective properties examined via simulations and compared with these equations. As it is probably easier to create these non-spherical shapes in practise, this emphasises the importance of understanding how these effective medium equations perform for non-spherical inclusions. Thus, the equations presented in this chapter will be used directly for some of the other results given in this thesis.
2.7 References


3.1 Introduction

Chapter 2 developed an understanding of the canonical analysis of (semi-) infinite structures consisting of spherical and non-spherical particles embedded in a dielectric host medium and arranged in a simple cubic (SC) lattice, using formulations from several authors. In order to validate the canonical equations discussed in Chapter 2, simulations of these heterogeneous mixtures were carried out. This allowed the validation of the canonical results from the simulated results. This chapter explains the simulation process to extract the effective permittivity, $\varepsilon_{\text{eff}}$, and permeability, $\mu_{\text{eff}}$, for heterogeneous mixtures with dielectric and metallic inclusions.

The process, methods and results of using electromagnetic (EM) simulations to find the effective EM properties of heterogeneous mixtures are discussed. Stated simply, the simulation process works by applying an EM plane wave to the heterogeneous medium and then extracting the scattering (S-) parameters, typically, $S_{11}$ and $S_{21}$. An inversion algorithm is applied to these S-parameters in order to obtain the EM properties of the medium. Numerical simulations of these structures were carried out with an appropriate 3D Finite-difference-time-domain (FDTD) EM simulation software, Empire XCcel®.

Before the heterogeneous structures were simulated, it was important to determine that the choice of the extraction method used in obtaining the effective permittivity and permeability ($\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$) of the medium from the simulation results were correct. The foundation for the effective-medium theory as discussed in Chapter 2 [1–6] was used here because the heterogeneous media could be homogenized on a macroscopic scale as the wavelengths considered were much larger than the lattice constants/periodicity and the size of the inclusions. Well-known inversion/extraction techniques exist such as the Nicholson-Ross-Weir (NRW) method [7], [8], the Resonant Inverse Scattering method [9], and other variants of the S-parameter inversion process [10–14]. These methods use the S-parameters and the thickness of the material to obtain the effective EM properties of the medium subjected to a plane wave or when the sample is placed in a waveguide.
On deciding on the extraction technique to be used as that described in [9], it was necessary to make sure that the technique was robust enough to be applied to other heterogeneous and homogenous materials and not only on the sample described in [9]. Therefore, dielectric slabs of known EM properties ($\epsilon$ and $\mu$) and finite thicknesses were simulated using Empire XCcel®. In order to achieve infinite dimensions in the simulated structures (as used in the structures from the canonical equations in Chapter 2), perfect electric and magnetic conductors (PEC and PMC) were used as boundary conditions along two axes. Perfectly matched layers (PML) were used along the third axis.

In this chapter, an overview of the FDTD method and the boundary conditions is given in Section 3.2. Section 3.3 discusses the plane wave incidence and the expected response of the material and the simulation geometry of homogenous samples as a foundation for the heterogeneous ones. While Section 3.4 gives a detailed description of the inversion technique used here, Section 3.5 discusses the verification of the implementation of the technique with validating examples. A flowchart showing the whole process for the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ extraction described in this chapter is given in Figure 3.1. The conclusions are given in Section 3.6.
Figure 3.1: Flowchart of the Inversion Process to extract $\varepsilon_{eff}$ and $\mu_{eff}$. (MUT: material under test; $\eta$ and $n$ are the MUT’s impedance and refractive index respectively)
3.2 Overview of FDTD Technique

The history and introduction of FDTD to solving electromagnetic problems is presented in [15]. The FDTD method is a numerical modelling technique that discretises the problem space into time and space, and uses the differential form of Maxwell’s equations to provide the solution over time. FDTD was first described in [16] and it uses the Yee cell in which the three Cartesian components of the electric and magnetic fields are discretised to form a 3-D space lattice. The FDTD method works by dividing the problem space into smaller cells called Yee cells [16], of size $\Delta x$, $\Delta y$ and $\Delta z$, the differential equations are represented by their discretised forms. Further discussion on the FDTD method is given in Appendix 3.

FDTD is a discontinuous method and each Yee cell can be surrounded by materials having different electrical properties. This is particularly useful for this research as the artificial dielectrics to be designed are made up of at least two materials of different electrical properties. A significant characteristic of FDTD is that it requires the whole computational space to be discretised which may require large computational memory and thus long simulation times. Empire XCcel® FDTD software was used in this work. It uses grid or mesh lines to divide the problem space into Yee cells of different sizes depending on the resolution required.

3.2.1 Boundary Conditions in FDTD

Perfect Electric and Magnetic Conductors (PEC and PMC) can be used as boundary conditions in an FDTD simulation; they can also be used as symmetry planes [17]. A PEC boundary has an infinite conductivity and so forces the tangential electric field to zero at the outermost grid line of the problem space. This is particularly useful in the simulations in this research where the incident wave is a Transverse ElectroMagnetic (TEM) wave and so has no electric field component in the direction of wave travel, that is, parallel to the PEC boundaries. The PMC boundary also forces the tangential magnetic field to zero in the middle of the outermost cell. As the PEC and PMC boundaries serve as symmetry planes, they allow the replication of a structure to an infinite extent along the plane parallel to those boundaries. In Empire XCcel®, the PEC boundary lines lock to the edge of the problem space while the PMC boundary line locks to the middle of the outermost cell. An example of how these two boundary conditions are represented in Empire XCcel® is shown in Figure 3.2. In (a), the top blue line is the edge of the structure while the lower green line is the PMC boundary which is between the black and red grid/mesh lines at the right edge column; in (b) the top red line
with the ground symbol is the PEC boundary and as shown is locked to the edge of the structure/outermost grid line, which is blue in this case. The meshing at the PMC boundary of the structure in Empire XCcel® can be increased in the outermost cell manually to force the PMC to be at the edge of the structure. In this case, the blue and green lines in Figure 3.2 (a) will then coincide.

![Figure 3.2: Screenshots from Empire XCcel® to show (a) the PMC and (b) PEC boundaries](image)

For the absorbing boundary conditions (ABC), their impedance is matched to the impedance of the free space and so in an ideal case, there are no reflections at these interfaces. ABC’s contain lossy materials to absorb the incident wave. These ABC’s are represented by perfectly match layers (PML) in Empire XCcel®. PML was introduced by Berenger [18] and reduced reflections to about 80dB, which effectively puts the material/sample in free space. In Empire XCcel®, the higher the number of these layers, the smaller the reflections and the more accurate the S-parameter results, but the slower the simulation speeds [17]. More details on the FDTD process can be found in [15], [19], [20].
3.3 Plane Wave Simulation Geometry

3.3.1 Plane Wave Incidence

The effect of a plane wave incident on a finitely thick material is briefly explained here. References [21], [22] give an explanation for the behaviour of a plane wave impinging on a flat surface. For simplicity here, a TEM plane wave is used in which the electric (E) and magnetic (H) fields are linearly polarised and tangential to the plane of incidence. The direction of propagation is perpendicular to this plane of incidence. This is shown in Figure 3.3.

Since the structures examined in this thesis were materials of finite dimensions, the more complex analysis derived for a TEM plane wave with normal incidence on a slab of finite thickness (bounded by air) as shown in Figure 3.3, was used whose reflection and transmission coefficients are given respectively, by [21]:

\[
\Gamma_{\text{slab}} = \frac{E_{r0}}{E_{i0}} = \frac{\Gamma_{12} - e^{-j2\beta_2 d}}{1 - \Gamma_{12} e^{-j2\beta_2 d}}, \quad T_{\text{slab}} = \frac{E_3^+}{E_{i0}} = \frac{(1 - \Gamma_{12}^2) e^{-j\beta_1 d} e^{j\beta_2 d}}{1 - \Gamma_{12}^2 e^{-j2\beta_2 d}}
\]

(3-1)

where \(\Gamma_{12}\) is the reflection coefficient at boundary; \(\beta_2\) and \(\beta_1\) are the phase constants in the slab and the bounding media respectively; and \(d\) is the thickness of the slab (equation (3-1) assumes lossless dielectrics). These expressions are derived from first principles in [21] by
examining the electric and magnetic fields at the boundaries. From equation (3-1), once the values of the incident, reflected and transmitted fields are known together with the thickness of the test slab, algebraic manipulations can be used to extract the $\varepsilon$ and $\mu$ of the MUT.

An important point to consider when measuring the properties of dielectric materials using plane wave illumination is the distance between the surfaces of the MUT and the measurement planes/ports and/or source of excitation. For instance, if horn antennas are used for the measurements, as a rule of thumb, a distance of about 10 wavelengths is recommended to make sure that the wave impinging on the material is as ‘plane’ as possible and that the material is in the farfield region of the antennas, that is, at $2D^2/\lambda$, where $D$ is the largest dimension of the antenna and $\lambda$ is the shortest wavelength over the frequency range examined [23]. In addition, where coaxial-to-waveguide adapters are used, extra lengths must be allowed between the sample and the adapters to ensure that the “higher order evanescent modes due to the adapters are significantly attenuated prior to reaching the sample” [8]. This extra-distance rule applies also when using numerical simulation tools such as Empire XCcel® for these plane wave simulations. The “Microstrip port” in Empire XCcel® [17] was used to generate the plane waves used in the simulations in this thesis. Note: Empire XCcel® has a plane wave box but using the microstrip port is more advantageous compared to a plane wave excitation as the S-parameter results at the ports are readily available.

### 3.3.2 Simulated Plane Wave Verification

In order to verify that the plane wave generation source in the simulation tool gave a true TEM wave, an empty port source as shown in Figure 3.4, was simulated first. The PEC and PMC boundary conditions were used in all these plane wave simulations as symmetry planes to replicate the infinite dimensions used in the canonical equations as discussed in Chapter 2, and also to truncate the simulation domain [17]. The PEC and PMC boundaries were at $(z = 0, z = z_{\text{max}})$ and $(y = 0, y = y_{\text{max}})$ respectively. The PML boundary conditions were used at each reference plane $(x = 0, x = x_{\text{max}})$ to minimise reflections from the ports and can be placed in the same position as the ports, giving a higher accuracy in the S-parameter results. Placing the ports in the same location as the PML boundary is possible as it has been built in to Empire XCcel® when the ports are pre-defined as ‘Absorbing’ ports.

‘P1E’ and ‘P2’ are the measurement and reference planes in the simulations. The ‘E’ in P1E indicates that the port is excited as it is the source. The blue crosses (‘X’) indicate where these ports are, while the dashed lines (---) indicate the measurement/reference planes and in
this case coincides with the port positions. The ‘DumpBox’ is used as a storage box in Empire XCcel® to measure and save the values of the E- and H-fields along any path within the box [17]. The electric and magnetic fields along the path of propagation of the waves can also be measured at pre-defined frequencies.

Figure 3.4: The plane wave source – using a “Microstrip port”, in Empire XCcel®

Figure 3.5 shows the amplitudes of the three Cartesian components \((x, y, z)\) of each of the fields at 10 GHz. For a plane wave, the E and H fields are in phase and are perpendicular to each other and to the direction of propagation. The wave impedance, \(\eta\) in these regions can be readily obtained by dividing the value of the E-field by that of the H-field, that is, \(\eta = E/H\). This gives the well-known wave impedance of free space (or vacuum), \(120\pi \Omega \approx 376.99 \Omega\), approximately. From Figure 3.5 (a), \(E_x\) and \(E_y\) are close to zero while \(E_z \approx 14.1\), and from Figure 3.5 (b), \(H_x\) and \(H_z\) are zero while \(H_y \approx 37.4\), all normalised to the incident fields. Using the results of \(E_z\) and \(H_y\) given in Figure 3.5, the wave impedance, \(\eta \approx 377.01 \Omega\), which is equal to that of free space. Similar results were obtained at 1 and 15 GHz. These values show that the wave generated by the port is a true TEM plane wave and therefore, this is a computationally efficient method of creating a plane wave excitation for the simulations.
3.3.3 Simulation Geometry with Homogenous Slabs

A dielectric slab of finite thickness, see Figure 3.6, was simulated using Empire XCcel® and the electric and magnetic fields were extracted. Sufficient distances had to be placed between the slab and the measurement (reference) planes to ensure that any “higher order evanescent modes” that may be present are significantly attenuated before reaching the slab [8], [24]. This principle is analogous to ensuring the material under test (MUT) is exposed to a plane wave from an antenna by placing it in the far-field of the antenna. The positions of the PEC...
and PMC boundary conditions as used in all of the plane wave simulations are as shown in Figure 3.7.

The regions between the measurement planes and the interfaces of the structure along the wave propagation direction can be taken in the simulation domain to be the same as free space, without loss of accuracy. The slab’s reflection and transmission coefficients are functions of its EM properties ($\varepsilon, \mu$), which can be derived from the amplitudes of the E- and H-fields in these regions. Therefore, for a slab of known thickness, $d$, the field values can be used to obtain its EM properties, $\varepsilon$ and $\mu$. However, because these EM properties are intricately woven into the equations in (3-1), inverse scattering methods that use the known values of the scattering parameters and the slab dimensions, were used instead to derive the EM properties of the heterogeneous media.

Figure 3.6: Simple 3-D simulation set up of a homogenous dielectric slab under plane wave illumination, with DumpBox for field recording.
Depending on the maximum width, $w$ or height, $h$ of the Microstrip line (MSL), whichever is greater, a cut-off frequency point is reached after which spurious resonances occur and any results after this point are not fit for use in the extraction calculations or at worst, completely inaccurate. This frequency is given by: $f_c = \frac{c}{\max(w \text{ or } h)}$, where $c$ is the speed of light in free space, $\approx 3 \times 10^8$ m/s. However, due to the fact that the PEC and PMC boundaries on the $z$- and $y$-axes providing a symmetry (mirror) plane reproducing an infinite structure, the cross-section of the MSL can be made as small as necessary to increase the cut-off frequency and so that accurate higher frequency results are possible.
3.4 The Inversion Algorithm

The Inverse Scattering Algorithm is a method of taking measured or numerically computed $S_{11}$ and $S_{21}$ parameters of a medium subjected to an incident plane wave and algebraically manipulating them to obtain the EM properties of that medium. These properties are the effective wave impedance and refractive index which can be used to obtain the effective permittivity and permeability of the medium [8], [9], [12]. The complexity of equation (3-1) creates the need for an alternative method compatible with the simulation tool and the results it produces. Empire XCcel® provides the total E- and H- fields within the simulation domain, but it does not break down the E-field in the region between the exciting port and the MUT into the incident and reflected fields. Therefore, this eliminates the use of equation (3-1) in extracting the EM properties of the MUT. Empire XCcel® gives the S-parameters ($S_{11}$ and $S_{21}$) and reciprocity is assumed for the $S_{12}$ and $S_{22}$ values.

As stated in Section 3.1, there are several inversion techniques [8–10], [13], [25–29] that can be used to extract the $\varepsilon$ and $\mu$ of the MUT. The S-parameter results from the simulations are used as inputs into these formulations to obtain the effective $\varepsilon$ and $\mu$. The inversion technique chosen and used extensively for this thesis is the “Resonant Inverse Scattering” formulations given in [9] and the effective $\varepsilon$ and $\mu$ extracted from the published S-parameters were reproduced using the equations given in it. It requires a plane wave excitation as shown in Figure 3.4. It was straightforward to implement in MATLAB and robust as it allowed flexibility in the geometries – homogenous and heterogeneous materials, and also showed good agreement with the results from the canonical equations in Chapter 2. Although these formulations apply primarily to homogenous media, they can be applied to heterogeneous structures with good levels of accuracy as heterogeneous media can be viewed as being macroscopically continuous [9], [10], within the boundaries where the effective medium theory applies.

As the EM properties are related to the reflection and transmission coefficients as given in equation (3-1), the relationship between the S-parameters and these coefficients is important and is given by [8], [9], [30]:

$$\Gamma = V \pm \sqrt{V^2 - 1}; \quad T = \frac{S_{11} + S_{21} - \Gamma}{1 - (S_{11} + S_{21})\Gamma}$$

(3-2)
where \( V = \frac{S_{11}^2 - S_{21}^2 + 1}{2S_{11}} \); and \( \Gamma \) and \( T \) are the reflection and transmission coefficients respectively.

A direct relationship between the \( S_{11} \) and \( S_{21} \) and the EM properties is given by [9]:

\[
S_{11} = \frac{\eta - 1}{\eta + 1} \frac{1 - x^2}{1 - \left(\frac{\eta - 1}{\eta + 1}\right)^2 x^2}; \quad S_{21} = \frac{4\eta x}{(\eta + 1)^2} \frac{1 - x^2}{1 - \left(\frac{\eta - 1}{\eta + 1}\right)^2 x^2}
\]

(3-3)

where \( \eta \) is the wave impedance; \( x = e^{jk_0dn} \); \( k_0 \) is the wave number; \( d \) is the thickness; and \( n \) the refractive index of the sample. The two unknowns here are \( \eta \) and \( n \).

By algebraically inverting these equations, the exact solution to the effective parameters of the medium is given in equations (3-4) – (3-6) [9]:

\[
\eta = \frac{1 + A}{1 - A} = \pm \sqrt{V + 1 \over V - 1}; \quad A = V \pm \sqrt{V^2 - 1}
\]

(3-4)

\[
Re\{n\} = \frac{\cos^{-1}(Re\{x\}/|x|)}{k_0d}, \quad Im\{n\} = -\frac{\ln|x|}{k_0d}
\]

(3-5)

where

\[
V = \frac{1 + S_{11}^2 - S_{21}^2}{2S_{11}}; \quad x = \frac{S}{1 + R - ASR}; \quad S = S_{11} + S_{21}; \quad R = \frac{S_{11}}{S_{21}}
\]

(3-6)

The decision on which sign to use (±) in equation (3-4) is dealt with by ensuring that for each frequency point, \( Re\{\eta\} > 0 \), or \( |A| \leq 1 \), where \( A \equiv \Gamma_\infty \) is the “reflection coefficient for a planar semi-infinite medium”. Another issue is the “multivaluedness of the inverse trigonometric function and analytic continuation of phase” in equation (3-5) [9]. Due to the nature of inverse cosine functions, the numerator of \( Re\{n\} \) can have several values which are all correct. For example, \( \cos^{-1}(1) = 0, 2\pi, 4\pi, \ldots \). As with frequency, the phase, \( \varphi_d \) of the medium keeps returning to the “first Reimann sheet” [31], [32] because of the inverse cosine function in the equations, whereas physically the phase should be a continuous (analytic) function as should the resulting refractive index, over frequency. The Reimann sheet describes the region over which the phase of a complex number gives the definition(validity) of the complex number [33], [34]. In this case, the phase oscillates strictly between 0 and 2\( \pi \).
or \(-\pi\) and \(+\pi\), whereas it should go above this range, and so the first Reimann sheet is defined by \(0 < \varphi_d < 2\pi\), and maps unto the upper half of the complex plane. This oscillation is handled by using a rectification algorithm on the phase which is described in Section 3.4.1.

### 3.4.1 Rectification Algorithm

Due to the restriction of the phase of the medium to the first Reimann sheet as described above, a rectification process is required to make the phase continuous over the frequency range. The rectification process ensures that if the phase reaches a peak, say, \(+\pi\), instead of returning to \(-\pi\) for the next frequency point, the phase goes to \(+3\pi\). This process is explained in more detail below.

**Phase Transfer**

As the ports, P1E and P2 serve as the measurement planes and are not at the edges of the structure, the values of the phases of the S-parameters measured are not the same as the phases at the edges of the MUT as the waves have travelled over these distances. The first step in the rectification process is to transfer the phases of the S-parameters. Let the distance from Port 1 to the slab be \(d_1\), the distance from the other end of the slab to Port 2 be \(d_2\), as shown in Figure 3.8, and the phase of the \(S_{11}\) from the simulations be \(\varphi_1\) while the phase of the \(S_{21}\) be \(\varphi_2\). \(d_1\) and \(d_2\) are typically at least five times the thickness of the sample and longer especially where the simulation domain size allows it such that the simulation time is hugely prolonged, especially for the homogeneous slabs presented in Section 3.5.2. \(d_{1,2} \gg d\).

![Figure 3.8: 2-D view of simulation set-up with homogenous slab. (not drawn to scale)](image)

Thus, the first stage of the rectification process is to shift these measured or simulated phases to these edges as these are the correct phases to be used in the inversion process [8], [21]. These corrected phases are given in equations (3-7) and (3-8):
\[ \varphi_{1c} = \varphi_1 + 2k_0d_1 \text{ for the } S_{11} \]  

and

\[ \varphi_{2c} = \varphi_2 + k_0d_2 + k_0d_1 \text{ for the } S_{21} \]  

where \( k_0 = 2\pi/\lambda \) and \( \lambda \) is the free space wavelength. If the medium surrounding the slab is not free space or vacuum, the value of \( \lambda \) is modified by \( \sqrt{\mu_x\varepsilon_x} \), such that \( \lambda \) becomes \( \lambda/\sqrt{\mu_x\varepsilon_x} \) where \((\varepsilon_x, \mu_x)\) is the relative \( \varepsilon \) and \( \mu \) of the surrounding medium. The effect of this transfer of phase is shown in Figure 3.9. There are fewer oscillations in the transferred phase than the original phase as the wave has effectively travelled a shorter distance.

![Graph](image)

**Figure 3.9:** An example of Re\((S_{11})\) (blue) and Im\((S_{11})\) (red) before (dashed) and after (continuous) transfer of phase to the edge of the structure

**Phase Rectification**

After transferring the phase of the S-parameters to the edge of the MUT, the phase of the MUT has to be rectified. The phase change for a wave travelling in a (dielectric) medium of finite thickness, \( d \), as shown in Figure 3.8 is given in equation (3-9) [9]:

\[ \Delta \varphi_d = k_0dRe\{n\} \]  

As shown in Figure 3.10, when semi-logarithmic (log scale on \( y \)-axis only) graphs of \( \Delta \varphi_d \) and \( \pi - \Delta \varphi_d \) against frequency are plotted, sharp discontinuities occur at certain frequencies due to the inverse cosine function in equation (3-5). The line labelled \((\pi - \varphi_d)\)
has been included to highlight these discontinuities. Without rectification of this phase, the refractive index, $n$ follows these discontinuities falling to zero at the frequencies of the phase minima and peaking at the frequencies of the phase maxima [35], and the phase is therefore only accurate at frequencies below the first discontinuity without the rectification algorithm.

![Graph showing discontinuous phases and rectified phase](image)

**Figure 3.10**: Example of the discontinuous phases, $\Delta \phi_d$ (---), $\pi - \Delta \phi_d$ (••••) and the rectified phase, $\Delta \phi_r$ (▬▬) of a medium

The rectification process is explained below. Combining equation (3-9) with (3-5) implies that the phase of the medium can also be expressed and calculated as:

$$\Delta \phi_d = \cos^{-1}(\text{Re}\{x\}/|x|)$$  \hspace{1cm} (3-10)

Depending on the range of frequencies selected, the thickness of the MUT and the EM properties of the medium, there may not be a discontinuity throughout the frequency range. If this is the case, $\Delta \phi_d = \Delta \phi_r$, where $\Delta \phi_r$ is the rectified phase. If discontinuities occur, then it is initially assumed that the rectified phase, $\Delta \phi_r$ is equal to either $\Delta \phi_d$ or $(\pi - \Delta \phi_d)$, depending on which is increasing, that is, has an initial positive gradient. These two functions are complementary to each other. This continues till the point where the first discontinuity occurs, say at frequency, $f_1$. This can be written as:

$$\Delta \phi_r(1:f_1) = \Delta \phi_d(1:f_1) \text{ or } ((\pi - \Delta \phi_d)(1:f_1))$$  \hspace{1cm} (3-11)

On reaching the first discontinuity, the second function is now increasing and is added to the value of $\Delta \phi_r$ from the point at which the first discontinuity occurs, that is, at the point...
\[ \Delta \phi_r(f_1) = \Delta \phi_d(f_1) \text{ or } \{(\pi - \Delta \phi_d)(f_1)\}. \]

Thus, from \( f_1 \) to the next discontinuity, say at frequency, \( f_2 \), the value of \( \Delta \phi_r \) is given as:

\[ \Delta \phi_r(f_1:f_2) = \Delta \phi_d(f_1) + (\pi - \Delta \phi_d)(f_1:f_2) \text{ or } (\pi - \Delta \phi_d)(f_1) + \Delta \phi_d(f_1:f_2) \quad (3-12) \]

At \( f_2 \), when the second function starts decreasing, the first function which should now be increasing is added from this point of discontinuity. That is, from \( f_2 \) to the next discontinuity, say \( f_3 \), the value of \( \Delta \phi_r \) is given as:

\[ \Delta \phi_r(f_2:f_3) = \Delta \phi_d(f_1) + (\pi - \Delta \phi_d)(f_2) + \Delta \phi_d(f_2:f_3) \]

or \((\pi - \Delta \phi_d)(f_1) + \Delta \phi_d(f_2) + (\pi - \Delta \phi_d)(f_2:f_3)\) \( (3-13) \)

This process is repeated until the end of the operating frequency range. The new ‘rectified phase’ is now a continuous increasing function of frequency without discontinuities, as shown by the black continuous line in Figure 3.10.

The rectified phase, \( \Delta \phi_r \) is then used to re-compute \( Re\{n\} \) in equation (3-5), that is,

\[ Re\{n\} = \frac{\Delta \phi_r}{k_0d} \quad (3-14) \]

Thus, the correct values of refractive index, \( n \) and wave impedance, \( \eta \) are then obtained and are related to the EM properties \( \varepsilon \) and \( \mu \) by:

\[ \varepsilon(f) = \frac{n(f)}{\eta(f)} \]

\[ \mu(f) = n(f) \cdot \eta(f) \quad (3-15) \]

This rectification process is important as the refractive index of the medium, which varies as a function of frequency, is directly determined from this phase. The whole inversion process including the rectification algorithm was implemented in MATLAB to automatically handle the rectification process using for loops, and correctly deal with the sign ambiguity. The imaginary parts of the S-parameters have to be negated due to the difference in sign convention when travelling waves are represented by Physicists \( (e^{i(kx-\omega t)}) \), as used in [9], or by Engineers \( (e^{-j(kx-\omega t)}) \). To further illustrate the need for the rectification process in order to improve the accuracy and continuity of the \( \varepsilon_{eff} \) and \( \mu_{eff} \), an example of the extracted \( \varepsilon_{eff} \) with and without the phase rectification is plotted in Figure 3.11. Note: detailed comparisons with the empirical equations will be discussed in Chapter 4.
Since $n$ is subject to the rectification process, a relatively continuous plot of $n$ can be achieved. However, as the wave impedance, $\eta$ is still a function of the un-rectified values of the S-parameters (after the phase transfer), its behaviour still shows the discontinuities that have been removed from $n$. Hence the “spikes” (from the thickness resonance of the structure) as a result of these discontinuities left in its plots will appear in the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ graphs. Figure 3.12 shows a typical graph to illustrate this point.
As shown in Figure 3.11 and Figure 3.12, “spikes” occur at certain frequencies. At these frequencies, which are related to the thickness of the dielectric slab and its EM properties by \(d = n\lambda_g/2\) where \(\lambda_g\) is the guided wavelength given by \(\lambda_g = \lambda_o/\sqrt{\mu_r\varepsilon_r}\); and \(n\) is an integer, \(n = 1, 2, 3 \ldots\), the slab is transparent to the incident plane wave [21] and so total transmission occurs. Thus at these frequencies, the values of the \(S_{11}\) are close to zero \([\text{Re}(S_{11}), \text{Im}(S_{11}) \approx 0]\), while \(|S_{21}| \approx 1\ [\text{Re}(S_{21}) \approx \pm 1, \text{Im}(S_{21}) \approx 0]\). This explains these “spike” points (shown in Figure 3.10 to Figure 3.12 and other subsequent \(\varepsilon_{\text{eff}}\) and \(\mu_{\text{eff}}\) plots), also known as the half-wavelength impedance matching frequencies [21], [26] or thickness resonance points [28]. These “spikes” are also called the Fabry-Perot resonance points [9].

### 3.4.2 Rectification Verification by Group Delay

It is worth noting that information from the original simulation results is not lost by using the rectification process. The group delay of the medium before and after the inversion process (including rectification) can be used to verify this as shown in Figure 3.13. The group delay of a medium can be defined as the negative derivative of the phase response of that medium with respect to frequency. This phase response is the phase of the \(S_{21}\), \(\phi_{S_{21}}\) [36], [37] and can be in radians or degrees.

Group delay, \(\tau_g\) is given as:

\[
\tau_g = -\frac{1}{2\pi} \frac{\partial \phi_{S_{21}}}{\partial f}
\]  

(3-16)

where \(\phi_{S_{21}}\) is the phase of the \(S_{21}\).

Equation (3-16) was calculated using numerical differentiation which is suitable as the values of the phase response are discrete. Numerical differentiation is a form of differentiation that finds the derivative of a function at a specific point [38], [39] and for the derivative in equation (3-16) can be written as:

\[
\frac{\partial \phi_{S_{21}}}{\partial f} = \frac{\phi_{S_{21}}(n + 1) - \phi_{S_{21}}(n)}{f(n + 1) - f(n)}
\]  

(3-17)

The initial equations for the S-parameters used to obtaining the inversion equations in [9] were used in the reconstruction of the \(S_{21}\) from the extracted values of \(\varepsilon_{\text{eff}}\) and \(\mu_{\text{eff}}\), and the slab thickness, \(d\). The group delay remains the same as shown in Figure 3.13. The slight shift
in the two plots is likely due to the method of differentiation employed as effectively a point is ‘lost’.

Figure 3.13 An example of the variation of group delay with frequency, before (— — —) and after (▬) phase rectification. (d = 4 mm, \(\varepsilon_r = 4.9\)
3.5 Implementation of the Inversion Technique

After the inversion process was written in MATLAB, it was tested on the S-parameters estimated from the graphs [9] to make sure it gave similar plots to those published. Once this was achieved, the first structure (Figure 1(a)) in [9] was reproduced and tested. The inversion process was also tested on homogenous MUT’s of known EM properties.

3.5.1 Verification of Implementation of Inversion Technique

In order to test the implementation of the resonant inverse scattering method in MATLAB, the exact 4-by-3-by-2 disc lattice presented in [9] was simulated in Empire XCcel®, as shown in Figure 3.14. The simulation domain is similar to that in Figure 3.6 except with a heterogeneous medium replacing the homogenous one. Here, the heterogeneous structure consisted of a 3-D array of thin metallic discs in a dielectric medium used to verify the inversion technique to determine the increased $\varepsilon_{eff}$ of the structure. In the paper, the technique was then applied to more complicated structures, some with negative real permittivity [9]. The size of the cross-section of the MSL used in this simulation was 5.25 mm by 7 mm (which was also the size of the structure). Therefore, the cut-off frequency was $\sim 42.86$GHz. Data used: disc radius, $r = 0.45a$, $a = b = 1.75$ mm, host thickness, $d = 3c = 3 \times 1.7$ mm ($a$, $b$ and $c$ are as labelled in Figure 3.14), $\varepsilon_{host} = 11.1$ (tan $\delta = 0.0028$), $f = 0$ – 40 GHz. Discs were simulated metallic and 10 $\mu$m thick. $d_1 = 13.75$ mm, $d_2 = 17.16$ mm.

Figure 3.14: Metallic disc medium reproduced from [9]. Different colours are used for the discs even though they are of the same material to aid viewing in 3D.
Initial simulations gave similar S-parameter magnitudes to those in [9], albeit at slightly different resonant frequencies, but the real and imaginary values were different from the paper. After extensive investigation and consultation with the authors of the paper, it was realised that this was due to the S-parameters not being measured on the surface of the MUT and the sign conventions. Therefore, it is important to consider the distances between the surface of the MUT and the reference planes and the sign conventions used for the incident field as discussed in Section 3.4.1, or else the real and imaginary parts of the S-parameters will be incorrect.

As in the process described in Section 3.4, the S-parameters of the structure were simulated and are shown in Figure 3.15. Then the inversion and rectification processes were used to find the phases: \( \Delta \phi_d, (\pi - \Delta \phi_d) \) and \( \Delta \phi_r \) and are as plotted in Figure 3.16 (a). The rectified phase is continuous over the frequency range. The extracted results \((\eta, n)\) and \((\varepsilon_{eff}, \mu_{eff})\) from the inversion process are given in Figure 3.16 (b). The resonant points in Figure 3.15 from the \( S_{11} \) and \( S_{21} \) graphs are the “spikes” explained in Section 3.4.1. These are points where the peaks of large transmission occur.
Figure 3.15: (a), (b) Real (continuous) and imaginary (dashed) and (c) absolute values of $S_{11}$ (continuous) and $S_{21}$ (dashed) results in dB from Empire XCcel®.

Common between the results shown in Figure 3.16 (a) and (b) and those given in [9] are the phase discontinuities that occur over the frequency range for numerically obtained results. These discontinuities have been attributed to the fact that for numerical computations of the S-parameters, $\text{Re}(S_{21})$ is not exactly 1, nor are the other three curves exactly 0 when the MUT is transparent to the wave. Therefore, the real and imaginary parts of $S_{11}$ and $S_{21}$ “are detuned and their phases are slightly inaccurate” resulting in the effective parameters carrying “spurious narrowband resonances which could be identified and subtracted” by forcing the four S-parameter curves to their exact values in order to get a smoother curve [9]. These resonances are the smaller ripples in the S-parameter plots. In this case, these spurious resonances are left in the figures for comparison with the results obtained in [9]. The ‘oscillations’ towards the end of the frequency range may be due to the fact that these frequencies now approach the cut-off frequency (42.86 GHz). This may be avoided by reducing the maximum dimension of the MSL as its cross-sectional area already represents an infinitely periodic structure. These results showed good agreement with those in [9] giving confidence that the inversion algorithm was correctly implemented.
Figure 3.16: (a) Non-rectified phase $\Delta \phi_d$ (---) and rectified phase $\Delta \phi_r$ (-----), from the S-parameters. (b) Real (continuous) and imaginary (dashed) parts of the refractive index, $n$, wave impedance, $\eta$, effective permittivity, $\varepsilon_{eff}$ and permeability $\mu_{eff}$ of the disk medium (viewing left to right)
3.5.2 Validation of Inversion Technique with Homogenous Slabs of Known EM properties

In order to further validate the inversion technique, several homogenous dielectric materials of known $\varepsilon$ and $\mu$, and of different thicknesses were considered. The simulation set up is the same as that in Figure 3.6. The real and the imaginary parts of the S-parameters of a 4 mm thick slab (one of the geometries tested) are shown in Figure 3.17. Data used: $d = 4$ mm, $d_1 = d_2 = 38$ mm, $\varepsilon_{slab} = 4.9$, $\tan \delta = 0.025$.

![Figure 3.17: Real (continuous) and imaginary (dashed/dotted) parts of (a) $S_{11}$ (orange) and (b) $S_{21}$ (black).](image)

**Effect of Slab Thickness**

Next, homogenous slabs of the same known permittivity but with different thicknesses were simulated and the extracted results of the EM properties are shown in Figure 3.18. The first thickness resonance occurs at the following frequencies for different dielectric thicknesses: 2 mm at 31.50 GHz, 3 mm at 21.80 GHz, 4 mm at 16.50 GHz, 6 mm at 11 GHz, 8 mm at 8.25 GHz and 10 mm at 6.50 GHz – see Figure 3.18. Note: the first thickness resonance for the 1 mm slab occurs above 50 GHz. Below this resonance, the extracted permittivity shows good agreement with the known value. As shown in Figure 3.18, the extracted value of the permittivity decreases from 4.96 for the 1 mm slab to 4.90 for the 10 mm slab – a 1.22% change. Thus, an appropriate slab thickness proportionate to the guided wavelength needs to be used for simulations in order to avoid uncertainties in the extracted results [26] due to thin samples and obtain accurate results from the inversion process. Generally, the extracted results are stable below the first resonant frequency.
Figure 3.18: Variation with frequency of $\varepsilon_{eff}$ derived via the inversion process for different homogenous slab thicknesses: 1- (▬), 2- (----), 4- (●●●), 6- (♦♦♦), 8- (睫睫), and 10-mm (▬■▬) $\varepsilon_r = 4.9$, tan $\delta = 0.025$

**Effect of Slab Permittivity, $\varepsilon_r$**

The $\varepsilon_{eff}$ and $\mu_{eff}$ of a homogenous slab of fixed thickness, 4 mm, and with varying $\varepsilon_r$ is shown plotted in Figure 3.19. In this case, the loss tangent of the material is kept constant at tan $\delta = 0.001$. As the permittivity increases, the number of thickness resonances (“spikes”) over the frequency range increases, with the first one for each $\varepsilon_r$ occurring earlier on the frequency scale. Also, the gradient of the $\varepsilon_{eff}$ between two consecutive resonant frequencies, increases over the frequency range as $\varepsilon_r$ increases, reducing the range over which the effective EM properties obtained from this inversion technique are stable. Capping the dB magnitude values of either or both of the S-parameters to -30, -20 or even up to -10 dB to take care of these ‘spikes’ did not eliminate them from the extracted results, but produced inaccurate results. Figure 3.19 also implies that for materials with higher permittivity values, thinner samples move the first thickness resonance to higher frequencies, thereby making the $\varepsilon_{eff}$ more stable. In both plots - Figure 3.18 and Figure 3.19, the increasing $\Delta\phi_r$ (for example, as shown in Figure 3.16 (a)) is reflected in the increasing $\varepsilon_{eff}$ and $\mu_{eff}$, as $\Delta\phi_r$ increases above $\pi$. However, good agreement is obtained with the known values of permittivity especially below the first (thickness) resonant frequency.
Over regularly-spaced frequency bands, the real part of the refractive index decreases with increasing frequency, as shown in Figure 3.20 which may be due to anomalous dispersion [40], because the inversion solution is not well-behaved over these frequencies or may be due to the thickness resonance effect explained earlier. The last reason is most likely as it coincides with where the un-rectified phase of the medium is discontinuous. Note: these are not magnetic resonances. These regions are shown circled in Figure 3.20.

Figure 3.20: Example of the real (▬▬) and imaginary (-----) parts of the extracted refractive index, $n_{eff}$, to highlight the decrease in Re($n$) with increasing frequency (shown circled). $d = 3$ mm, $\varepsilon_r = 4.9$, tan $\delta = 0.025$
Effect of the \( d_1 \) and \( d_2 \)

A crucial part of the inversion process is the distances between the surfaces of the MUT and the measurement/reference planes (see Figure 3.8). These distances have been varied and the extracted \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) are shown in Figure 3.21. Data used: \( d = 1 \text{ mm}, \varepsilon_r = 2.2 \) (tan \( \delta = 0.0009 \)). In these simulations, \( d_1 = d_2 \). As shown, as far as the ports are over 5 times the thickness of the slab away from the surface of the MUT, the results are reliable and accurate. There is very slight increase in the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) as these distances increase.

![Figure 3.21: Variation of \( \varepsilon_{\text{eff}} \) (continuous) and \( \mu_{\text{eff}} \) (dashed) with frequency for varying port-to-slab distances. \( d_1 = d_2 \).](image)

Effect of the Number of Layers

As the canonical equations used in deriving most of the structures examined in most of the reviewed literature were of infinite extent in all three dimensions, it was important to understand how the number of layers of the heterogeneous structure used along the direction of propagation, or the axis of finite thickness affects the accuracy of the extracted \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) from the inversion technique. In order to do this, several simulations were run with different number of layers. Data used: sphere size, \( a = 125 \text{ \( \mu \)m}, \) spacing, \( s = 250 \text{ \( \mu \)m}, \) host permittivity, \( \varepsilon_1 = 3.55 \) (tan \( \delta = 0.0027 \)), inclusion permittivity, \( \varepsilon_2 = 11.9 \) (tan \( \delta = 0.01 \)), \( \mu_1 = \mu_2 = 1 \). The extracted \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) from different number of layers at different frequencies are shown in Figure 3.21. Generally, as the number of layers increase, the value of \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) converges. The deviation from this convergence is due to the proximity of the thickness resonance in the S-parameters (that is, where the structure becomes transparent, see Section 3.4.1). It can also be seen that the extracted results are within less than 0.2 of each
other. The highest value of $\varepsilon_{eff}$ is just ~2.4% higher than its lowest value, while the highest value of $\mu_{eff}$ is ~6% higher than its lowest value, over the whole frequency range and number of layers examined here. This gives confidence that although the number of layers has an impact on the $\varepsilon_{eff}$ and $\mu_{eff}$ results, it is not significant enough to reduce the accuracy of the results. It should also be noted that the number of layers used also has an effect on how early on the frequency scale, the thickness resonance of the structures comes into play.

![Graph](image)

**Figure 3.22**: Variation of effective (a) permittivity, $\varepsilon_{eff}$ and (b) permeability, $\mu_{eff}$ with the number of layers in a heterogeneous medium
3.6 Conclusions

This chapter introduced the simulation and inversion process used for the rest of this thesis. This was done to see how well the results from the simulations of the heterogeneous media agreed with the results from the canonical equations discussed in Chapter 2. The inversion process involved a rectification algorithm to the phase of the medium in order to make it continuous over the frequency range, which was important in order to produce accurate results. The group delay of the medium before and after the phase rectification have been compared and shown to have good agreement with each other, implying that the rectification algorithm does not adversely affect the accuracy of the results. The inversion process was used to extract the effective permittivity and permeability of homogenous and heterogeneous media from the simulated S-parameters results when the medium under test was exposed to a plane wave. This has been introduced and analysed, with graphical results shown. MATLAB was used to implement the inversion process and has been validated with homogenous slabs and the first heterogeneous structure presented in [9]. Other parameters that may affect the accuracy of the inverted results have been investigated. This chapter has demonstrated that the inversion process works very well for these homogenous slabs for different thicknesses and permittivities.

Since the primary structures being investigated in this thesis are heterogeneous, the effect of the number of layers used in the direction of wave propagation has been examined. It can be concluded that although the number of layers has an effect, it is not pronounced nor does it significantly detract from the accuracy of the extracted effective EM properties. For the subsequent chapters, the inversion process will be applied to the S-parameter results in order to extract the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of various media being tested.
3.7 References


Chapter 4. Comparison of the Effective Electromagnetic Properties via Canonical Equations and Simulations

4.1 Introduction

This chapter examines how the results from the inversion and simulation processes of heterogeneous media discussed in Chapter 3 compare with those from the canonical equations from Chapter 2. The effective electromagnetic (EM) properties of heterogeneous mixtures with dielectric and metallic spherical and cubic inclusions have been examined and are presented in this chapter. In addition, the general process involved in deriving the appropriate parameters for the host and inclusions in order to create a heterogeneous medium with pre-determined EM properties have been explained.

It was important to investigate how the canonical analysis agreed with the simulation analysis of these media as it establishes a higher level of confidence for measurements and future work on using these heterogeneous media with probably more complex geometries.

Section 4.2 compares the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ from theory and simulations-inversions for different geometries having dielectric spherical and cubic inclusions in a simple cubic (SC) lattice in a dielectric host. For the simulations, a plane wave incidence, as described in Chapter 3, was used. Section 4.3 examines and compares mixtures with metallic spherical and cubic inclusions while Section 4.4 looks at the losses (using the loss tangents) of the mixtures. Section 4.5 examines the general process and deciding factors needed to be taken into account for creating a heterogeneous mixture with a pre-determined $\varepsilon_{\text{eff}}$ using dielectric and/or metallic inclusions and compares these two inclusion types. The conclusions are given in Section 4.6.
4.2 Heterogeneous Media with Dielectric Inclusions

As the simulation and inversion processes have been validated with the disk medium from [1] and with different thicknesses of homogenous dielectric slabs of known permittivities in Section 3.5, heterogeneous media with 3D arrays of spheres and cubes as shown in Figure 4.1 and Figure 4.2 were simulated. As explained in Chapter 3, the S-parameter calculation planes had to be placed away from the structure to avoid higher order mode interference. The effective EM properties from dielectric spherical and cubic inclusions are discussed in this section. The microstrip line (MSL) is modelled as infinitely periodic along the polarisations of the E- and H-fields and the inclusions are arranged in a simple cubic lattice. Thus, the size of the array parallel to the plane of incidence is irrelevant due to the PEC and PMC boundaries (that is, a 1-by-1 array is equivalent to a 6-by-6 array) as they are both infinite. 6 layers of inclusions in the direction of wave propagation, that is, along the x-axis, were used in the simulations in order to allow for uniformity in all three dimensions and to ensure that the MUT was not too thin – as shown in Figure 4.1 and Figure 4.2 (a) and (b).

By using more layers in the simulations, the values of the extracted results from the inversion process tends to converge towards those obtained from the canonical equations as the structure is closer to the semi-infinite structure assumed by the equations. However, this increased the simulation time and as has been shown in Section 3.5.2, fewer layers produce reasonably accurate results. Therefore a compromise was found between the accuracy and the simulation time and 6 layers were used.

As the simulation technique uses FDTD, a possible source of error would be from the curved surfaces of the spherical inclusions. However, this was minimised by meshing the structures very finely – at least 34 cells per wavelength at the smallest wavelength, to more accurately approximate these curved surfaces.

The results from the simulation of these heterogeneous mixtures with dielectric inclusions were put through the inversion process (as described in Chapter 3, Section 3.4). The absolute relative values of the permittivity and permeability are used here. The spacing is the inclusions’ centre-to-centre or edge-to-edge distance – see Figure 2.2. Common data used in Sections 4.2.1 to 4.4: frequency, \( f = 1 \text{–} 30 \text{ GHz} \), \( \mu_1 = \mu_2 = 1 \). For the spherical inclusions, \( d_1 = 9.85 \text{ mm}, d_2 = 8.35 \text{ mm}, d = 1.8 \text{ mm} \); for the cubic inclusions, \( d_1 = d_2 = 6.96 \text{ mm} \) and \( d = 1.08 \text{ mm} \) for the 180-µm inclusion spacing and \( d_1 = d_2 = 5.5 \text{ mm} \) and \( d = 1.5 \text{ mm} \) for the 250-µm spacing.
Figure 4.1: (a), (b) 2D cross-sections of the simulation domain and (c) 3D view of dielectric spheres in a dielectric host.
Figure 4.2: (a), (b) 2D cross-sections of simulation domain and (c) 3D view of dielectric cubes in a dielectric host

4.2.1 Dielectric Spherical Inclusions

Dielectric spheres were used initially to allow an accurate comparison with the canonical equations which were primarily based on having spherical inclusions [2–4]. Data used: radius of sphere, $a = 100 \, \mu m$, spacing, $s = 300 \, \mu m$ (see Figure 4.3), $\varepsilon_1 = 2.25$ (tan $\delta = 0.001$), $\varepsilon_2 = 10.2$ (tan $\delta = 0.0023$). The physical dimensions were chosen such that they were less than a tenth of the minimum wavelength over the frequency range examined, while the EM properties of the host and inclusions were selected from readily available materials.
The $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ from the simulation and equations from [2] are shown in Figure 4.4. As shown, there is very good agreement between the two results. The average values of $(\varepsilon_{\text{eff}}, \mu_{\text{eff}})$ over the frequency range examined, from the simulation-inversion process and the canonical equations are $(2.89, 1.01)$ and $(2.87, 1.0)$ respectively. Due to the small values of the loss tangents, it did not have a noticeable impact on the extracted $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$. The slight different between the $\varepsilon_{\text{eff}}$ from the equations and simulations are numeric and is not significant enough to detract from the accuracy of the results.

Figure 4.4: Variation with frequency of $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ from simulations (continuous) and canonical equations from Lewin [2] (dashed) for a heterogeneous mixture of 100 $\mu$m (radius) spheres uniformly spaced 300 $\mu$m apart. $\varepsilon_1 = 2.25$ (tan $\delta = 0.001$), $\varepsilon_2 = 10.2$ (tan $\delta = 0.0023$)

It should be noted from the $\mu_{\text{eff}}$ plot, that the magnetic resonance does not occur within the frequency range examined, but further up the frequency scale at 459 GHz using Lewin’s
equation [2]. As the size or the permittivity, $\varepsilon_2$ of the inclusions increases, this magnetic resonance occurs earlier on the frequency scale. Thus, with metallic inclusions of this same size and spacing, the magnetic resonance will occur earlier on but still not as low as 30 GHz. In this case, the electric resonance occurs at 549 GHz using Lewin’s equations. However, below the electric and magnetic resonant frequencies, the $\varepsilon_{eff}$ and $\mu_{eff}$ are quite stable. It should also be noted that the electric resonance occurs at a higher frequency than that of the magnetic resonance. This explains the ‘flat’ nature of $\mu_{eff}$ in the other graphs.

4.2.2 Dielectric Cubic Inclusions

Cubes (see Figure 4.2) were also investigated using simulations as they had less demand for computing resources and avoided the stair-casing effect that curved structures are subject to when meshed in the FDTD space. The cubes are therefore quicker to simulate, and in practise, may be more common to find or create than spheres. For these cubic inclusions, data used: length of cube, $l = 100$ μm, spacing, $s = 180$ and 250 μm (see Figure 4.5), $\varepsilon_1 = 2.50$ ($\tan \delta = 0.002$), $\varepsilon_2 = 11.9$ ($\tan \delta = 0.01$). The simulation results were put through the inversion process.

Figure 4.5: Diagram showing dimensions for the heterogeneous mixture with cubic inclusions

The absolute values from the inversion process of the $\varepsilon_{eff}$ and $\mu_{eff}$ for the heterogeneous media with the 180 and 250 μm inclusions’ spacings are shown in Figure 4.6. The average values of $\varepsilon_{eff}$ over the frequency range examined are (3.29, 2.78) from the simulation-inversion process and (3.39, 2.82) for the canonical equations for the (180, 250) μm spaced inclusions. As the EM properties of the materials used are not frequency dependent, the $\varepsilon_{eff}$ and $\mu_{eff}$ results are flat over the frequency range examined. Also, the FDTD is able to generate the S-parameters at lower frequencies as shown.
The theoretical equations for heterogeneous mixtures examined in Chapter 2 all assumed semi-infinite arrays of spherical inclusions in an SC lattice in a homogeneous medium [2], [3], [5–7]. Note: it has been shown previously in Chapter 2 that the effective EM values from [2], [5], [7] give very similar results. Therefore to get an approximation for the simulated cubic inclusions, an equivalent process was used to arrive at a suitable approximation for the radius of the spheres to be used for the canonical equations. Both the equivalent volume and equivalent surface area of the cubes were considered.

This equivalent volume process is represented as:

\[ \frac{4\pi r^3}{3} = l^3 \]  
(4-1)

An equivalent surface area process carried out by equating the surface area of the cube to that of a sphere is given as:

\[ 4\pi r^2 = 6l^2 \]  
(4-2)

where \( r \) is the radius of the sphere and \( l \) is the length of the cube.

Using equation (4-1), a 100 \( \mu \)m cube has the same volume as a 62.04 \( \mu \)m radius sphere, and the same surface area as a 69.10 \( \mu \)m radius sphere from equation (4-2). In carrying out the
canonical analysis using these equivalent radius values, the inclusions’ spacing, and the host’s and inclusions’ EM properties remained the same.

Figure 4.7 compares the $\varepsilon_{eff}$ from the simulations and the canonical equations by using the equivalent volume and the equivalent surface area processes. As shown, the values from the simulations are slightly higher than those from the canonical equations (using the equivalent volume process) by about 2.5% and 1.3% for the 180 μm and 250 μm spacings respectively. This discrepancy is due to the spheres being used instead of cubes in the equations. If the surface area equivalence is used here instead, a higher difference is seen with the results from the canonical equations being higher than those from the simulations – 7.9% and 2.7% for the 180 and 250 μm spacings, see Figure 4.7 (b). In both cases, the higher the inclusion spacing, the smaller the difference is between the results from the simulations and equations. This is because there is inherently less interactions between the inclusions. As the difference between the results from the simulations and the results from the canonical equations using the equivalent volume process is lower, it can be concluded that the equivalent volume process is a more accurate approach than the equivalent surface area process. In these two plots, the $\varepsilon_{eff}$ and $\mu_{eff}$ are non-dispersive as the EM properties of the host and inclusions are also non-dispersive.

![Figure 4.7: Comparison of $\varepsilon_{eff}$ from the simulations (continuous) of 100 μm dielectric cubes with the $\varepsilon_{eff}$ using (a) 62.04 μm (volume equivalence) and (b) 69.10 μm (surface area equivalence) radius spheres in the equations (dashed) with 180 μm (blue) and 250 μm (green) spacing](image)

The equation from [8] for the $\varepsilon_{eff}$ of heterogeneous mixtures with cubic inclusions uses the exact equations for the polarisability of a cube in its Clausius-Mossotti (C-M) formulations. From this, the $\varepsilon_{eff}$ for the same geometries and EM properties is 3.35 and 2.80 for the 180
$\mu$m and 250 $\mu$m spacings respectively. These values agree more closely with those from the simulations-inversions. As the equation in [8] uses the C-M equation which does not have a frequency term, it cannot be compared over the frequency range used in Figure 4.7, but does not matter as there is little variation with frequency as shown. However, as will be seen in Section 4.5.1, the equations do not give accurate results for heterogeneous media with high inclusions’ volume fraction as the equations are restricted to “quite dilute mixtures” [8].

Cubic inclusions are advantageous over spheres as larger Yee cells could be used to mesh the volume which would then reduce the simulation times. Another advantage is that the volume fraction of the inclusions when using cubes could approach 100% whereas spherical inclusions are limited. This advantage is further highlighted in Section 4.3 when metallic inclusions are used giving rise to much higher values of $\varepsilon_{eff}$. 
4.3 Heterogeneous Media with Metallic Inclusions

In Chapter 3, the numerical analysis of a heterogeneous mixture with metallic discs from [1] was replicated. In this section, the effect of having metallic cubes and spheres as inclusions will be examined. The Drude Model [9–11] can be used to obtain the permittivity of metallic materials and has been discussed in Chapter 2. From this model, the relative permittivity of Copper was \((1.27 + j107.93) \times 10^6\), which is far greater than that of a typical dielectric, and as such can be used to further increase the \(\varepsilon_{\text{eff}}\) of these heterogeneous media over those with dielectric inclusions. Common data used in this section: for simulations, the inclusion material was Copper, \(\sigma = 5.80 \times 10^7\) S/m, and for the equations: \(\varepsilon_2 = (1.27 + j107.93) \times 10^6\).

4.3.1 Metallic Spherical Inclusions

The same geometry shown in Figure 4.1 applies here and Figure 4.8 shows the extracted \(\varepsilon_{\text{eff}}\) and \(\mu_{\text{eff}}\) from equations and simulations. Data used: radius of sphere, \(a = 100\) μm, spacing, \(s = 300\) μm, \(\varepsilon_1 = 2.25\) (\(\tan \delta = 0.001\)). Over the frequency range examined, the average \((\varepsilon_{\text{eff}}, \mu_{\text{eff}})\) are \((3.49, 0.79)\) and \((3.48, 0.81)\) from the equations and simulations respectively, which show good agreement. This is because the equations use spheres in their analyses and so more accurately predict what the simulation-inversion process should give. From these results of the \(\mu_{\text{eff}}\), diamagnetism is seen. This diamagnetism may have been brought about by the use of Copper, which is a diamagnetic material with a relative permeability, \(\mu_r = 0.999991\) [12] as the inclusion material, and the diamagnetic effect been accentuated by clustering these Copper inclusions in close proximity. This is because as the spacing between the inclusions is reduced, the diamagnetic effect is further increased, that is, \(\mu_{\text{eff}}\) is further reduced. Theoretically, it may be possible to create a material with \(\mu_{\text{eff}} \approx 0\), by increasing the volume fraction of the Copper inclusions. Diamagnetism may be included in materials whose wave numbers may want to be reduced as required by the applications in which they are to be used for. As discussed in Section 4.2.1, the magnetic resonance of this structure occurs at a much higher frequency than the upper frequency limit used here, as the size of the inclusions are much lower the wavelengths of operation.

As a reference, Figure 2.6 in Chapter 2 shows the change in \(\varepsilon_{\text{eff}}\) up to the limit that the spherical inclusions in an SC lattice were in contact (“touching”) and was obtained using the canonical equations which have a faster computational time than the simulations.
4.3.2 Metallic Cubic Inclusions

For spheres in an SC lattice, the maximum volume density is ~50% and goes up to ~68% for the BCC lattice and ~74% for the FCC lattice of spherical inclusions [13–15]. This limit can be increased towards 100% with cubic inclusions. With metallic spheres, the highest $\varepsilon_{\text{eff}}$ theoretically possible is about four times that of the host [2]. The same geometry shown in Figure 4.2 is used here. Figure 4.9 shows the extracted $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ from equations and simulations. Data used: length of cube, $l = 100$ μm (in simulations) and equivalent radius, $a = 62.04$ μm (in equations), spacing, $s = 180$ and 250 μm, $\varepsilon_1 = 2.50$ (tan $\delta = 0.002$).

Figure 4.9 also gives a comparison between the effective values from the equations and simulations for the same volume fractions. Over the frequency range examined, $(\varepsilon_{\text{eff}}, \mu_{\text{eff}})$ is (4.58, 0.75) from the simulation-inversion and (4.05, 0.78) from the canonical methods for the 180 μm spacing, and (3.01, 0.91) from the simulation-inversion and (3.22, 0.90) from the canonical methods for the 250 μm spacing. As in the case of the dielectric cubes, the results of the $\varepsilon_{\text{eff}}$ from the simulation-inversion process are higher than those of the canonical equations by 13% and 6.7% for the 180 μm and 250 μm spacing respectively. This differences are higher than those from the dielectric cubes in Section 4.2.2 and can be interpreted to mean that for the same volume fraction, the cubes give a higher $\varepsilon_{\text{eff}}$ than the...
spheres. The difference is more significant for the higher inclusion volume fraction. For the \( \mu_{\text{eff}} \), the results from the equations are slightly higher than those from the simulations but the difference is smaller for the lower volume fraction. From the analysis in [8] which uses the appropriate equations for the polarisability of a cube, the \( \varepsilon_{\text{eff}} \) is 4.47 and 3.13 for the 180 and 250 \( \mu m \) spacings, which is closer to the values obtained from the simulation-inversion process. Here again, the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) are non-dispersive.
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**Figure 4.9:** Variation of (a) \( \varepsilon_{\text{eff}} \) and (b) \( \mu_{\text{eff}} \) with frequency from the 100 \( \mu m \) metallic cubes simulations (continuous) and the 62.04 \( \mu m \) (volume equivalence) radius spheres in the equations (dashed) with 180 \( \mu m \) (blue) and 250 \( \mu m \) (green) spacing.

From Figure 4.8 and Figure 4.9 (b), it can be seen that although the host’s and inclusion’s permeabilities were modelled as \( \mu_{1,2} = 1 \), the extracted \( \mu_{\text{eff}} \) is less than 1, which has also been reported in [13].

Figure 4.10 shows the effect of increasing the volume fraction of the metallic cubic inclusions to an almost-touching situation. Data used: \( l = 100 \; \mu m, \; s = 105–250 \; \mu m, \; \varepsilon_1 = 2.25 \) (\( \tan \delta = 0.001 \)), inclusion material was Silver, \( \sigma = 6.1 \times 10^6 \; \text{S/m} \) (this was chosen to see if there were any significant difference in the effective EM properties obtained for the heterogeneous medium – it is expected that the equivalent \( \varepsilon_2 \) for Silver will be as high as that of Copper and so will not produce any difference in the \( \varepsilon_{\text{eff}} \) if \( \varepsilon_2 \) of Copper is used in the canonical equations). As shown, when the cubes are 5 \( \mu m \) apart (adjacent edge-to-edge), an \( \varepsilon_{\text{eff}} \) of 46.7 is obtained—an increase of 21.2 times that of the host. It is expected that an even higher \( \varepsilon_{\text{eff}} \) could be obtained by further reducing this spacing. However, in the limit where the metallic cubes are touching, it can be expected that the heterogeneous medium will behave like a continuous metal structure. Metallic cubic inclusions produce a significantly
larger $\varepsilon_{\text{eff}}$ than either metallic spherical inclusions or dielectric cubic inclusions considered in Sections 4.2 and 4.3.1 [16].

![Figure 4.10: Variation of $\varepsilon_{\text{eff}}$ with frequency for 100 $\mu$m metallic cubes spaced 105 $\mu$m (▬), 110 $\mu$m (•••••), 120 $\mu$m (─ ─ ─), 150 $\mu$m (▬♦▬), 180 $\mu$m (▬•▲•▬), 200 $\mu$m (▬•●•▬) and 250 $\mu$m (▬■▬) apart.](image)

Further simulations were carried out for three lengths of cubic inclusion – 100, 75, and 40 $\mu$m using the same volume fractions (equivalent to spacing-to-size ratios) for each length. Figure 4.11 shows the variation of $\varepsilon_{\text{eff}}$ for each cube size with volume fraction. As shown, the canonical results for spheres using [2], [5], [7] (which all give very similar results) with the volume equivalence method show very good agreement with the results from the simulated cubes. The equations in [8] were not used as these were mixtures with high inclusions’ volume fractions. Note that [2], [5], [7] are mainly for spheres and only allow a 0.52 volume fraction for an SC lattice. It can be deduced that, as with spherical inclusions, the volume fraction of the inclusions plays a dominant role in determining the $\varepsilon_{\text{eff}}$ of the mixture. However, the size of the cubes itself for a fixed volume fraction, plays a lesser role in determining the overall permittivity of the structure. This suggests that as long as the frequency of operation is well below the resonant frequency of the inclusions (or that the inclusion size is less than a tenth of the wavelength), the same $\varepsilon_{\text{eff}}$ can be predicted even when the inclusions’ size is reduced while keeping the volume fraction constant. This does not take into account any quantum and molecular effects.
From this section, it can be concluded that the choice of the shape and material of the inclusion plays a key role in determining the EM properties of the heterogeneous medium. For the same volume fraction of the spheres, the metallic inclusions increase the $\varepsilon_{\text{eff}}$ from $(3.39, 2.82)$ which was obtained using dielectric inclusions to $(4.58, 3.22)$ for the $(180, 250)$ μm spacings.
4.4 Loss Tangent

An important property of a dielectric medium in addition to its real permittivity value is its loss tangent. It is also called the dissipation factor and can be described as the amount of the field energy lost via dissipation in a dielectric material when subjected to an alternating electric field as the dipoles formed within the material when exposed try to align themselves with the alternating polarity of the electric field [12]. It is the tangent of the angle, $\delta$, of the complex dielectric constant [17] and can be mathematically represented as:

$$\tan \delta = \frac{\text{imag}(\varepsilon_r)}{\text{real}(\varepsilon_r)} = \frac{\varepsilon''}{\varepsilon'}$$

(4-3)

where $\varepsilon_r$ is the complex permittivity of the medium, given by $\varepsilon_r = \varepsilon' - j\varepsilon'' = |\varepsilon_r|e^{-j\delta}$; $\delta$ is the angle between the real and absolute values of the permittivity.

So far, only the absolute values of the $\varepsilon_{eff}$ and $\mu_{eff}$ of the heterogeneous mixtures have been given. In this section, the loss tangents of the different heterogeneous mixtures examined previously are calculated using equation (4-3). A plot of the loss tangent with frequency for the dielectric cubic inclusions in a dielectric host is shown in Figure 4.12.

![Figure 4.12: Variation of tan δ with frequency for 100 µm dielectric cubes spaced 180 µm (blue) and 250 µm (red) apart from simulations (continuous) and canonical equations (dashed)](image_url)
The values of the loss tangents shown in the highlighted columns of Table 4-1 are the average values over the frequency range examined (1–30 GHz). The simulated and analytical results Table 4-1 show good agreement for the case of the metallic cubic inclusions. However, they significantly differ from each other in the other cases. This may be due to the imaginary values being small, thus, numerical errors are possible making it more difficult to obtain the tan delta values. Also, in the simulations, a Debye model is applied to the loss tangents and resistivity of the dielectrics and conducting materials, creating a slight variation in these values over the frequency range [18] during simulations. However, with the canonical equations, these values are fixed over the frequency range. It can be assumed that the simulated results give a truer indication of the lossy-ness of these heterogeneous medium. The results indicate that the structures are not inherently lossy and thus could be used for low loss substrates.

Table 4-1: Table of the simulated loss tangents for different heterogeneous media

<table>
<thead>
<tr>
<th>Inclusion Shape</th>
<th>Host Permittivity, $\varepsilon_1$</th>
<th>Inclusion Permittivity, $\varepsilon_2$</th>
<th>Size (µm)</th>
<th>Spacing (µm)</th>
<th>Loss tangent, tan $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spheres</td>
<td>2.25 (tan $\delta = 0.001$)</td>
<td>10.2 (tan $\delta = 0.0023$)</td>
<td>100</td>
<td>300</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>Copper, $\sigma = 5.8e7$ S/m</td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>Cubes</td>
<td>2.50 (tan $\delta = 0.002$)</td>
<td>11.90 (tan $\delta = 0.01$)</td>
<td>100</td>
<td>180</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>Copper, $\sigma = 5.8e7$ S/m</td>
<td></td>
<td></td>
<td>250</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.002</td>
</tr>
</tbody>
</table>
4.5 Design of a Heterogeneous Medium with Specified Permittivity

So far the effective permittivity, \( \varepsilon_{\text{eff}} \) has been calculated for arbitrary geometries and EM properties primarily to prove that the canonical equations and the simulation results agree. In this section, the possibility of designing a heterogeneous mixture with a pre-determined \( \varepsilon_{\text{eff}} \) has been considered. The different parameters affecting the effective EM properties of the heterogeneous mixtures are \( \varepsilon_1, \varepsilon_2, \mu_1, \mu_2 \), the volume fraction and shape of the inclusions. It has been shown in the previous sections and chapters that the dominant criterion of these parameters is the volume fraction. Given that the properties of the host and inclusion material can be decided on prior to creating the heterogeneous medium, the volume fraction has to be calculated in order to obtain the desired \( \varepsilon_{\text{eff}} \). Using Lewin’s equation in [2] for \( \varepsilon_{\text{eff}} \) given as

\[
\varepsilon_{\text{eff}} = \varepsilon_1 \left( 1 + \frac{3p}{\varepsilon_p + 2\varepsilon_1} \right)
\]

(4-4)

and rearranging equation (4-4) such that the volume fraction, \( p \) is on the left side of the equation gives equation (4-5):

\[
p = \frac{X(\varepsilon_{\text{eff}} - \varepsilon_1)}{2\varepsilon_1 - \varepsilon_{\text{eff}}}
\]

(4-5)

where \( X = (\varepsilon_p + 2\varepsilon_1)/(\varepsilon_p - \varepsilon_1) \).

Lewin’s equation is used here because of its algebraic simplicity. Assuming the design is for a heterogeneous mixture with \( \varepsilon_{\text{eff}} = 10 \), and that the host permittivity, \( \varepsilon_1 \) has been chosen as 1.04 with a loss tangent, \( \tan \delta = 0.0017 \) (Rohacell® [19]) and the inclusions are made from Copper (\( \sigma = 5.80 \times 10^7 \) S/m), in an SC lattice, the next decision to be made is on the size and spacing of the inclusions, that is, the inclusions’ volume fraction. Thus, it is very important to understand the effect of the choice of the scale of the particle size, vis-à-vis, its volume fraction, on the effective EM properties of the mixtures.
4.5.1 Choice of Inclusion Size

In this section, different analytical equations to find the desired volume fractions have been compared. The choice of inclusion size involves deciding on whether to use smaller particles in the nano-scale (nm) range (ignoring other quantum effects) or larger particles in the micro-scale (µm) range. In Chapter 2, the effect of the volume ratio of the particles on the effective permittivity has been examined using canonical equations while Figure 4.11 shows the same effect but with the use of the simulation-inversion process.

Spherical Inclusions

Since the volume fraction is dependent on the size of the inclusions, it is rather complex to write an explicit expression for $p$ directly from equation (4-5) as the effective permittivity of the inclusion, $\varepsilon_p$ is computed from $\theta = (2\pi/\lambda)a\sqrt{\varepsilon_2\mu_2}$. Reference [2] shows that for metallic inclusions, because $\varepsilon_2$ is much greater than $\varepsilon_1$ as given by the Drude model (see Section 2.4), the $\varepsilon_{eff}$ can be approximated as:

$$\varepsilon_{eff} = \varepsilon_1 \left(1 + 3p/(1 - p)\right)$$  

(4-6)

Therefore, the volume fraction, $p$ can be written as:

$$p = \left(\varepsilon_{eff} - \varepsilon_1\right)/\left(2\varepsilon_1 + \varepsilon_{eff}\right)$$  

(4-7)

which is much easier to compute than equation (4-5).

Substituting $\varepsilon_2 = (1.27 + j107.93) \times 10^6$ and $\varepsilon_1 = 1.04$ (tan $\delta = 0.0017$) into equation (4-7), gives $p = 0.74$. For dielectric inclusions, it is more complicated to write an explicit solution for the size of inclusions to use as it is intricately embedded in the calculation of $\varepsilon_p$ for $\varepsilon_{eff}$ using Lewin’s equations [2]. However, rearranging the Maxwell-Garnett (M-G) equation in [4], the inclusions’ volume fraction for known $\varepsilon_{eff}$, $\varepsilon_1$ and $\varepsilon_2$ is given by

$$p = \left(\varepsilon_{eff} - \varepsilon_1\right)\left(\varepsilon_2 + 2\varepsilon_1\right)\left(\varepsilon_{eff} + 2\varepsilon_1\right)\left(\varepsilon_2 - \varepsilon_1\right)$$  

(4-8)

Using this equation gives $p = 0.74$, same as from equation (4-7) and is applicable to both dielectric and metallic inclusions. From this value of $p$, it can be seen that there is effectively
an infinite number of suitable values of inclusion size and spacing pairs that will give this same volume fraction in any given lattice. This suggests the need to decide on a suitable inclusion size for the specific application. In addition, this $p$ value limits the type of lattice arrangement that can be used for this $\varepsilon_{\text{eff}}$ value. For example, spherical inclusions in an SC lattice have a maximum $p$ value of 0.524 (using $p = (4\pi/3)a^3/s^3$) which is less than the required $p$ value here. Thus a different lattice arrangement such as the FCC with a maximum volume fraction of 0.74 [15] is better suited if spherical inclusions are to be used. However, the preceding canonical equations have been derived based on the SC lattice, although work has been done for the BCC and FCC lattices via numerical methods (simulations) in [13]. This restraint on using the SC lattice may be dealt with by increasing the value of the host permittivity, $\varepsilon_1$ to say, 2.25 ($\tan \delta = 0.001$). This reduces the value of $p$ to 0.53 which is closer to the maximum $p$ for an SC lattice and so equation (4-7) and (4-4) can be used in the preliminary studies on the EM properties of the heterogeneous mixture to be designed.

**Cubic Inclusions**

The second option is the use of equally spaced cubes as a maximum $p$ value of 1 is theoretically possible for an SC lattice. Rearranging the C-M equation in [8] for the $\varepsilon_{\text{eff}}$ of cubic inclusions, the volume fraction of the inclusions is given as

$$p = \frac{X_3\varepsilon_1}{1 + X\alpha_c}$$

where $\alpha_c = a/V_l$; $\alpha$ is the polarisability of the cube; $V_l$ is the volume of the cube; and $X = (\varepsilon_{\text{eff}} - \varepsilon_1)/3\alpha_c\varepsilon_1$. Using equation (4-9) with the same values given in the previous section, gives $p = 0.61$ corresponding to a size-to-spacing ratio, $l/s = 0.85$ using $p = l^3/s^3$; again an infinite number of possible cube sizes and their spacings, theoretically. The $p$ value is different here because the $\varepsilon_{\text{eff}}$ equation and polarisability expression is different.

**Simulation Verification**

After these calculations, simulations are used to check that these $p$ values really give an $\varepsilon_{\text{eff}}$ of 10. For the model with metallic inclusions in a host with $\varepsilon_1 = 1.04$, $p = 0.61$ is obtained. Due to the cost of computational resources, three different cube sizes were chosen for simplicity and ease: 100, 500 and 1000 $\mu$m for volume fraction of 0.61. Figure 4.13 shows the inaccuracy of [8] in predicting the $\varepsilon_{\text{eff}}$ for a closely-packed structure as the results it
gives are close to double the values obtained from inversion of the simulation results. The authors in [8] gave the limit of the accuracy of their equations as for “quite dilute mixtures” with no specific number, which could explain the reason for the over-estimation of $\varepsilon_{eff}$ here. (Note: the spikes in Figure 4.13 from the 1000 $\mu$m case are from the thickness resonance of the sample simulated.) At 1 GHz, $\varepsilon_{eff} = 6.45, 6.71, \text{ and } 6.57$ for the 100, 500 and 1000 $\mu$m cubic inclusions cases respectively, from simulations. Using $p = 0.61$ in [4] also gives $\varepsilon_{eff} \approx 6$. Even though $p = 0.61$ is not possible using spheres in an SC lattice, it has been shown in [20] that the value of $p > 0.52$ represent the case where the spheres theoretically overlap/intersect each other and the $\varepsilon_{eff}$ calculated still produces relatively accurate results. Thus, by using this value of $p$ in the equations in [2] and an equivalent sphere size for the inclusions, $\varepsilon_{eff}$ is obtained as 6. If the original value of $p = 0.74$ is used in the equations in [8], an even higher value of $\varepsilon_{eff} = 29.34$ is obtained. It can be concluded from here that even though the equations in [8] give a simple expression $p$, when used to determine the design volume fraction, inaccurate $\varepsilon_{eff}$ results are possible. Thus, care must be taken if using this equation in its limits.

![Figure 4.13: Simulated variation of $\varepsilon_{eff}$ (continuous) and tan $\delta$ (dashed) with frequency of a heterogeneous mixture with 100 (red), 500 (black) and 1000 $\mu$m (blue) metallic cubic inclusions with $p = 0.61$

$p = 0.74$ corresponds to $l/s = 0.91$; using this in the simulations for the same cube sizes gives the results shown in Figure 4.14. At 1 GHz, $\varepsilon_{eff} = 10.86, 10.89 \text{ and } 10.90$ for the 100,
500 and 1000 µm cubic inclusions cases respectively. Although these values are about 10% higher than the design value, they show much better agreement with each other than what was obtained using \( p = 0.61 \). Therefore, it can be concluded that equations (4-7) and (4-8) give a more accurate prediction of the volume fraction than equation (4-9). This increase in \( \varepsilon_{\text{eff}} \) does not detract from the accuracy of the parameters chosen but can be seen to give room for variation if this structure is to be made, as the exact, well-arranged SC lattice might prove difficult to realise in practise.

![Graph](image.png)

**Figure 4.14:** Simulated variation of \( \varepsilon_{\text{eff}} \) (continuous) and tan \( \delta \) (dashed) with frequency of a heterogeneous mixture with 100 (red), 500 (black) and 1000 µm (blue) metallic cubic inclusions with \( p = 0.74 \).

**Design with Dielectric Inclusions**

Here, the use of dielectric inclusions in creating the heterogeneous mixture with \( \varepsilon_{\text{eff}} = 10 \) will be examined. So far metallic inclusions have been used; if the inclusions were to be made out of a material, say, Silicon with \( \varepsilon_2 = 11.9 \), tan \( \delta = 0.01 \) [18], with the same host, \( \varepsilon_1 = 1.04 \) (tan \( \delta = 0.0017 \)) as above, to get an \( \varepsilon_{\text{eff}} = 10 \) from equation (4-8), the volume fraction, \( p = 0.95 \) is required with \( l/s = 0.98 \). This implies that a higher density of the cubic inclusions, about 30% higher, is required to produce the same \( \varepsilon_{\text{eff}} \) than when metallic inclusions are used. Again, this value of volume fraction cannot be achieved using spheres in any of the cubic lattices, so cubes are used here. For these non-metallic inclusions, the \( \varepsilon_{\text{eff}} = 10 \) and tan \( \delta = 0.01 \), using the equations in [2]. This also buttresses the point that the \( \varepsilon_{\text{eff}} \)
cannot exceed the permittivity values of the host or inclusion material but lies somewhere between $\varepsilon_1$ and $\varepsilon_2$ and that the $\varepsilon_{eff}$ is not simplify a direct ratio of the contributing permittivities of the host and the inclusions [4].

**Simulation Verification of Design**

Figure 4.15 shows the plot of the absolute values of the $\varepsilon_{eff}$ and tan $\delta$ for a heterogeneous mixture with 500 $\mu$m Silicon cubes in an SC lattice, from simulations and the inversion process. As shown, the $\varepsilon_{eff}$ shows good agreement with the initial design value of 10. It can be concluded that the equations (4-7) and (4-8) give a consistent and accurate value of the volume fraction independent of the design materials’ chosen and the required $\varepsilon_{eff}$ as the simulation results from using these $p$ values agree very closely with the design $\varepsilon_{eff}$. It should be noted that the resonance shown by the spike in Figure 4.15 is the thickness resonance effect (see Chapter 3) due to the choice of the overall thickness of the sample in the direction of propagation, which occurs earlier on the frequency scale as this thickness is increased. It is primarily a numeric effect. Please note: it is not a resonance due to the scale of the inclusions or the spacing between them, as these come into play further up the frequency scale (see Section 2.2.6), where the size or spacing approaches the wavelength.

![Figure 4.15: Variation of $\varepsilon_{eff}$ (continuous) and tan $\delta$ (dashed) of a heterogeneous mixture with 500 $\mu$m non-metallic cubic inclusions from simulation-inversion process](image)

It should be noted that with software such as MathCAD or MATLAB, a simple sweep of the parameter space can be used to obtain the parameters for the heterogeneous medium with a desired $\varepsilon_{eff}$, but this can be a repetitive process as both the spacing and the size need to be
changed simultaneously to maintain the calculated volume fraction of the medium. However, it presents a quick option when the inclusion size is fixed and different spacing values tested to realise the desired $\varepsilon_{eff}$. As discussed, different equations for $p$ give different accuracy levels when compared with simulation results. Therefore, the correct equations have to be used to accurately predict the $p$ value, or else an over-estimation of the desired $\varepsilon_{eff}$ may result as with [8]. Once this has been done, simulations can then be carried out to further confirm the expected results, and the sample built and tested.
4.6 Conclusions

With the foundation for the canonical equations and electromagnetic simulations of heterogeneous media laid in Chapters 2 and 3 respectively, this chapter set out to compare the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) results from these two techniques for different heterogeneous mixtures. These mixtures composed of dielectric and metallic spheres or cubes in a dielectric host have been investigated. The results from the simulations have been shown to agree well with those from the canonical equations especially when appropriate equations are used, as seen in the design scenario in Section 4.5.1.

Cubes with the same volume as spheres can be used for faster simulations and to increase the volume fraction of the inclusions. The loss tangent of these mixtures from the equations and the simulations have been given and compared. The predicted losses have been found to be comparable to conventional low loss substrates. However, further research may be required to understand why the loss tangents from the simulations do not exactly agree always with those from the canonical equations.

The design process of calculating the parameters of a heterogeneous mixture for a predetermined \( \varepsilon_{\text{eff}} \) value has been shown, using metallic and non-metallic inclusions in an SC lattice in a very low dielectric host. Two main expressions, equations (4-8) and (4-9), have been used in determining the volume fraction of the designed heterogeneous medium with cubic inclusions. Equation (4-8) showed much better agreement with the simulation results and the canonical equations than (4-9), especially in the case of high inclusions’ volume fractions.

This chapter has proven that the canonical equations can be used directly to predict what the effective permittivity and permeability values of a to-be-manufactured heterogeneous medium will be. This provides a good starting point in the design process of the geometric and electromagnetic properties of the host and inclusion materials. It also lays the foundation for the measurements to be made and these are presented in the next two chapters – Chapters 5 and 6.
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Chapter 5. Dielectric Measurement Techniques for Heterogeneous Mixtures and Results

5.1 Introduction
The long term aim of this research is to create heterogeneous materials using nano-fabrication techniques which will allow antenna systems to be manufactured in one integrated process. Some of these techniques were briefly described in Chapter 1 and the specific ones used during this project have been explained here. The different measurement techniques used for characterising the electromagnetic (EM) properties of the fabricated samples are also explained with the merits and demerits highlighted and discussed. The three measurement techniques examined are with the split-post dielectric resonator, the rectangular waveguide, and the microstrip ring resonator. The results from the canonical equations and the plane wave simulations of the created samples are compared with the measured results. The challenges associated with these methods have also been mentioned.

So far the work has been carried out using the canonical equations [1] and S-parameter inversion processes from simulations described in [2], to determine the EM properties of heterogeneous mixtures with inclusions. In this chapter, a brief description of the fabrication techniques used in this research are given in Section 5.2 along with the materials used in making the specific samples. It also outlines the samples created and presents the extracted $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ using plane wave simulations. Section 5.3 demonstrates the split-post dielectric resonator measurement technique with the results from homogenous samples presented. Section 5.4 examines the waveguide measurement method with results from simulations and measurements. In Section 5.5, the method of dielectric characterisation using a microstrip ring resonator has been discussed and simulated and measured results of various samples have been presented. The conclusions are given in Sections 5.6.
5.2 Fabrication Techniques for Samples

As the emphasis of this thesis is on the electromagnetic behaviour of artificial dielectrics, it is envisaged that emerging nanofabrication techniques will enable such structures. Possible nanofabrication techniques have been summarised in Chapter 1, however, these were beyond the scope of this thesis. In this section, the manual arrangement of the inclusions and the etching technique are briefly described.

5.2.1 Array of Metal Balls

One of the methods used in creating the heterogeneous substrates measured in this project was simply by drilling 10 mm diameter holes with a 13 mm spacing in a 10 mm thick Rohacell® substrate and filling these holes up with 10 mm diameter chrome steel balls. Three layers of this structure were made and separated by a continuous 3 mm Rohacell® layer to provide the necessary insulation between the spheres and closely approximate a simple cubic lattice-type structure with 13 mm spacing in all three directions. Rohacell® was assumed to have the electrical properties of air. This arrangement is shown in Figure 5.1. This structure acted as a scaled-up measurement of the heterogeneous mixtures and was used to further validate the analytical and simulated results. One of the challenges faced in this sample construction method was the effect of the weight on the structural integrity of the Rohacell®, especially when trying to fit it in the sample holder of the waveguide.

Figure 5.1: 10 mm chrome steel balls in a Rohacell® layer with 13 mm uniformly spaced holes
5.2.2 Etching:

Etching is a top-down technique whereby unwanted sections of metals, typically Copper (Cu) are removed from a laminate structure, by coating the substrate with a ultra-violet (UV) photoresist material and exposing the unwanted areas to UV light. Once this has been done, the laminate is then placed in an acid bath to allow the exposed areas to be etched away with the remaining photoresist removed by using acetone. Etching has a number of variants such as (deep) reactive ion plasma etching [3], [4], plasma etching [5], and beam-induced etching [6].

Etched Samples

The etching process has been used in this project to create the initial heterogeneous test samples as determined by the resources available within the School. This created smaller sized inclusions than the metal balls above. The initial material was a thin dielectric laminate with Cu covering both sides. One side of the final etched layer is shown in Figure 5.2. The structure shown here is double-sided, that is, the same pattern is etched directly opposite on the other side such that the Cu squares are aligned. Two scales were considered: (i) 2 mm squares with 500 µm gaps and (ii) 500 µm squares with 250 µm gaps between adjacent squares. The thickness of the Cu layer was ~ 35 µm. The dielectric material of the laminate was GTS® with a permittivity of 3 and a thickness of 110 µm. Thus, the volume fractions, $p$, of the Cu, air and dielectric material for the 2 mm squares are 0.25, 0.14 and 0.61 respectively while those for the 500 µm squares are 0.17, 0.22 and 0.61 respectively (see calculations for the 500 µm squares below).

For the 500 µm squares case:

Volume of unit cell, $V = (750 \times 750 \times 180) \mu m^3$

Volume of Copper per unit cell, $V_{Cu} = (500 \times 500 \times 70) \mu m^3$

Volume of air per unit cell, $V_{air} = [(250 \times 750) + (250 \times 500)] \times 70 \mu m^3$

Volume of GTS® material per unit cell, $V_{GTS} = (750 \times 750 \times 110) \mu m^3$

Total volume of unit cell, $V = V_{Cu} + V_{air} + V_{GTS} = 101.25 \times 10^6 \mu m^3$

Therefore, the volume fraction of Copper, $p_{Cu} = V_{Cu} / V = 0.17$.

Similarly, $p_{air} = V_{air} / V = 0.22$, and $p_{GTS} = V_{GTS} / V = 0.61$
Figure 5.2: Etched heterogeneous sample of 500 µm Cu squares with 250 µm gaps on GTS® material

In order to create a suitable heterogeneous sample with significant thickness, (to allow measurement of \( \varepsilon_r \)) several layers of this structure were stacked on top of each other. Given that the thickness of one layer was \(~ 180 \mu m\), to get a thickness of \(~ 1.5 \text{ mm}\) (in the region of those of readily available substrates to allow a fair comparison), 9 layers were used. A major drawback of this process of manually layering the sample is that it is very difficult to align more than two layers to give exact back-to-back alignment. The 2D plots of the layered structure are given in Figure 5.3.

Figure 5.3: Small section of the (a) top view and (b) side view (not to scale) of the GTS® 9-layered structure with Cu squares. The dashed boxes show the unit cells in both planes. Note: (b) is stretched vertically to clearly show the inclusions
5.2.3 Plane Wave Simulations of Constructed Sample

Array of chrome steel balls in Rohacell®

The extracted \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) results of the simulation of the structure shown in Figure 5.1 for different number of layers of the sample are shown in Figure 5.4 and Figure 5.5 respectively using two different waveguide sizes. It can be seen that as the number of layers increase the values of \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) converges. Using the results of the 10-layer structure which should have the most accurate EM results as they are closer to the infinite structure used in the canonical equations, this gives \( \varepsilon_{\text{eff}} = 2.31 \) and 2.37 at 400 MHz and 1 GHz respectively, and \( \mu_{\text{eff}} = 0.67 \) and 0.68 (a diamagnetic property) at 400 MHz and 1 GHz respectively.
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Figure 5.4: Simulated variation of \( \varepsilon_{\text{eff}} \) with frequency for increasing layers of the structure shown in Figure 5.1 with the (a) 400 MHz and (b) 1 GHz waveguides
Figure 5.5: Simulated variation of $\mu_{\text{eff}}$ with frequency for increasing layers of the structure shown in Figure 5.1 with the (a) 400 MHz and (b) 1 GHz waveguides.

Figure 5.4 and Figure 5.5 also show that depending on the size of the inclusions, the spacing between them and the frequency of operation, it is important to get the number of layers (in the direction of the wave propagation) right in order to obtain accurate results. This has been further discussed in Chapter 3.

**Layered-up Structure**

As a first step, the sample shown in Figure 5.3 was simulated with the setup discussed in Chapter 3. The $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ were extracted from the S-parameters and are shown in
Figure 5.6. Due to the metallic inclusions and as shown from the simulated results of heterogeneous media with metallic inclusions in Chapter 4, the $\mu_{eff}$ was less than 1.0 (a diamagnetic behaviour), in this case 0.81. The average $(\varepsilon_{eff}, \mu_{eff})$ from Figure 5.6 over the frequency range was (6.01, 0.81). The rise of $\varepsilon_{eff}$ shown in Figure 5.6 indicates the thickness resonant point of the sample is approaching where it becomes transparent to the incoming plane wave – please see Section 3.4 for more details.

![Graph showing effective permeability and permittivity](image_url)

**Figure 5.6: Simulated variation of $\varepsilon_{eff}$ (continuous) and $\mu_{eff}$ (dashed) with frequency for a 9-layered GTS® structure when the electric field is parallel to the plane of the copper metal squares**

It should be noted that for the plane wave simulations of this sample, the electric field was polarised in the same direction as the plane of the metallic cuboids as shown in Figure 5.7 (a). This is important because the structure is not uniform in all three directions and as such exhibits anisotropy. The extracted $\varepsilon_{eff}$ and $\mu_{eff}$ values when the electric field is perpendicular to the thickness of the metallic layer for the same structure (see Figure 5.7 (b)) is shown in Figure 5.8 with the average $(\varepsilon_{eff}, \mu_{eff})$ over the frequency range is (4.43, 0.69) below 15 GHz. This shows that the effective permittivity and permeability for this sample are tensors and can be written as $\varepsilon_{eff} = (6.01, 6.01, 4.43)$ and $\mu_{eff} = (0.81, 0.81, 0.69)$. 
Figure 5.7: Diagram showing two polarisations of the electric field with respect to the simulated structure, when the electric field is (a) in the plane of and (b) perpendicular to the area of the copper squares.

Figure 5.8: Simulated variation of $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ with frequency for an 8-layered structure when the electric field is perpendicular to the plane of the copper squares.

Given that the simulation-inversion process was rigorously verified both with homogenous and heterogeneous samples in Chapter 4 and shows good agreement with the canonical results over a wide range of geometries, the values of the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ obtained for the sample shown in Figure 5.6 and Figure 5.8, were assumed to be accurate for this sample structure. This was also verified by using equation (5-1) from [7] for multiphase mixtures, that is, mixtures having more than one inclusion type. The sample here can be thought of as a
GTS® host material with copper and air cuboid inclusions with volume fractions of 0.17 and 0.22 respectively.

\[
\varepsilon_{\text{eff}} = \varepsilon_1 + 3\varepsilon_1 \frac{\sum_{k=2}^{K} p_k \frac{\varepsilon_k - \varepsilon_1}{\varepsilon_k + 2\varepsilon_1}}{1 - \sum_{k=2}^{K} p_k \frac{\varepsilon_k - \varepsilon_1}{\varepsilon_k + 2\varepsilon_1}}
\]

(5-1)

This equation gives an \(\varepsilon_{\text{eff}}\) of 4.13 which is close to the value of \(\varepsilon_{\text{eff}}\) from the simulations using the polarisation shown in Figure 5.7 (b). Note: equation (5-1) does not take into account the polarisation of the electric field with respect to the inclusions.

Beyond the use of the canonical equations and the simulation analyses in designing and/or analysing a heterogeneous structure, a very important part of this project was deciding on suitable and repeatable measurement methods for the different structures. The next sections discuss the various techniques examined during this research and compare the results with those from simulations. The permittivity of the materials relative to free space is examined.

Plane wave measurements were considered but were not implemented because of the difficulty in creating the heterogeneous samples shown in Figure 5.3 with the present etching facilities in the School, on a large scale and with high level of resolution, alignment and accuracy. A large size would be required as the sample should be in the far field of the measurement (horn) antenna and at least 10 wavelengths long and wide to minimise diffraction at the edges.

**Metallic Nano-films**

In addition to these two categories of samples made, collaborators on this research at the University of Patras, Greece, made some samples to be measured but they were too fragile to be handled continuously without breaking. They were thin metallic nano-films as shown in Figure 5.9. These samples were porous oxides – Al\(_2\)O\(_3\)-Ag-Au, with 200 nm diameter cylindrical Silver inclusions, see Figure 5.10, which shows the dimensions of the sample. Sturdier substrates such as Rohacell® had to be used to handle the sample during measurements as they were very brittle making it impossible to fill the waveguide with the sample without damaging them. The Rohacell®-Sample-Rohacell® structure was placed between the flanges of the RWG without trying to fit it in the waveguide slot. Cellotape was
used to bind this structure together to ensure fit. The measurements did not give sensible results for the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ when the S-parameters were put through the NRW algorithm, probably due to the extremely thin nature of the sample.

Figure 5.9: Front and back views of thin samples

Figure 5.10: Schematic diagrams of thin samples in Figure 5.9
5.3 Split Post Dielectric Resonators

The split post dielectric resonators (SPDR) were initially used for measurements of the etched samples as the technique was quick to implement without additional constraints of large scale samples as previously required for the horns and did not require a complex pre-measurement setup.

5.3.1 Theory

The split-post dielectric resonator was introduced approximately 17 years ago [8] and is now routinely used in the measurement of the complex permittivity of planar dielectric materials with reasonable accuracy [9]. The SPDR is shown in Figure 5.11 and uses the sample’s thickness, and the Q-factors and resonant frequencies with and without the test sample to determine the permittivity and loss tangent of the sample. In this project, it was used first to measure substrates of known dielectric properties to validate the method.

![Figure 5.11: Cross-section of an SPDR containing a material sample placed on a dielectric substrate](image)

The steps involved in this measurement technique are given as:

1. Measure the thickness of the test sample in mm (required by executable file for the SPDR software)
2. Calibrate the Vector Network Analyser (VNA) to the ends of the cables that connect directly to the SPDR, making sure there are enough points selected around the estimated resonant frequency of the SPDR to accurately determine the 3-dB points below the resonant frequencies of the SPDR with and without the sample. Multiple calibrations may be required to obtain a higher level of accuracy
3. Connect the empty SPDR to the Network Analyser and measure the resonant frequency, $f_{r1}$ and the 3-dB frequency points below $f_{r1}$
4. Insert the test sample into the cavity of the SPDR to completely cover the resonator
5. Measure the new resonant frequency, $f_{r2}$ of the SPDR and the 3-dB bandwidth
6. Calculate the Q-factors with and without the sample using
   \[
   Q = \frac{f_r}{3 \text{ dB bandwidth}}
   \]
   (5-2)
7. Using the equations in [10] or the executable file that comes with the SPDR software, calculate the relative permittivity and loss tangent of the test sample, using its thickness, $f_r$’s and Q-factors

### 5.3.2 Measured Results

This method was used to measure the permittivities of substrates such as Perspex and FR4 and the results showed good agreements with known values. Measured Perspex permittivity = 2.67, tan δ = 0.0044; permittivity of Perspex from literature = 2.68 [11]. Typically, $f_{r1} > f_{r2}$ due to the effect of the dielectric property of the test sample. However, when the heterogeneous sample shown in Figure 5.2 was placed in the cavity of the SPDR, the opposite reaction was obtained, that is, the resonant frequency increased. This was explained by the manufacturers of the SPDR as either being due to the diamagnetic behaviour of the material or the frequencies at higher modes being displaced to lower frequencies when a high permittivity material is inserted. For the latter option, the manufacturers advised that a different analysis would be required to correctly interpret the results. A similar increase in frequency has been reported for the SPDR used in measurements of metamaterials in [12] and thin films [13], however, an explanation on the validity of the $\epsilon_{eff}$ results obtained using this frequency increase was not given.
5.4  Waveguides

Rectangular waveguides (RWG) are commonly used tools for measuring the complex permittivity and complex permeability of different materials [14–18]. This method has been used in this thesis and the theory and results are explained below.

5.4.1  Theory

Rectangular waveguides are generally defined by their dimensions and cut-off frequencies below which waves do not propagate within the waveguide. The dimensions of these waveguides are related to their frequency range of operation within which various field modes can propagate that all satisfy the boundary conditions of the waveguide [19]. In this section, only the Transverse Electric (TE) mode is considered.

The waveguide is first calibrated to its port ends using for example, the TRL (Through-Reflect-Line) [20] calibration. The sample under test is generally loaded at the centre of the waveguide or as was the case in these measurements, flushed to one end of a quarter-wavelength long sample holder. The latter is done in order to know the exact position of the sample so that accurate values of the phase of the scattering (S-) parameters, $S_{11}$ and $S_{21}$ can be obtained. As the measurements are made at the ends of the waveguide, the correct phases of these parameters can be easily calculated given that the exact distances of the edges of the samples to the ports of the waveguide are known. From these S-parameters, the reflection ($\Gamma$) and transmission ($T$) coefficients can readily be calculated, along with knowledge of the thickness of the sample. Using these coefficients, the complex permittivity and permeability can be readily obtained as given in [14], [16].

5.4.2  Measured Results

The simulated results of the sample in Figure 5.1 were inverted and the $\varepsilon_{eff}$ and $\mu_{eff}$ results shown in Figure 5.4 and Figure 5.5. Waveguides were used in this research to extract the $\varepsilon_{eff}$ and $\mu_{eff}$ of the heterogeneous media, the first of which was that carried out at Sheffield University, UK using their 0.35 – 0.53 GHz (or 400 MHz) and 0.75 – 1.12 GHz (or 1 GHz) waveguides, with the former shown in Figure 5.12 and its quarter-wavelength sample holder with the sample shown in Figure 5.13. Note: the use of low frequency waveguides was convenient to measure the structure in Figure 5.1, and also to minimise the errors due to positional uncertainties. The length of each half-section of the 400 MHz RWG = 2215 mm,
length of sample holder = 221 mm = \( \lambda /4 \) at the lower frequency. The cross-sectional dimensions of these waveguides were the same as the standard ones. The dielectric properties can be obtained from the S-parameters, the thickness of the sample and the distances between the ports and the sample by using the equations in [14]. These waveguides were used to measure the permittivity, \( \varepsilon_r \) and permeability, \( \mu_r \) of Perspex to validate the measurement process. The \( \varepsilon_r \) from the 1 GHz and 400 MHz waveguides were obtained as 2.7 and 2.3 respectively. This difference might be due to the different measurement setup and environment.

For the sample shown in Figure 5.1, these measurements with 10 mm diameter chrome steel ball bearings spaced 13 mm apart and placed in a Rohacell\textsuperscript{®} host, were used to represent scaled-up samples compared to micro-sized inclusions and spacings. A 3 mm thick Rohacell\textsuperscript{®} layer was placed on either side of the structure to ensure the 13 mm unit cell size along each axis. Spray glue was also used in holding the structure together which was necessary given that the samples were vertically mounted. Figure 5.14 shows the simulated and measured S-parameter results which show very good agreement. Simulating this structure at 1 GHz gave an \( \varepsilon_{eff} = 2.37 \) and \( \mu_{eff} = 0.68 \), while the measurements gave an \( \varepsilon_{eff} = 1.83 \) and \( \mu_{eff} = 0.76 \) from the 400 MHz waveguide and \( \varepsilon_{eff} = 1.80 \) and \( \mu_{eff} = 0.80 \) from the 1 GHz waveguide, extracted using the Nicholson-Ross-Weir (NRW) method from the \( S_{11} \) and \( S_{21} \). These values show good agreement and corroborate our canonical and simulation analysis.

![Figure 5.12: 0.35-0.53 GHz waveguide measurement facility at Sheffield University, UK](image_url)
Figure 5.13: One-quarter wavelength sample holder for the 0.35-0.53 GHz waveguide at Sheffield University, UK

![One-quarter wavelength sample holder for the 0.35-0.53 GHz waveguide at Sheffield University, UK](image)

(a)
Figure 5.14: Simulated (dashed) and measured (continuous) S-parameters of 2 layers of balls-in-Rohacell® sample in a (a) 400 GHz waveguide and (b) 1 GHz waveguide

Measured results may be lower as the spheres were not exactly aligned or because of the gap between the outer metal balls and the edge of the waveguide. The delicate nature of the samples used in these waveguide measurements was not easy to manipulate to allow accurate measurements. Additional possible sources of error were:

- The top and bottom covering 3 mm layers were not directly glued to the rest of the structure because the glue was not sticky enough for the weight it has to bear; Sellotape had to be used for the bigger sample
- The bottom corner of the heterogeneous medium cracked due to the weight of the steel balls and so some balls fell off into the waveguide
- The sample holder was not aligned with the transition sections
- The measurement kit was slanting due to support mechanism/method
- The distances between the edges of the balls at one end and the wall of the waveguide were not equal along all four edges
- There was a non-perfect fit of the sample holder to the rest of the waveguide structure.
5.5 Microstrip Ring Resonators

The frequency response of microstrip resonators is partly dependent on the EM properties of the substrates underneath or on top of it. The ring resonator was originally introduced by Troughton for the measurement of dispersion and wavelengths in microstrip transmission lines [21]. This concept is explored in this section using the line capacitances of the resonator elements to determine the effective permittivity of various materials.

5.5.1 Theory

Based on the work reported in [22–25], the effective permittivity of a material under test (MUT) can be determined from the ratio of the capacitances between an unloaded and loaded microstrip line. This concept is based on the “Variational Method for the analysis of microstrip lines” initially discussed in [25] for a microstrip line on a single layer and was extended to when the microstrip line had multiple dielectric layers under or on top of it. With the complete equations governing this multi-layered microstrip line developed in [24], the authors of [22], [26] applied the principles to a microstrip ring resonator, see Figure 5.15 with multi-layered substrates as shown in Figure 5.16. The width of the ring is the same as the width of the transmission line.

![Figure 5.15: Top view of a microstrip ring resonator on substrate of permittivity, $\varepsilon_s$](image)

Figure 5.15: Top view of a microstrip ring resonator on substrate of permittivity, $\varepsilon_s$
The Variational Method of calculating the line capacitances of a multi-layered microstrip ring were used to compute the effective permittivity of the structure, and hence the resonant frequencies using known dielectrics. It is well known that the dielectric loading and the length of a microstrip line affects its resonant frequency. With measurements, the thicknesses of the dielectric layers, the dimensions of the ring and the resonant frequencies can easily be measured and from there, the permittivity of the dielectric layer with unknown permittivity can be calculated. The steps involved in this process are as listed below:

1. The resonant frequency of the ring resonator alone (without the top layers) can be calculated using:

\[
\pi d_m = n\lambda_g = \frac{n\lambda_0}{\sqrt{\varepsilon_{ef}}}
\]

where \( n = 1, 2, 3, \ldots; d_m = \text{mean diameter of the ring}; \lambda_0 \) and \( \lambda_g \) are the free space and guided wavelengths and \( \varepsilon_{ef} \) is the effective permittivity of the substrate seen by the resonator. It is necessary for the width of the ring to be thin such that the ratio of the inner radius to the outer radius to be approximately unity for equation (5-3) to apply as is, otherwise it has to be modified as in [27]. The calculated resonant frequency with known dielectrics can be compared with the measured or simulated values. Measured or simulated frequencies can therefore be used to calculate \( \varepsilon_{ef} \).

2. The Variational Method for expressing the capacitance of the line, ignoring the line thickness for very thin strips, in the Fourier-transformed coordinates, referred to as the \( \beta \) coordinates [22], [24], [25] is given in equation (5-4):

\[
\frac{1}{C} = \frac{1}{\pi Q^2 \varepsilon_0} \int_0^\infty [f(\beta)]^2 g(\beta) d\beta
\]

(5-4)
where $\varepsilon_0$ is the permittivity of free space. For a 3-layer microstrip line,

$$g(\beta) = \frac{\varepsilon_3 D + \varepsilon_2 S}{|\beta||\varepsilon_3 D(\varepsilon_1 H + \varepsilon_2 S) + \varepsilon_2(\varepsilon_2 + \varepsilon_1 HS)|}$$  \hspace{1cm} (5-5)

where $H = \coth(|\beta|h), D = \coth(|\beta|d), S = \coth(|\beta|s)$, and

$$f(\beta) = \frac{8}{5} \left\{ \frac{\sin(\beta w/2)}{\beta w/2} \right\} + \frac{12}{5(\beta w/2)^2} \left\{ \cos(\beta w/2) - 2 \frac{\sin(\beta w/2)}{\beta w/2} + \frac{\sin^2(\beta w/4)}{(\beta w/4)^2} \right\}$$

where $f(\beta)$, the charge density, is the Fourier transform of

$$f(x) = \left\{ \begin{array}{ll}
1 + \frac{2x}{w} & , & -\frac{w}{2} \leq x \leq \frac{w}{2} \\
0 & , & \text{otherwise}
\end{array} \right.$$  \hspace{1cm} \text{such that } Q = \int_{-\infty}^{\infty} f(x) dx, \text{ is the total charge over the line and } w \text{ is the width of the line.}

If the line thickness is significant, the integral in equation (5-4) includes a third term given by equation (5-6) as

$$\tilde{h}(\beta) = \frac{1}{2} \left\{ 1 + \frac{\sin d(|\beta|h - |\beta|t)}{\sin d(|\beta|h)} \right\}$$  \hspace{1cm} (5-6)

where $t$ is the thickness of the line.

3. Since the thicknesses of all three layers are known, the line capacitance of the unloaded line, $C_0$, can be calculated from equation (5-4) using $\varepsilon_1 = \varepsilon_2 = \varepsilon_3 = 1$.

4. A range of values for $\varepsilon_{ef}$ is generated for different values of $\varepsilon_2$ by calculating the line capacitances of the loaded line, $C$, for each $\varepsilon_2$ with the known values of $\varepsilon_1, \varepsilon_3, h, s$ and $d$. These can be used to plot a graph of $\varepsilon_{ef}$ against $\varepsilon_2$, an example of which is shown in Figure 5.17. Data used: $h = 1.27 \text{ mm}, s = 0.83 \text{ mm}, d = 6 \text{ mm}, w = 1.24 \text{ mm}, d_m = 30.16 \text{ mm}, \varepsilon_1 = 9.2 \tan(\delta = 0.0022), \varepsilon_3 = 1.04 \tan(\delta = 0.00017)$. $\varepsilon_{ef}$ is calculated using $\varepsilon_{ef} = C/C_0$, given that the free space and guided wavelengths, effective permittivities and line capacitances of a loaded and unloaded line for non-magnetic materials are related by equation (5-7)

$$\frac{\lambda}{\lambda_0} = \left( \frac{C_0}{C} \right)^{1/2} = \left( \frac{1}{\varepsilon_{ef}} \right)^{1/2}$$  \hspace{1cm} (5-7)
5. The effective permittivity, $\varepsilon_{ef0}$ of the resonator without the test material is calculated using $\varepsilon_2 = \varepsilon_3 = 1$ and $d, s \to \infty$.

6. The resonator is connected to the network analyser and the resonant frequency without the test material, $f_{r0}$, and with the test material, $f_{r1}$ are measured. By using equation (5.8):

$$\pi d_m = n\lambda_g = \frac{n\lambda_0}{\sqrt{\varepsilon_{ef}}} = \frac{nc_0}{f_{r0}\sqrt{\varepsilon_{ef0}}} = \frac{nc_0}{f_{r1}\sqrt{\varepsilon_{ef1}}}$$

(5.8)

the effective permittivity with the test material, $\varepsilon_{ef1}$, can be calculated from (5.9):

$$\varepsilon_{ef1} = \varepsilon_{ef0} \left(\frac{f_{r0}}{f_{r1}}\right)^2$$

(5.9)

7. By searching the plot of $\varepsilon_{ef}$ against $\varepsilon_2$ for this calculated value of $\varepsilon_{ef1}$, the unknown value of $\varepsilon_2$ can be found. The calculations here were carried out using Mathcad.

The complete derivation of these expressions are given in [24] and were obtained by taking the Fourier transform of the Poisson’s equation relating the potential distribution across the cross-sectional area of a microstrip line to its charge density distribution and the permittivity of the line. It should be noted that the Variational Method is based on the static field theory and so it may be necessary to extrapolate the results obtained to zero frequency as shown in
However, the method has been shown to have high levels of accuracy comparing calculated and measured values for frequencies as high as 4 GHz [24].

The main factors that determine the characterisation accuracy of the ring resonator method are the coupling gap, the substrate width, \( w_s \), the feed line lengths, \( l_f \) and the dielectric constant, \( \varepsilon_s \) of the material on which the ring is etched. Reference [28] presents an extensive analysis on these factors, concluding that a relatively wide coupling gap and a short substrate width causes an unstable resonator; that the extracted effective permittivity tends to increase slightly as the feed line length increases; and that a high permittivity substrate, also used in [22], is needed to cover a wider range of frequencies. These studies were used to design the ring resonator used in this research – see Figure 5.19. The grooves (shown labelled 2 in the inset) below the connectors to the resonator were to allow the vertical movement of the resonator in order to carry out measurements of the samples placed under the resonator substrate.

### 5.5.2 Simulated Ring Resonator Results

The ring resonator (see Figure 5.15) was simulated to validate the extraction of \( \varepsilon_r \). Data used: the mean diameter, \( d_m = 30.16 \text{ mm} \); \( \varepsilon_1 = 9.2 \) (\( \tan \delta = 0.0022 \)); width of transmission line and ring; \( w = 1.24 \text{ mm} \); coupling gap = 0.2 mm, substrate height; \( h = 1.27 \text{ mm} \) and width, \( w_s = 62 \text{ mm} \). Using equation (5-4), the unloaded line (when \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = 0 \) and \( d, s = \infty \)) capacitance, \( C_0 = 2.95\varepsilon_0 \). The resonant frequency, \( f_{r0} = 1.18 \text{ MHz} \), which gives \( \varepsilon_{e0} = 7.45 \) using equation (5-8). Next, the resonator was set up as in Figure 5.16, with \( \varepsilon_2 = 4.4 \) (\( \tan \delta = 0.02 \)), \( \varepsilon_3 = 1.04 \) (\( \tan \delta = 0.00017 \)), \( s = 0.83 \text{ mm} \), \( d = 6 \text{ mm} \). The simulation results of the ring resonator alone and in the 3-layered configuration with the above parameters are shown in Figure 5.18 and Figure 5.19, which also shows the different harmonic resonant frequencies at \( n = 1, 2, 3, \ldots \), of the ring resonator. The first resonant frequency (with \( n = 1 \)) is used for the calculations.

With the 3-layered structure (as in Figure 5.16), the simulated resonant frequency, \( f_{r1} = 1.11 \text{ GHz} \) which implies \( \varepsilon_{ef1} = 7.48 \) using equation (5-9) – the equation for the method examined here. By calculating \( C/C_0 \) with the known constant values of \( \varepsilon_1 \) and \( \varepsilon_3 \), such that \( C/C_0 = \varepsilon_{ef1} = 7.40 \), \( \varepsilon_2 \) was obtained as 3.99. This value of \( \varepsilon_2 \) is ~10.25% lower than the simulated value of 4.4 which was deemed less accurate than ideal.
Figure 5.18: $S_{11}$ (continuous) and $S_{21}$ (dashed) of the 30.16 mm ring resonator alone (thin lines) and with 3 layers (thick lines) from simulations.

Figure 5.19: Simulated $S_{21}$ of the ring resonator with different test samples on top as in Figure 5.16.

In order to test the accuracy of the results obtained using the Variational Method in [24], the calculated effective permittivity of a stand-alone resonator, also referred to as a 1-layer structure in Table 5.1 (that is, without the upper layers nor the ground plane) and a 3-layered ring resonator was compared with that obtained using the well-known conformal mapping method [29–31], the well-known equation for effective permittivity of a microstrip line in [32] and equations (5-3) and (5-9). The conformal mapping method is based on static field theory.
and can be used to obtain the effective permittivity of a microstrip line with multi-layered substrate. The results are listed in Table 5.1 which shows significant variation between methods, with the results from [29] and [32] showing good agreement and are well-established methods used in the literature. Although the geometry in [24] and [29] differ by the top ground plane, it has been shown in [24] that the effect of shielding is negligible for $d/h > 5$, as the radiation from the ring attenuates with distance.

Table 5.1: Effective permittivity values of a simulated microstrip line using different methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 layer</td>
<td>6.64</td>
<td>6.85</td>
<td>6.80</td>
<td>7.45</td>
<td>-</td>
</tr>
<tr>
<td>3 layers</td>
<td>7.58</td>
<td>7.49</td>
<td>-</td>
<td>8.11</td>
<td>7.48</td>
</tr>
</tbody>
</table>

Table 5.1 shows disparity between the different methods for calculating the effective permittivity seen by a microstrip line. Therefore, an option of rectifying this may be by multiplying $\varepsilon_{ef1}$ by the ratio of the $\varepsilon_{eff}$ from [32] to that from [24] for the single layer case, say $k_e$, that is, by $k_e = 6.80/6.64 = 1.02$, to give a new $\varepsilon_{ef1} = 7.64$, which inverts to give $\varepsilon_2 = 4.72$, a closer value to that simulated (although 7.27% higher). In order to test the accuracy/consistency of this hypothesis, other test materials were simulated: (i) $\varepsilon_2 = 2.91$ ($\tan \delta = 0.025$) which gave an $f_{r1} = 1.14$ GHz and (ii) $\varepsilon_2 = 12$ ($\tan \delta = 0.001$) which gave an $f_{r1} = 1.02$ GHz. The modified extraction process gave $\varepsilon_2 = 3.21$ and 11.77 respectively. These extracted values were closer to the known values – 4.40 and 12.0 respectively, than those obtained using the exact method in [22].

5.5.3 Measurements with Ring Resonator

The ring resonator was constructed and measured as in the configuration in Figure 5.16 and Figure 5.20 with different dielectrics in order to compare with the simulation results. The same dimensions as in Section 5.5.2 were used here. Pressure was applied over the substrates by pressing down manually over the structure to minimise any air gaps that may be present between the different layers.
Figure 5.20: Measurement setup showing ring resonator. Inset: ring resonator on adjustable ground plane. No top layers shown as in Figure 5.13.

For the measurements, $f_{0} = 1.15$ GHz, the mean diameter, $d_m = 30.18$ mm, substrate permittivity, $\varepsilon_1 = 10.2$, and line width, $w = 1.29$ mm, substrate length $\cong 80$ mm, see Figure 5.15. For the calculations, the thickness of the top low dielectric material, $d$ was taken as 50 mm although it was much greater, $> 10$ cm. Figure 5.21 shows the measured $S_{21}$ for various combinations of materials with known permittivities – see note below. The scale of the $S_{21}$ axis was restricted to -18dB in order to emphasize the resonant positions of the different materials. The materials represented by the various suffixes in Figure 5.21, replaced the middle material with thickness, $s$ and permittivity, $\varepsilon_2$ in Figure 5.16.

Note:

- Suffix ‘Rgrs’ represents the Rogers 3210 material with $\varepsilon_{Rgrs} = 10.143 – 10.361$, $\tan \delta = 0.0025 – 0.0029$ (from data sheet),
- ‘FR4’ represents the FR4 epoxy glass laminate with $\varepsilon_{FR4} \approx 4.4$,
- ‘3GTS’ represents 3 GTS® metal-free layers stacked with $\varepsilon_{GTS} \approx 3$,
- ‘Poly’ represents thin polystyrene with $\varepsilon_{poly} = 1 – 2.55$ (from literature [33]),
- ‘Rhcl’ represents Rohacell® with $\varepsilon_r \approx 1.04 – 1.10$, $\tan \delta = 0.0002 – 0.0041$ (from data sheet),
‘GnSG’ represents the multi-layered sample shown in Figure 5.3 where ‘G’ represents the 110 µm thick GTS® material, ‘S’ is the 180 µm thick double-sided etched layer, that is, with Copper etched on both sides of the GTS® material and ‘n’ the number of these double-sided (‘S’) layers. ‘G1SG’ represents one double-sided layer insulated on either side by the GTS® material.

From the resonant frequencies in Figure 5.21, it can be inferred that the $\varepsilon_{eff}$ for the GnSG samples seen by the resonator is less than that for the FR4 sample ($\varepsilon_r \approx 4.4$) but greater than that of Polystyrene, ($\varepsilon_r \approx 1-2.5$). A summary of the results from the simulations are given in Table 5.2. It can also be seen that the insertion loss for the heterogeneous samples, GnSG were comparable to that of the homogenous samples measured. The rather low insertion loss for the Rgrs sample may be due to ring resonator having been designed for and etched on the same substrate. Using equations (5-4) to (5-9), the unloaded line capacitance, $C_0 = 2.94\varepsilon_0$, while the effective permittivity with the top layers, $\varepsilon_{ef0} = 7.53$. Following the steps outlined earlier, the extracted values of $\varepsilon_2$ have been calculated and are also shown in Table 5.2. It can be seen from the table that only 3 of the materials (FR4, Polystyrene and Rohacell®) tested were within the range of their values given in their data sheets or from literature.

![Figure 5.21: $S_{21}$ of the ring resonator with different test samples placed on it and a top layer of a thick slab of expanded Polystyrene](image-url)
Table 5.2: Summary of measured and extracted results for the ring resonator measurements with different dielectric materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Known $\varepsilon_2$</th>
<th>Thickness, $s$ (mm)</th>
<th>Measured resonant frequency, $f_{r1}$ (GHz)</th>
<th>$C/C_0 \times \varepsilon_0$ equation (5-7)</th>
<th>Extracted $\varepsilon_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rgrs</td>
<td>10.2</td>
<td>1.27</td>
<td>1.02</td>
<td>8.80</td>
<td>8.11</td>
</tr>
<tr>
<td>FR4</td>
<td>~ 4.4</td>
<td>1.50</td>
<td>1.08</td>
<td>7.84</td>
<td>4.30</td>
</tr>
<tr>
<td>3GTS</td>
<td>~ 3.0</td>
<td>0.33</td>
<td>1.12</td>
<td>7.23</td>
<td>3.73</td>
</tr>
<tr>
<td>Poly</td>
<td>1.0-2.5</td>
<td>1.74</td>
<td>1.15</td>
<td>6.89</td>
<td>1.32</td>
</tr>
<tr>
<td>Rhcl</td>
<td>1.04-1.10</td>
<td>2.74</td>
<td>1.15</td>
<td>6.89</td>
<td>1.30</td>
</tr>
<tr>
<td>G1SG</td>
<td>-</td>
<td>0.40</td>
<td>1.13</td>
<td>7.15</td>
<td>2.93</td>
</tr>
<tr>
<td>G3SG</td>
<td>-</td>
<td>0.76</td>
<td>1.13</td>
<td>7.12</td>
<td>2.22</td>
</tr>
<tr>
<td>G9SG</td>
<td>-</td>
<td>1.85</td>
<td>1.12</td>
<td>7.24</td>
<td>2.30</td>
</tr>
</tbody>
</table>

In terms of the polarisation of the E-field, the closest geometry of the plane wave simulations to these measurements is that shown in Figure 5.7 (b) which gave an $\varepsilon_{eff} = 4.43$. The low values of the heterogeneous samples, $Gn$SG, may be due to the diamagnetic nature of the samples as shown in Figure 5.6 and Figure 5.8. With the main reason for exploring this method being for extracting the $\varepsilon_{eff}$ of the heterogeneous layered samples, it can be concluded that this ring resonator method may not have been a suitable solution for the heterogeneous samples, $Gn$SG as the extracted values were significantly below 4.43 as obtained from the plane wave simulations stated in Section 5.2.3.

The difference in the extracted $\varepsilon_2$ from the Variational Method and the actual simulated value may be due to “mutual inductance” given that the length of the ring is not at least 5 times the operating wavelength [21]. However, when this was the case in simulations, the increased size of the ring did not provide better results. Another possible reason for the discrepancy between the known and extracted values may be that the samples were not thin enough and/or may not have a low enough dielectric constant to ensure little variations in the resonant frequencies of the ring with and without the samples under test [22], [34]. Some of the published work bypassed the use of the Variational Methods by etching the ring resonator directly on the sample [26], [28], [35], which would not be practical in this case as the surface of the sample has copper squares etched on both sides and it would not be possible to
measure the resonant frequency for such a thin ‘one layer’ sample of GTS® material placed directly on a ground plane.

In order to understand why the extracted $\varepsilon_{\text{eff}}$ of the GnSG sample did not agree with its value in Section 5.2.3, further simulations were carried out. These led to the understanding that because the sizes of the coupling gap between the resonator and the feed line and the width of the ring and transmission lines were comparable to those of the etched squares, the positioning of these squares were crucial in deciding the $f_{r1}$ and thus the $\varepsilon_{\text{eff}}$. This was because these lines were not ‘seeing’ an effectively homogenous material underneath. Different geometries were simulated to check if more accurate values of $\varepsilon_{\text{eff}}$ could be obtained such as placing all the 3 layers ($\varepsilon_1, \varepsilon_2, \varepsilon_3$) under the resonator; removing the top ground plane and using a 2-layer structure under the resonator without a top dielectric, but these modifications showed no advantage.

Other measurement techniques include the microstrip line methods [36], [37], open-end coplanar waveguide method [38]. Different methods can be combined to form another one such as the waveguide dielectric resonator [39], and the complementary frequency selective surface (CFSS) resonator [40], [41].
5.6 Conclusions

In this chapter, the fabrication techniques used in the construction of the samples used in this thesis have been explained. Three samples have been created in this research; one of these was an array of metallic spheres arranged uniformly within a low dielectric material, Rohacell®. One and two layers of this structure were measured with a 0.35-0.53 GHz and 0.75-1.12 GHz rectangular waveguide. The second structure was a 110-µm thick low permittivity laminate material, GTS® with 35-µm thick Copper squares etched on either side and stacked to create a composite with thickness in the 1–2 mm range, depending on the number of layers. Two metal-free layers of the laminate were placed on either side of the layered structure to ensure that the metal cuboids were not touching the resonator. The third structure was a very thin sample of metallic nano-film made from porous oxides. The fabrication resources available within the School have limited the range of samples that can be made. Plane wave simulations have been used to estimate the \( \varepsilon_{\text{eff}} \) and \( \mu_{\text{eff}} \) of the first two samples. As the simulations have been shown to have good agreement with the canonical equations, this served as a basis for the results to be obtained from the measurement techniques examined. The G\( n \)SG sample was shown to have anisotropic and diamagnetic properties due to the non-symmetric nature of the metallic cuboids and the Copper inclusions respectively, thus yielding permittivity and permeability tensors.

Various methods of measuring the dielectric properties of the heterogeneous structures have been considered – the SPDR, the Rectangular Waveguide (RWG) and the Microstrip Ring Resonator (MRR). The results from these measurement methods have been presented and compared with the results from simulations for the RWG and MRR measurement techniques. The challenges involved with these techniques have also been highlighted. These methods were chosen as they are commonly used and were readily available at the School.

The SPDR gave good results for homogenous substrates – Perspex; however, when used to measure the G\( n \)SG sample, negative \( \varepsilon_{\text{eff}} \) values were obtained as the frequency shift from an empty resonator was upward after loading the resonator with the sample. It was concluded that this was not a suitable method for the samples created here especially those with metallic inclusions.

Thus far, the analytical and simulation based research has been verified with waveguide measurements for the sample with the array of metallic balls in a Rohacell® host. Waveguides
become harder to use accurately as the frequency increases as the positional errors become proportionately larger. It was also beyond the capabilities of this project to fabricate a physically durable sample to be placed in a smaller waveguide as discussed in Section 5.2.3. Further work is required for measuring the GnSG sample.

The ring resonator was investigated and was a reasonable measurement method; however, the extracted results did not agree well with the known \( \varepsilon_r \) values of the homogeneous and GnSG samples, both from the simulated and measured results. For the GnSG sample, it can be concluded that with the size of the inclusions and the spacing being comparable to the ring width and the coupling gap (between the ring and the transmission line), if the size of the inclusions were further reduced, this may present a suitable method. Increasing the ring width makes the extraction process more complex.

It can thus be concluded that although other measurement methods need to explored, the waveguide measurement technique was the best of the three for measuring the samples created for this thesis. It is expected that the dielectric properties will be easier to measure if the metallic inclusions are reduced in size – which will be investigated in future work. The simulated and measured performances of a rectangular patch antenna with the heterogeneous sample (GnSG) as substrates are presented in Chapter 6.
5.7 References


Chapter 6. Heterogeneous Materials as Substrates for Patch Antennas

6.1 Introduction

Extensive research [1–4] has been considered on moving away from using standard substrates in different antenna systems to using more user-defined substrates for advanced applications. These includes the use of magnetic metamaterials in order to miniaturise and improve the performance of the antenna [1], [5], [6]; using textured dielectrics to broaden the bandwidth of the antenna [2], [3], [7–9]; and creating dual resonances in the antenna [10]. The antenna itself, such as a patch antenna can be made from an array of small patterned metal patches in order to achieve the required antenna performance such as broad bandwidth and high gain [11], [12]. These studies show that examining the behaviour of antennas when placed on artificial dielectrics, especially those containing metallic inclusions, is important in order to understand how the antenna performance can be improved.

For further confirmation of the effective permittivity results obtained from the canonical equations (in Chapter 2), the simulation-inversion process (in Chapters 3 and 4) and the measurements (in Chapter 5), a patch antenna was used in this chapter. This also extends the results from an infinite medium to a finite medium and places the material in close proximity to the source. Here, an important part of a typical antenna system – the substrate (on which the radiating part of the antenna is etched or printed) is altered by replacing the homogenous substrate with a heterogeneous one in order to understand how this heterogeneity may influence the performance of the antenna. This also introduces the concept of how a heterogeneous material can be used in microwave applications to verify the effective permittivity, \( \varepsilon_{\text{eff}} \).

The patch antenna was used here for its simplicity, low cost of manufacture and the readily available standardised design equations in the literature [13–15]. The key parameters affecting the operation of the rectangular microstrip patch are its length, width, substrate height, permittivity and the feed mechanism. Therefore, if the other parameters are known, patch antenna measurements can be used to calculate the effective permittivity of heterogeneous substrates. The resonant frequency of the same sized patch is dependent on the permittivity below the patch [14] and so as this permittivity is altered, the resonant frequency
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is altered. The microstrip line feed method was selected over the probe feed for ease of fabrication, modelling and to allow the sample holder to be mounted on the positioner in the anechoic chamber during measurements. The matching of the patch is affected by the changing permittivity but this chapter will focus on the resonant frequency.

In this chapter, the results from simulations and measurements of a standard rectangular patch antenna on the heterogeneous material described in Section 5.2.2 (see Figures 5.2 and 5.3) are presented. The simulations were carried out using Empire XCcel® while the measurements were carried out in the anechoic chamber at Loughborough University. The Anritsu Vector Network Analyser (VNA) has also been used to carry out S-parameter measurements. Two forms of the microstrip line feed mechanisms were used: the offset feed and the recessed/inset feed. More emphasis has been placed on the inset-fed patch because the offset feed may present further variables in the results, one of which is that the current distribution is not symmetric about the feed line.

Section 6.2 describes the simulations of the patch antenna used in this chapter on a heterogeneous substrate with dielectric and metallic cubic inclusions in a simple cubic (SC) lattice and compares the performance with that when the patch is on a homogenous substrate of equivalent effective permittivity. It also compares and discusses the simulated and measured results of the patch antenna on homogenous substrates. Section 6.3 gives a comprehensive analysis via simulations of the designed patch on the multi-layered sample introduced in Section 5.2 in order to fully understand the different variables that may affect the results. Section 6.4 compares the results from the simulations and measurements of the designed patch antenna on the multi-layered sample substrate to other materials of known permittivity. Also, other performance parameters of the patch antennas, such as the radiated efficiency, 10dB bandwidth and gain, using both feed mechanisms from simulations and measurements are compared. The conclusions to this chapter are given in Section 6.5.
6.2 Patch Antennas on Heterogeneous Substrates with Dielectric and Metallic Inclusions in a Simple Cubic (SC) Lattice

The inclusion material in the heterogeneous medium can be dielectric or metallic. In this section, the effect of both inclusion types are analysed and compared for the same-sized patch antenna. An analysis of the patch antenna on a heterogeneous medium with spherical inclusions was compared with its homogenous equivalent in [16]. Due to the isotropic nature of heterogeneous mixtures configured in an SC lattice and the accuracy and/or speed of simulations, cubic inclusions were used as an initial study of how the behaviour of a patch antenna is affected by these inclusions.

6.2.1 Antenna Design

The design equations for a rectangular patch antenna are given by [14], [17], [18]:

\[
W_p = \frac{c}{2f_r} \sqrt{\frac{2}{\varepsilon_r + 1}} 
\]

(6-1)

\[
\varepsilon_{reff} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left[ 1 + 12 \frac{h}{W_p} \right]^{-1/2}
\]

(6-2)

\[
\frac{\Delta L}{h} = 0.412 \frac{\left( \varepsilon_{reff} + 0.3 \right) \left( \frac{W}{h} + 0.264 \right)}{\left( \varepsilon_{reff} - 0.258 \right) \left( \frac{W}{h} + 0.8 \right)}
\]

(6-3)

\[
L_p = \frac{\lambda}{2\sqrt{\varepsilon_{reff}}} - 2\Delta L
\]

(6-4)

where \(W_p\) is the patch’s width; \(f_r\) is the resonant frequency; \(\varepsilon_r\) is the permittivity of the substrate on which the patch is printed; \(\varepsilon_{reff}\) is the effective dielectric constant of the patch (to account for fringing effects as some of the waves travel in air too [14]); \(h\) is the substrate thickness; \(L_p\) is the resonant length of the patch; \(\varepsilon_r\) is the permittivity of the substrate on which the patch is printed; and \(\lambda\) is the free space wavelength at the resonant frequency.

Using equations (6-1) to (6-4) with a design frequency, \(f_r = 4\) GHz, the dimensions of the patch were obtained as \(L_p = 14.77\) mm and \(W_p = 20.02\) mm when \(\varepsilon_r = 6.01\), and \(L_p = 17.21\) mm when \(\varepsilon_r = 11.5\).
mm and $W_p = 22.74$ mm when $\varepsilon_r = 4.43$. The value of $f_r$ was chosen such that it fell within the frequency range of the anechoic chamber used in carrying out these measurements, while the $\varepsilon_r$ values are the effective permittivity values of the multi-layered sample (in Section 5.2.3) for the two electric field orientations shown in Figure 5.5. These values of $\varepsilon_r$ were chosen as they were the values of $\varepsilon_{eff}$ extracted from the plane wave (PW) simulations of the sample (as in Section 5.2) and were relatively close to the values of the homogenous substrates used as references for the patch antenna measurements. The width of the feed line, $w_o$ should be such that its characteristic impedance, $Z_{cf}$ matches that of the patch and the source. In this work, 50-$\Omega$ impedance was used for the source. $Z_{cf}$ is calculated from equation (6-5) [19]:

$$Z_{cf} = \begin{cases} 
\frac{60}{\sqrt{\varepsilon_{reff}}} \ln \left( \frac{8h}{w_o} + \frac{w_o}{4h} \right), & \frac{w_o}{h} \leq 1 \\
\frac{120\pi}{\sqrt{\varepsilon_{reff}}} \left[ \frac{w_o}{h} + 1.393 + 0.667 \ln \left( \frac{w_o}{h} + 1.444 \right) \right], & \frac{w_o}{h} \geq 1
\end{cases}$$  

(6-5)

As stated in Section 6.1, two feed methods – offset and recessed feed, as shown in Figure 6.1, were simulated and measured. For the offset-feed (see Figure 6.1 (b)), $W_1 < W_2$.

![Figure 6.1: Generic schematic diagram of rectangular patch with (a) recessed/inset and (b) offset feeds (not drawn to scale)](image)

For the recessed feed, the depth of recess is important in determining how well the patch is matched to the input impedance. This depth, $l_o$ can be calculated from [15], [20]:

$$l_o = \frac{L_p}{\pi} \left[ \cos^{-1} \left( \frac{Z}{R_{in}} \right)^{1/2} \right]$$  

(6-6)
where \( Z \) is the required input impedance and \( R_{in} \) is the impedance at the leading radiating edge. Typically, \( l_o \) is about third of the length, \( L_p \) of the patch.

Parametric studies of these relevant dimensions of the patch and its feed were then carried out using simulations with homogenous substrates of different permittivity values and different number of layers in order to determine which particular dimension gave an acceptable impedance match across all. This resulted in a final patch size of \( L_p = 24 \text{ mm} \) and \( W_p = 27.76 \text{ mm} \); feed line inset, \( l_o = 9.50 \text{ mm} \) and width, \( w_o = 3.12 \text{ mm} \) for \( f_r \) between 2 and 4 GHz in order to, as much as possible, give an acceptable match for each measurement.

### 6.2.2 Dielectric Inclusions

In [16], it has been shown via simulations, that the patch antenna on a substrate with dielectric spherical inclusions has similar performance to its homogenous equivalent substrate with the same effective permittivity. In this section, cubic inclusions are used to check this agreement between the heterogeneous and homogenous substrates. Data used: cube length, \( l = 500 \mu\text{m} \), centre-to-centre spacing, \( s = 750 \mu\text{m} \), \( \varepsilon_1 = 2.25 \) (\( \tan \delta = 0.001 \)), \( \varepsilon_2 = 11.9 \) (\( \tan \delta = 0.01 \)), thickness of the substrate, \( d_x = 1500 \mu\text{m} \). Therefore, the substrate had 2 layers of cubes as shown in Figure 6.2 (b). Here, the inset feed depth, \( l_o = 8 \text{ mm} \).

![Figure 6.2: (a) Top view and (b) side view of inset-fed patch on heterogeneous substrate (not drawn to scale)](image)
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As established in prior chapters, the $\varepsilon_{eff}$ of a heterogeneous medium can be quickly determined from the canonical equations by Lewin and Sihvola [21], [22] and applying the equivalent volume process. Using these equations, the $\varepsilon_{eff}$ for this medium is 3.69 ($\tan \delta = 0.0016$) which is used as the permittivity value in the simulation of the patch with the homogenous substrate, keeping the same substrate thickness. The return loss, that is, the $S_{11}$ of these two scenarios are shown in Figure 6.3, which show very good agreement with the resonant frequency of the heterogeneous medium slightly higher than that of its homogenous equivalent. The radiation efficiencies on the heterogeneous and homogenous are 88.1% and 93.1% respectively. The 3D and 2D radiation patterns for both cases are shown in Figure 6.4, which again show good agreement. The main difference is that the nulls at $0^\circ$ for $E_\phi$ and $E_\theta$ at $\phi =0^\circ$ and $\phi = 90^\circ$ respectively are more pronounced for the heterogeneous substrate than for the homogenous equivalent. In addition, the electric field is more distributed over the surface area captured by the ‘animation box’ (see Figure 6.4 (a), (b)) for the heterogeneous substrate than for the homogenous. The close agreement between the homogenous and heterogeneous plots provides further confidence that the inversion process is accurate and that these heterogeneous materials can be adequately used in finite antenna designs.

Figure 6.3: Simulated $S_{11}$ of same sized patch on a homogenous (continuous) and heterogeneous (dashed) substrates with dielectric cubic inclusions
Figure 6.4: (a), (b) 3D and (c), (d) 2D simulated radiation patterns of an inset-fed patch antenna on (a), (c) heterogeneous (with dielectric cubes) and (b), (d) homogenous substrates obtained

6.2.3 Metallic Inclusions

Metallic (copper) inclusions in an SC lattice in a dielectric host were also examined here. The same inclusion length, spacing, substrate thickness (2 layers of inclusions) and host permittivity as in Section 6.2.2 was used here, but with inclusion material was Copper ($\sigma =$
$5.8 \times 10^7$ S/m). In order to obtain the $\varepsilon_{eff}$ from the canonical equations, $\varepsilon_2 = (12.7 + j103.93) \times 10^6$ was used as the equivalent permittivity of copper (calculated using the Drude model [23], [24]). From these equations, $\varepsilon_{eff} = 5.09$ (tan $\delta = 0.001$) and was used as the value of $\varepsilon_r$ for the homogenous equivalent case. The simulated $S_{11}$ results are shown in Figure 6.5. As shown, the agreement is less accurate when patch antennas have heterogeneous substrates containing metallic cubes, that is, the frequency response did not agree with the equivalent homogeneous case. This is thought to be due to the patch coupling to the metal cubes and the surface waves along the heterogeneous substrate. The heterogeneous patch was not as well matched as the homogenous case as if the $\varepsilon_r$ has changed at the inset feed point, the 50 $\Omega$ point will change. The match can be improved by changing the dimensions of the patch. However, this was not done here as like comparisons with the exact same patch antenna was the main objective. As will be further discussed in Section 6.4, the value of the effective permeability, $\mu_{eff} = 0.62$ from the canonical equations (see equation (2-1)), and would have reduced the effective refractive index seen by the patch, thereby increasing its resonant frequency. A parametric study on the $\mu_{eff}$ of the homogenous equivalent was carried out via simulations in order to match its $f_r$ to the $f_r$ of the heterogeneous substrate suggested that the heterogeneous medium had an $\mu_{eff}$ between 0.7 and 0.8. The 3D and 2D radiation patterns from simulations are shown in Figure 6.6. The radiation efficiencies of the patch on the heterogeneous and homogenous substrates are 73.7% and 93.2% at their resonant frequencies. The differences between the radiation patterns of the homogenous and heterogeneous cases are more pronounced in this case. Deeper nulls are present in the radiation patterns of the homogenous compared to those of the heterogeneous. This may be due to the presence of diamagnetism ‘seen’ by the patch antenna. In addition, the electric field distributions are quite similar to each other.

The upward shift in the resonant frequency can be as a result of the initial antenna design process not taking into account the permeability of the medium. If the permeability can be accounted for, the wave number is effectively reduced, thereby increasing the required patch antenna size and thus reducing the resonant frequency. This may be done by substituting $\varepsilon_r$ in equations (6-1) and (6-2) with $\varepsilon_r \mu_r$, where $\mu_r$ has been assumed to be 1 in these equations, and the diamagnetic value of $\mu_r < 1$ used instead. However, this is not done here, as the frequency and performance differences introduced by the use of different dielectrics and the GnSG sample were of more importance and the focus here.
Using a 1.5-mm thick substrate meant that two layers of the inclusions in the direction normal to the patch were used. It has been shown in [25] that the number of layers of the heterogeneous substrate did not cause a significant variation in its effective permittivity. The patch on the heterogeneous medium can take up to 3 hours to run as there are many Yee cells in both the X and Y directions. This simulation time goes up to 20 hours for spherical inclusions due to their shape and the meshing algorithm used in the Empire XCcel® [16]. A summary of the results using both dielectric and metallic inclusions is given in Table 6.1. The loss as captured by the values of the radiation efficiencies would be due to the impedance mismatch, the loss tangents of the materials used and the conduction losses which were taken into account by the simulation tool by its ‘wide band lossy’ option.
Figure 6.6: 3D (top row) and 2D (bottom row) simulated radiation patterns of an inset-fed patch antenna on (a), (c) heterogeneous (with metallic cubes) and (b), (d) homogenous substrates

Table 6.1: Summary of simulated results of patch antenna on substrates with cubic inclusions

<table>
<thead>
<tr>
<th></th>
<th>Dielectric Inclusions</th>
<th>Metallic Inclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Heterogeneous substrate</td>
<td>Homogenous equivalent</td>
</tr>
<tr>
<td>$\varepsilon_{eff}$</td>
<td>3.69 (tan $\delta = 0.0016$)</td>
<td>5.09 (tan $\delta = 0.001$)</td>
</tr>
<tr>
<td>$S_{11}$ (not optimised)</td>
<td>-22.6 dB</td>
<td>-22.0 dB</td>
</tr>
<tr>
<td>Resonant frequency, $f_r$</td>
<td>3.16 GHz</td>
<td>3.19 GHz</td>
</tr>
<tr>
<td>10 dB bandwidth</td>
<td>74.3 MHz</td>
<td>61.8 MHz</td>
</tr>
<tr>
<td>Radiated efficiency at $f_r$</td>
<td>88.1%</td>
<td>93.1%</td>
</tr>
</tbody>
</table>
6.2.4 Comparison of the Simulated and Measured Performance of the Patch Antenna on a Homogenous Substrate

In this section, the measurement results of the patch on known permittivity substrates are presented. The patch was measured using a recessed and offset feed as shown in Figure 6.1 and the results are discussed here. In both cases, the patch was printed on a lossy FR4 substrate ($\varepsilon_r = 4.4$, $\tan \delta = 0.02$, thickness = 1.5 mm) as shown in Figure 6.7. The patch dimensions in Section 6.2.3 are used here. The $S_{11}$ results for the inset fed and offset-fed patch are as shown in Figure 6.8 (a) and (b) respectively. For the offset feed, the return loss shows different matching levels which could be improved. These results were acceptable for the primary purpose of the investigation which was to investigate the $\varepsilon_{eff}$ and losses. These simulated and measured results have been summarised in Table 6.2.

Note: the ‘Lossy FR4’ substrate refers to the FR4-Epoxy substrate which tends to be lossy.

![Figure 6.7: The inset-fed and offset-fed patch antennas on lossy FR4](image)

![Graph showing $S_{11}$ results](image)
Figure 6.8: Simulated and measured $S_{11}$ of (a) inset-fed and (b) offset-fed patch on lossy FR4

Table 6.2: Summary of performance attributes of patch antenna on lossy FR4 substrate

<table>
<thead>
<tr>
<th></th>
<th>SIMULATIONS</th>
<th>MEASUREMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inset-fed patch</td>
<td>Offset-fed patch</td>
</tr>
<tr>
<td>$S_{11}$</td>
<td>-21.9 dB</td>
<td>-22.3 dB</td>
</tr>
<tr>
<td>Resonant frequency, $f_r$</td>
<td>3.02 GHz</td>
<td>2.85 GHz</td>
</tr>
<tr>
<td>10 dB bandwidth</td>
<td>71.7 MHz</td>
<td>119.5 MHz</td>
</tr>
<tr>
<td>Radiated efficiency at $f_r$</td>
<td>91.3 %</td>
<td>57.2 %</td>
</tr>
<tr>
<td>Peak Gain</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.34 dBi</td>
</tr>
</tbody>
</table>

The frequency changes with the feed type, however this does not present a problem as the resonant frequencies and performance per antenna type is what is being compared here. The simulated and measured resonant frequencies for each feed type show reasonable agreement.

Radiation Patterns of Patch on Homogenous Substrates

The 2D radiation patterns at $\phi = 0^\circ$ and $90^\circ$, from the simulations and measurements for the inset-fed and the offset-fed patches with homogenous substrates are shown in Figure 6.9. As shown, the radiation patterns are in general agreement with each other. Disparities between the simulated and measured patterns can be due to different issues such as cable and connector losses, instrument variations, positioning and the environment in which the
measurements take place. $E_\phi$ at $\phi = 0^\circ$ is very small and so does not appear in the Figure 6.9 (a). The effects of the positioner are also reflected in the measured patterns from the reduced radiation at $180^\circ$.

Please note that due to the inherent configuration of the simulation tool, Empire XCcel® used here, the radiation patterns from the simulation are rotated $90^\circ$ to the right relative to those from the measurements.
Figure 6.9: Simulated (top row) and measured (bottom row) 2D radiation patterns of (a) inset-fed (left) and (b) offset-fed (right) patches on the homogenous lossy FR4 substrates
6.3 Simulation Analysis of Rectangular Patch Antennas on the Multi-layered Sample Substrate

The dimensions of the patch used in the previous sections have been used here to analyse the multi-layered sample described in Section 5.2 (see Figure 5.3), which has a thickness of 1.84 mm when 9 double-sided layers are stacked with plain GTS® insulating either side. For simplicity, this structure is referred to as ‘G9SG’ in the rest of this chapter. From the PW simulation results presented in Section 5.2.3, the $\varepsilon_{eff}$ of the sample was obtained as a permittivity tensor (6.01, 6.01, 4.43) where the lower value of $\varepsilon_{eff}$ was obtained from a different orientation of the sample to the impinging EM wave. This characteristic has been determined as an anisotropic behaviour as the dimensions of the inclusions of the sample are not equal in all three axes. Figure 6.10 shows a patch antenna on the heterogeneous medium.

![Figure 6.10: (a) Top and (b) side views of patch antenna on heterogeneous G9SG substrate (not drawn to scale). Metal cuboid size = 500 × 500 × 70 µm, spaced 750 µm along the x- and y-axes, and 110 µm along the z-axis.](image)

6.3.1 Inset-fed Patch Simulation Results

The simulated S-parameter, $S_{11}$ of the inset-fed patch antenna on a standard low loss FR4 substrate with $\varepsilon_r = 4.5$, is shown in Figure 6.11, which shows a good impedance match. This value of $\varepsilon_r$ was chosen because it was close to lower value of $\varepsilon_{eff}$ tensor (4.43) obtained for the G9SG sample. The same patch was then simulated with the sample, G9SG directly below
and the simulated $S_{11}$ is also shown. It is expected that should parametric studies be done on the feed for this patch using the G9SG as substrate, a much better match would be achieved. However, due to the computational cost of each simulation of this kind, ~ 6 hours, this was not done. The resonant frequency for the patch on the sample increased to 3.38 GHz from its 2.96 GHz value when it was on the homogenous substrate, a 14% increase. This in itself suggests that the effective permittivity seen by the patch is higher for the homogenous than the G9SG sample, implying that $\varepsilon_{eff} < 4.5$.

![Figure 6.11: Simulated $S_{11}$ of same sized patch on a homogenous FR4 substrate (continuous) and heterogeneous G9SG substrate (dashed)](image)

In order to determine what the $\varepsilon_{eff}$ of the G9SG sample might be, the $\varepsilon_r$ of the homogenous substrate with the same thickness was varied from 2 to 5. The $S_{11}$ from these simulations are shown in Figure 6.12. As shown, the resonant frequency of the sample falls between $\varepsilon_r = 3$ and 3.5, instead of 6.01 or 4.43 as from the PW simulations. This suggested that the lower $\varepsilon_r$ could be due to the anisotropy of the sample and/or that the $\mu_{eff}$ of the sample was less than 1 (diamagnetism), as determined in Section 5.2.3, hence, taking the resonant frequency up by reducing the wave number.
Figure 6.12: Simulated $S_{11}$ of same sized patch on a homogenous substrates of equal thickness but different permittivities for comparison with $S_{11}$ of heterogeneous G9SG sample

### 6.3.2 Anisotropy and Diamagnetism of Sample

**Anisotropic Behaviour**

Another simulation of the patch was run with the copper cuboids rotated by 90° with respect to the patch surface, in order to check how the anisotropic nature of the sample was playing a role on the patch antenna performance. In this geometry, the flat surface area of the copper squares was perpendicular to the plane of the patch and parallel to its width, see Figure 6.13; the substrate thickness was 1.5 mm here. The results are shown in Figure 6.14. The resonant frequency, $f_r = 3.0$ GHz, is now closer to that of the homogenous substrate with $\varepsilon_r = 4.5$, confirming that the structure is indeed anisotropic. As in Section 6.2.3, the patch antenna simulations indicate a lower $\varepsilon_{eff}$ than that obtained with PW simulations without the diamagnetic effect.

The resonant frequency implied that the orientation of the squares relative to the patch is important as the polarisation of the electric fields within the substrate of a patch are generally pointing in the direction from the patch to its ground plane and so are ‘disturbed’ differently from one orientation to another. It may also be that when these copper cuboids are parallel to the length of the patch, a different coupling response might be seen. These last two orientations of these small squares are difficult to make using etching techniques as it is
difficult to create a stacked layer of thin strips fixed together and sufficiently long and wide to surround the patch. As such these analyses were limited to simulations.

Figure 6.13: Alternative orientation of copper cuboids under inset-fed patch (not drawn to scale in order to visualise the structure)

Figure 6.14: Simulated $S_{11}$ of same sized patch on a homogenous (continuous) and heterogeneous (dashed) substrate with rotated copper cuboids as in Figure 6.13
**Diamagnetic Behaviour**

To test the effect of the diamagnetism on the resonant frequency of a patch antenna, a parametric sweep of varying $\mu_r$ from 0.1 to 1 with fixed value of $\varepsilon_r$ was carried out via simulations and the results shown in Figure 6.15. From this, it can be seen that the resonant frequency increases for decreasing permeability and so confirms the point that the diamagnetic nature of the sample could be contributing to the upward shift in the resonant frequency and reducing the impedance match of the patch. In Section 5.2.3, it was determined from the simulation-inversion process that the sample had an average $\mu_{eff} = 0.82$. Comparing this with the plot for $\mu_r = 0.8$ in Figure 6.15 which represents a 14% drop in $f_r$ as seen in Figure 6.11 between the $f_r$ of the G9SG sample and the homogenous $\varepsilon_r = 4.5$ substrate, it can be concluded that the G9SG sample actually has an $\varepsilon_r$ around 4.5, a value quite close to the one of values in its permittivity tensor.

The above analysis has given a reasonable explanation for the upward shift in the resonant frequency of the patch antenna compared to the homogenous equivalent; therefore it is more reasonable to compare the performance of the patch on the sample with that of the homogenous substrate with $\mu_r = 0.8$. The $S_{11}$ values are shown in Figure 6.16. Having accounted for the permeability of the medium, the resonant frequencies and the impedance match of both geometries are now closer than they were in Figure 6.11 but still different. It also indicates that $\mu_{eff}$ for the G9SG sample falls between 0.9 and 1.

![Graph](image_url)

Figure 6.15: $S_{11}$ of same sized patch on a homogenous substrates of equal thickness and permittivity, but with decreasing permeability, for comparison with $S_{11}$ of heterogeneous sample (G9SG) orientated as in Figure 6.10.
Figure 6.16: $S_{11}$ of same sized patch on a homogenous substrate with $\varepsilon_r = 4.5$, $\mu_r = 1.0$ (continuous), and with $\varepsilon_r = 4.5$, $\mu_r = 0.9$ (dash-dot) and heterogeneous (dashed) substrate.

### 6.3.3 Offset-fed Patch Simulation Results

Simulated results for the offset-fed patch are given in this section as measured results using this patch are also presented in this chapter. The dimensions of the patch are the same as the inset fed patch and the microstrip line feed was offset 1.12 mm ($= W_2 - W_1$) from the centre line of the patch as shown in Figure 6.1 (b). The $S_{11}$ results are shown in Figure 6.17, for the patch on the homogenous equivalent and the heterogeneous substrate. From the $S_{11}$ results, it can also be seen that the resonant frequency for the G9SG sample is higher than that of its homogenous substrate with permeability, $\mu_r = 1$ and $\mu_r = 0.8$. The same explanation given in the Sections 6.3.1 and 6.3.2 applies to this set of results also. Further results using the offset-fed patch antenna are given in Section 6.4.3.

It can be concluded that the inclusion of $\mu_{eff} < 1$ in the EM properties of the homogenous medium reduces the difference between the resonant frequencies of a heterogeneous medium with metallic inclusions and its homogenous equivalent. However, this does not completely provide the full explanation for the variation in $f_r$. 
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The differences in the $\varepsilon_{eff}$ and the $\mu_{eff}$ results between that obtained by the plane wave and the patch antenna simulations are very likely due to the fact that the plane wave simulations are set up such that the sample is in the far field of the port, whereas with the patch antenna simulations, the sample is in the near field of the source. Therefore, it can be expected that the frequency response from both cases will differ from each other.
6.4 Measurement of Patch Antennas on Dual Substrates

In this section, patch antennas with either inset or offset feeds on multi-layer substrates were fabricated and measured in order to (a) validate the $\varepsilon_{eff}$ from the resonant frequencies and (b) investigate and compare the radiation patterns and efficiencies of the patch in this configuration. Patch size: $L_p = 24$ mm, $W_p = 27.76$ mm, $l_o = 9.50$ mm, $w_o = 3.12$ mm. A two-layer substrate was used as shown in Figure 6.18 as another method of comparing the performance of a patch antenna on homogenous and heterogeneous substrates. The patch is printed directly on the ‘homogenous substrate’ and the ‘standard or test substrate’ is sandwiched between the ‘homogenous substrate’ and ground. These two substrates were varied in the measurements. The two-layer geometry was used here in order to compare the performance of a patch antenna with the G9SG and other homogenous substrates. The nature of the G9SG sample did not allow direct etching of the patch antenna on its metallic surface.

![Figure 6.18: Side view of patch antenna on dual substrates.](image)

6.4.1. Measurement Summary

Due to the fact that the patch was to be placed on several different dielectrics and measured in the full wave anechoic chamber, a support mechanism was designed to hold the test sample in place. This consisted of a solid metal block, sample holder and plastic screws. The metal block acted as the ground plane for the patch antenna system and had holes drilled on either side as shown in Figure 6.19. The plastic screws were used to hold everything in the right place and minimise the air gaps between layers. The in-chamber arrangement is shown in Figure 6.20. In order to mount these substrate layers on the sample holder, holes had to be drilled through all the substrates at the exact same points to ensure alignment. Examples of these holed materials are shown in Figure 6.21. The properties of these materials and the measured and simulated results are given in Table 6.3.
Figure 6.19: Top and side views of support structure for the anechoic chamber measurement

Figure 6.20: Anechoic chamber antenna measurement setup showing the reference horn antenna and the sample holder with the materials being measured
For the measurements with the patch printed on the thin GTS® materials, an additional layer of Rohacell® (see the white top layer in the left inset of Figure 6.20) was necessary to apply the required pressure to the measured material in order to eliminate air gaps. As Rohacell® has a permittivity close to that of air, this has negligible effect on the results, and can be ignored as the relative frequency changes are of interest here.

Note: the ‘GTS Layers’ substrate was a stack of 14 thin GTS® material (total height = 1.53 mm) used in this work, with the copper etched away from either side and stacked to create the required thickness; the ‘Low loss FR4’ refers to a high quality RF-45 substrate.

6.4.2. **Inset-fed Patch**

The inset-fed patch was etched on two substrates – the 1.5-mm lossy FR4 and 0.11-mm GTS® substrate. The simulated and measured results from these two samples are shown and compared here. The $S_{11}$ result from the GTS® patch antenna with the 1.84-mm G9SG sample below it (see Figure 6.10) is shown in Figure 6.22, which gives a very good impedance match with $|S_{11}| = -28.98$ dB at $f_r = 3.71$ GHz.
Further comparisons were done when these 2 inset-fed patches – on FR4 and GTS®, were placed above other dielectric substrates as in the arrangement of Figure 6.18. The $S_{11}$ plots are shown in Figure 6.23. Bearing in mind that the resonant frequency is partly a function of the permittivity of the substrate beneath the patch, it can be concluded that the permittivity of the G9SG lies between that of the known permittivity values of FR4, $\varepsilon_r = 4.5$ and Taconic, $\varepsilon_r = 2.2$. Although the $\varepsilon_{eff}$ of the G9SG sample seems to be less than that of the GTS® Layers, it should be recalled that the copper cuboids have been shown to introduce a diamagnetic behaviour to the sample which accounts for this reduction in the effective refractive index. Also, the volume fraction of the air gaps in the sample, which is ~30% more than that of the copper cuboids will also contribute to reducing the $\varepsilon_{eff}$ of the G9SG sample. The differences in total substrate height between measurements have an effect on the impedance match, and also affect the resonant frequencies. Note that the identical patch (including the inset dimensions) was used in all cases and hence as the $\varepsilon_r$ changes, the impedance of the line also changes.

The radiation patterns from the simulations and measurements of the lossy FR4 substrate and the GTS® substrate with the G9SG sample underneath are shown in Figure 6.24 (a) and (b) respectively. The patterns from the simulations are rotated by 90° with respect to the measured patterns. Radiation patterns from the measurements are similar for both scenarios. From these results, it can be concluded that the simulation results give ‘ideal’ results and the measurements seem to have more nulls. This could be due to the positioner, the cable and the
asymmetric samples. However, the general distributions and shapes of the patterns from the simulations and measurements show reasonable agreement.

Figure 6.23: Measured $S_{11}$ of inset-fed patch printed on (a) 1.5 mm lossy FR4 and (b) 110 $\mu$m GTS® substrates with different dielectrics (as listed in the legend) underneath as the standard or test substrates – see Figure 6.18.
Figure 6.24: Simulated (top row) and measured (bottom row) 2D radiation pattern of (a) **lossy FR4** inset-fed patch and (b) **GTS®** inset-fed patch antenna on sample, G9SG
A summary of the simulated and measured results along with the other parameters of the patch antenna are given in Table 6.3 and Table 6.4. ‘ALONE’ in the tables is the case when there is just a single substrate below the patch antenna, that is, no ‘standard/test substrate’ below the ‘patch substrate’ as shown in Figure 6.18. This geometry was not measured for the GTS inset-fed patch case as the substrate was 110 µm thick. Both tables show that the resonant frequencies from the simulations show good agreement with those from the measurements for the homogeneous samples. The main disagreements between the simulations and the measurements for the G9SG sample are in their resonant frequencies as the measured $f_r$ are higher than the simulated values. In both cases, the $S_{11}$ at the resonant frequencies from the measurements are higher than those from the simulations; however it can be assumed that the measured results give a truer picture of the antenna performance. The radiated efficiencies from both measurements are above 50% and may be further improved with separately designed patches for each set of measurements. From the results of the lossy FR4 in Table 6.3, the radiated efficiencies and return losses from the simulations and measurements are comparable. Please note that the simulations did not include $\mu_r$ in the substrates as identical configurations were being compared and that the transmission line widths were not optimised for the different dielectrics, for example, in the low loss FR4 case which has a lower 10dB bandwidth compared with that of the G9SG sample.

The resonant frequency of a patch antenna can be approximated by:

$$f_r = \frac{c}{2L_p\sqrt{\varepsilon_r\mu_r}}$$  \hspace{1cm} (6-7)

Therefore, relationship between the resonant frequency of the patch antenna with and without the diamagnetic effect in its substrate can be written as:

$$f_{r,\text{no diamagnetism}} = \frac{f_{r,\text{with diamagnetism}}}{\mu_r^{0.5}}$$  \hspace{1cm} (6-8)

Using this relationship on the values in Table 6.3 - Table 6.7 allows the resonant frequencies from the simulations and measurements to show better agreement. The rather high values of the radiation efficiencies from the simulations have been cross-checked with the simulation software support team and found to be as expected even though the materials – conductors and dielectrics were treated as “broad band lossy” [26] which takes into account all the losses in the materials.
Table 6.3: Summary of simulated and measured results of 1.50 mm **lossy FR4** ($\varepsilon_r = 4.4$, $\tan \delta = 0.02$) **INSET** patch antenna on different dielectrics

**From Simulations: 1.50 mm lossy FR4 INSET-fed patch antenna on:**

<table>
<thead>
<tr>
<th>Material Type</th>
<th>Thickness of bottom substrate</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>-</td>
<td>3.02 GHz</td>
<td>-26.8 dB</td>
<td>75.1 MHz</td>
<td>43.2%</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>3.02 GHz</td>
<td>-15.7 dB</td>
<td>95.9 MHz</td>
<td>71.5%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>2.87 GHz</td>
<td>-14.5 dB</td>
<td>95.6 MHz</td>
<td>68.9%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.12 GHz</td>
<td>-19.9 dB</td>
<td>116.3 MHz</td>
<td>76.3%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>3.35 GHz</td>
<td>-34.0 dB</td>
<td>129.8 MHz</td>
<td>80.8%</td>
</tr>
</tbody>
</table>

**From Measurements: 1.50 mm lossy FR4 INSET-fed patch antenna on:**

<table>
<thead>
<tr>
<th>Material Type</th>
<th>Thickness of bottom substrate</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>-</td>
<td>2.98 GHz</td>
<td>-18.7 dB</td>
<td>65 MHz</td>
<td>39.9%</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>3.16 GHz</td>
<td>-46.7 dB</td>
<td>175 MHz</td>
<td>62.2%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>2.87 GHz</td>
<td>-11.4 dB</td>
<td>80 MHz</td>
<td>59.5%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.18 GHz</td>
<td>-23.3 dB</td>
<td>185 MHz</td>
<td>54.6%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>3.34 GHz</td>
<td>-37.9 dB</td>
<td>170 MHz</td>
<td>74.7%</td>
</tr>
</tbody>
</table>
Table 6.4: Summary of simulated and measured results of 0.11 mm GTS® ($\varepsilon_r = 3$, tan $\delta = 0.001$) INSET-fed patch antenna on different dielectrics

<table>
<thead>
<tr>
<th>From Simulations: 0.11 mm GTS® INSET-fed patch on:</th>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td></td>
<td>3.38 GHz</td>
<td>-12.2 dB</td>
<td>29.9 MHz</td>
<td>76.4%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>4.5</td>
<td>2.98 GHz</td>
<td>-10.0 dB</td>
<td>-</td>
<td>91.4%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.0</td>
<td>3.52 GHz</td>
<td>-15.4 dB</td>
<td>62.6 MHz</td>
<td>94.2%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>2.2</td>
<td>4.00 GHz</td>
<td>-35.6 dB</td>
<td>95.1 MHz</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>From Measurements: 0.11 mm GTS® INSET-fed patch on:</th>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td></td>
<td>3.69 GHz</td>
<td>-17.62 dB</td>
<td>95 MHz</td>
<td>54.1%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>4.5</td>
<td>3.03 GHz</td>
<td>-10.3 dB</td>
<td>20 MHz</td>
<td>64.7%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.0</td>
<td>3.68 GHz</td>
<td>-29.2 dB</td>
<td>120 MHz</td>
<td>55.7%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>2.2</td>
<td>4.03 GHz</td>
<td>-16.8 dB</td>
<td>120 MHz</td>
<td>78.9%</td>
</tr>
</tbody>
</table>
6.4.3. Offset-Fed Patch

The offset-fed patch was also examined here to check the repeatability and consistency of the above results on different antenna types, and how or if the feed method affects the performance of the antenna. It should be noted that the modes are more complicated in this case, thus, the measurement parameters were restricted to those used for the inset-fed patch scenario. The patch was etched on three dielectrics: a 110 µm thick GTS®, a 1.55 mm thick low loss FR4 of \( \varepsilon_r = 4.5 \), \( \tan \delta = 0.0037 \) and a 1.50 mm thick lossy FR4 of \( \varepsilon_r \approx 4.4 \), \( \tan \delta = 0.02 \). The patches were first measured individually and then above other substrates as in Figure 6.18.

The results for the measurements of the offset-fed patch with these three dielectrics as the top substrate are shown in Figure 6.25. The GTS ‘ALONE’ was not measured due to its 110 µm thickness. From these graphs, it can be seen that there is closer agreement in resonant frequencies between Figure 6.25 (b) and (c) with each other than with (a). This is expected as the low loss FR4 and lossy FR4 has similar \( \varepsilon_r \). Both (b) and (c) show that the permittivity of the sample, G9SG lies between the low loss FR4 and Taconic, that is between 4.5 and 2.2. In all cases, the impedance match for the antennas with the G9SG sample under is very good as the transmission line width was designed for an \( \varepsilon_r \) around 4.5. For the offset patch measurements, the bandwidth of the structure with the G9SG is comparable to that of the low loss Taconic material. The frequency response for the different ‘standard/test substrates’ occur in the same order moving from one of the FR4’s to the Taconic.
Figure 6.25: Measured $S_{11}$ results of offset-fed patch printed on (a) GTS®, (b) lossy FR4 and (c) low loss FR4 substrates and placed on five different substrates.

The radiation patterns for the offset patch on the lossy FR4 and GTS® substrates on the G9SG sample from simulation and measurements are given in Figure 6.26 (a) and (b) respectively. These patterns are similar except for the multiple nulls in back lobe of the results from the measurements which do not appear in the simulations. The differences in the pattern are due to the measurement environment and may also reflect the influence of the positioner as the antenna moves 180° away from the transmitting horn antenna. Comparing
the measured results with those from the single substrate case as shown in Figure 6.9, the nulls are more pronounced in this case. A summary of the results is given in Table 6.5 to Table 6.7. These measurements give similar results to those from the inset-fed patch antenna measurements with respect to the performance of the antenna on the G9SG sample. The radiated efficiencies with this sample are ~ 50% in these three cases compared with ~60% in the inset-fed measurements. The differences in the values between the measured and simulated results could be due to the difference in measurement/simulation setup for each case. For example, the exact resonant frequency will be affected by how many points are scanned over the frequency range measured/simulated frequency range. The measured resonant frequencies of the patch antenna on dual substrates with the G9SG sample, for each of the patch substrates examined, shows good agreement with the simulated results. This could mean that the effect of the G9SG sample on the patch differs depending on the feed mechanism used and it may be that should a probe feed be used, a different response might be obtained for the same sized patch.
Figure 6.26: Simulated (top row) and measured (bottom row) 2D radiation pattern of (a) **lossy FR4 offset** and (b) **GTS® offset-fed** patch antenna on sample, G9SG. The simulated patterns are rotated 90° with respect to the measured ones.
Table 6.5: Summary of simulated and measured results of 110 µm GTS® ($\varepsilon_r = 3$, tan $\delta = 0.001$) OFFSET-fed patch antenna on different dielectrics

From Simulations: 0.11 mm GTS® OFFSET-fed patch on:

<table>
<thead>
<tr>
<th></th>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>3.35 GHz</td>
<td>-16.0 dB</td>
<td>107.2 MHz</td>
<td>84.1%</td>
<td></td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>4.5</td>
<td>2.85 GHz</td>
<td>-13.8 dB</td>
<td>76.4 MHz</td>
<td>93.6%</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm</td>
<td>Lossy FR4</td>
<td>4.4</td>
<td>2.92 GHz</td>
<td>-34.4 dB</td>
<td>120.0 MHz</td>
<td>63.2%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.0</td>
<td>3.39 GHz</td>
<td>-13.8 dB</td>
<td>87.4 MHz</td>
<td>93.6%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>2.2</td>
<td>3.88 GHz</td>
<td>-17.7 dB</td>
<td>116.8 MHz</td>
<td>94.6%</td>
</tr>
</tbody>
</table>

From Measurements: 0.11 mm GTS® OFFSET-fed patch on:

<table>
<thead>
<tr>
<th></th>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>3.63 GHz</td>
<td>-29.1 dB</td>
<td>142.5 MHz</td>
<td>50.0%</td>
<td></td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>4.5</td>
<td>2.81 GHz</td>
<td>-14.1 dB</td>
<td>67.5 MHz</td>
<td>46.2%</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm</td>
<td>Lossy FR4</td>
<td>4.4</td>
<td>2.94 GHz</td>
<td>-15.4 dB</td>
<td>87.5 MHz</td>
<td>34.4%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.0</td>
<td>3.49 GHz</td>
<td>-20.1 dB</td>
<td>105.0 MHz</td>
<td>56.5%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>2.2</td>
<td>3.76 GHz</td>
<td>-18.2 dB</td>
<td>95.0 MHz</td>
<td>79.1%</td>
</tr>
</tbody>
</table>
Table 6.6: Summary of simulated and measured results of 1.55 mm **low loss FR4** ($\epsilon_r = 4.5$, tan $\delta = 0.0037$) **OFFSET-fed** patch antenna on different dielectrics

**From Simulations:** 1.55 mm low loss FR4 OFFSET-fed patch antenna on:

<table>
<thead>
<tr>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\epsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>-</td>
<td>2.77 GHz</td>
<td>-10.4 dB</td>
<td>30.8 MHz</td>
<td>95.5%</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>3.02 GHz</td>
<td>-15.7 dB</td>
<td>95.6 MHz</td>
<td>95.1%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>2.73 GHz</td>
<td>-21.2 dB</td>
<td>143.2 MHz</td>
<td>97.8%</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm</td>
<td>Lossy FR4</td>
<td>2.77 GHz</td>
<td>-29.9 dB</td>
<td>152.0 MHz</td>
<td>84.4%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>3.00 GHz</td>
<td>-43.7 dB</td>
<td>140.0 MHz</td>
<td>95.8%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>3.24 GHz</td>
<td>-25.7 dB</td>
<td>150.8 MHz</td>
<td>94.3%</td>
</tr>
</tbody>
</table>

**From Measurements:** 1.55 mm low loss FR4 OFFSET-fed patch antenna on:

<table>
<thead>
<tr>
<th>Thickness of bottom substrate</th>
<th>Material Type</th>
<th>$\epsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>-</td>
<td>2.80 GHz</td>
<td>-4.9 dB</td>
<td>-</td>
<td>52.5%</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm</td>
<td>Sample</td>
<td>2.96 GHz</td>
<td>-15.2 dB</td>
<td>90 MHz</td>
<td>65.2%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm</td>
<td>Low loss FR4</td>
<td>2.64 GHz</td>
<td>-8.6 dB</td>
<td>-</td>
<td>69.2%</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm</td>
<td>Lossy FR4</td>
<td>2.66 GHz</td>
<td>-11.4 dB</td>
<td>45 MHz</td>
<td>60.8%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm</td>
<td>Layered GTS</td>
<td>2.90 GHz</td>
<td>-13.2 dB</td>
<td>75 MHz</td>
<td>65.2%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm</td>
<td>Taconic</td>
<td>3.07 GHz</td>
<td>-12.5 dB</td>
<td>65 MHz</td>
<td>78.7%</td>
</tr>
</tbody>
</table>
Table 6.7: Summary of simulated and measured results of 1.50 mm **lossy FR4** ($\varepsilon_r = 4.4$, tan $\delta = 0.02$) **OFFSET-fed** patch antenna on different dielectrics

**From Simulations: 1.50 mm lossy FR4 OFFSET-fed patch antenna on:**

<table>
<thead>
<tr>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>2.87 GHz</td>
<td>-20.1 dB</td>
<td>116.0 MHz</td>
<td>60.0%</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm Sample</td>
<td>3.08 GHz</td>
<td>-17.8 dB</td>
<td>143.6 MHz</td>
<td>78.5%</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm Low loss FR4</td>
<td>2.79 GHz</td>
<td>-43.7 dB</td>
<td>156.8 MHz</td>
<td>81.3%</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm Lossy FR4</td>
<td>2.83 GHz</td>
<td>-18.4 dB</td>
<td>163.6 MHz</td>
<td>73.5%</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm Layered GTS</td>
<td>3.05 GHz</td>
<td>-21.9 dB</td>
<td>147.6 MHz</td>
<td>82.6%</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm Taconic</td>
<td>3.30 GHz</td>
<td>-36.9 dB</td>
<td>164.0 MHz</td>
<td>83.5%</td>
</tr>
</tbody>
</table>

**From Measurements: 1.50 mm lossy FR4 OFFSET-fed patch antenna on:**

<table>
<thead>
<tr>
<th>Material Type</th>
<th>$\varepsilon_r$ of substrate</th>
<th>Resonant Frequency, $f_r$</th>
<th>Return Loss at $f_r$</th>
<th>10dB Bandwidth</th>
<th>Radiated Efficiency at $f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALONE</td>
<td>-</td>
<td>2.88 GHz</td>
<td>-13.7 dB</td>
<td>70 MHz</td>
<td>27.6 %</td>
</tr>
<tr>
<td>On G9SG</td>
<td>1.74 mm Sample</td>
<td>3.02 GHz</td>
<td>-29.7 dB</td>
<td>110 MHz</td>
<td>49.4 %</td>
</tr>
<tr>
<td>On Low loss FR4</td>
<td>1.55 mm Low loss FR4</td>
<td>2.74 GHz</td>
<td>-17.9 dB</td>
<td>80 MHz</td>
<td>58.8 %</td>
</tr>
<tr>
<td>On Lossy FR4</td>
<td>1.50 mm Lossy FR4</td>
<td>2.73 GHz</td>
<td>-19.1 dB</td>
<td>90 MHz</td>
<td>43.6 %</td>
</tr>
<tr>
<td>On GTS Layers</td>
<td>1.53 mm Layered GTS</td>
<td>2.98 GHz</td>
<td>-23.6 dB</td>
<td>110 MHz</td>
<td>62.9 %</td>
</tr>
<tr>
<td>On Taconic</td>
<td>1.60 mm Taconic</td>
<td>3.15 GHz</td>
<td>-20.8 dB</td>
<td>115 MHz</td>
<td>70.5 %</td>
</tr>
</tbody>
</table>
These results show that the patch antenna still radiates and gives a reasonable frequency response when placed on the G9SG sample, and not being too adversely affected by the presence of the copper cuboids in such close proximity to it. It also shows that similar conclusions can be obtained using different types of feed mechanisms for the patch antenna as the resonant frequencies with these dual substrates underneath the patch for the two feed methods were similar. Also, the 10dB bandwidth with the G9SG sample was similar in both cases. For the inset-fed case, the simulations show that the $\varepsilon_{\text{eff}}$ of the G9SG sample lies between the $\varepsilon_r$ of the GTS Layers and the low loss FR4 substrates, while the measurements indicate that it lies between the $\varepsilon_r$ of the Taconic and GTS Layers substrates. For the offset-fed case, the simulations suggest that the $\varepsilon_{\text{eff}}$ of the G9SG sample lies between the $\varepsilon_r$ of the GTS Layers and the Taconic substrates for both FR4’s while the measurements indicate that it lies between the GTS Layers and the lossy FR4 in one and between the Taconic and the low loss FR4 in the low loss FR4 case. It shows that there are little differences between the inset-fed and off-set fed cases. This disparity in the prediction of the $\varepsilon_{\text{eff}}$ of the G9SG sample could be due to some of the issues highlighted in the following section.

### 6.4.4. Alignment and Handling Issues with these Measurements

Due to the limited fabrication options available, measurements of this type posed some challenges which could have affected the results presented here as possible sources of error: two of these challenges are briefly discussed here. First, when creating the G9SG sample, there is the issue of aligning more than 2 layers such that they are parallel and aligned with each other. Also, when holes are drilled through the multi-layered substrates, the material is not completely cut out, resulting in bulges which do not make these substrates lie completely flat. As such this could have included an extra proportion of air volume fraction in the sample which would thus lower the effective permittivity of the medium. This issue is also encountered in creating the GTS-Layered sample as after stacking them together, as they were drilled through as one material. When screwing the patch substrate and the measured/test substrate together, it is almost impossible to ensure that these are completely flush with each other and with the ground plane (metal block) as shown in Figure 6.27, and that each test sample is screwed together in the exact same way.
Secondly, after each measurement, the connecting cable had to be removed from the connector on the sample holder and the positioner in the chamber. This continuous fixing and removal may have affected the proper application of the calibration file to the measurement.
6.5 Conclusions

It is well known from theory that the resonant frequency and the performance of any antenna are affected by the substrate on which it is printed, and to a smaller degree, the height of the substrate. For a fixed patch size as used in this chapter, it has been shown that this expectation from theory can be used to predict the dielectric properties of the substrate on which the patch antenna was printed. EM simulations have been carried out to compare the EM performance of the patch when on a homogenous substrate and when on a heterogeneous substrate with metallic and spherical cubic inclusions in an SC lattice, and show good agreement when both the $\varepsilon_{eff}$ and $\mu_{eff}$ are taken into account for the homogenous equivalents. Two forms of feeds to the patch antenna were examined: the inset feed and the offset feed.

Patch antennas on substrates with dielectric cubic inclusions have been shown via simulations to behave like their homogenous equivalents. This further validates the analytical and simulation results and shows the results are valid in patch antenna geometries. However, there is lesser agreement between the performance of the patch on substrates with metallic cubic inclusions and their homogenous equivalent. The agreement is improved by adding a permeability value not equal to unity to the properties of the homogenous equivalent, as $\mu_{eff} < 1$ – a diamagnetic behaviour, for heterogeneous materials with metallic inclusions. This has been shown via simulations in this chapter. For media with cuboid-shaped inclusions, it has been shown that they exhibit anisotropy and are to be treated as having $\varepsilon_{eff}$ and $\mu_{eff}$ tensors. Thus the two new characteristics of the G9SG heterogeneous sample examined in this chapter were: anisotropy and diamagnetism. These properties were individually examined and it can be deduced that they both combine to alter the performance of the patch from the case where isotropy and uniform magnetism are assumed.

Simulations and measurements of inset-fed and offset-fed patch antennas printed on different substrates with different homogenous dielectrics and the G9SG sample placed underneath have been presented. As the dielectric properties of the Taconic and Low loss FR4 substrates were well known, the $S_{11}$ plots of these patch antennas on the different substrates show that the $\varepsilon_{eff}$ and $\mu_{eff}$ of the G9SG sample lies between these two. This presents another measurement technique in characterising the permittivity and permeability of the sample. The measured results also show the anisotropic and diamagnetic nature of the G9SG sample. The return loss and 2D radiation patterns of these different structures were compared and
generally showed good agreement, except for the multiple nulls in the back lobe due in part to the positioning. Even though the resonant frequency of these inset-fed patch antennas on the G9SG sample from simulations and measurements did not match up, they showed better agreement in the simulation and measurement results from the offset-fed case. This difference in the inset-fed patch results might be due to the size of the gap between the microstrip feed line and the antenna itself being comparable to that of the metallic cubes directly below; this gap is not present in the offset feed. It should be noted that the $S_{11}$ values at the resonant frequencies were not of significant importance as the main observation here was the frequency shifts for the different substrates for the same size patch. It can be expected that with better matching, the performance should be improved. Other issues that may have affected the measurements have been highlighted in Section 6.4.4.

Worthy of note is that although the G9SG sample with metallic cuboids is quite close to the radiating element – the patch antenna, this does not completely ‘kill’ the radiation of the patch. The proximity of the heterogeneous G9SG sample with metallic inclusions to the source, that is, in its near field, is quite different from the simulations that placed the sample in the far-field of the source and using a plane wave. This presents another scenario of examining the robustness of the sample in practical use.

Further investigation will be required to understand how the presence of $\mu_{eff} < 1$ affects the patch antenna design so that it can be properly accounted for in the measurements. An alternative expression to account for this has been given in Section 6.4.2. It may be necessary to have two patches of different sizes where the bigger size is used for the cases where the G$n$SG sample is used as a substrate for the patch antenna and the smaller size for other homogenous substrates. This would allow the proper examination of the anisotropy and diamagnetism of this sample. In addition, a standard sample with similar diamagnetic properties as the predicted values (via simulations) of the G9SG sample can be used as a more accurate basis of comparison. Also, the refractive index and/or impedance of these materials can be used instead in the design and comparisons as they both take into account $\varepsilon_r$ and $\mu_r$ (see Section 3.4.1) in their expressions. It can be hypothesized that as the heterogeneous samples are reduced in size, better agreement between the measured and simulated results will be obtained.
6.6 References


Chapter 7. Conclusions and Future work

7.1 Summary of Research Novelty and Advantages
The main aim of this thesis was to investigate the effective electromagnetic (EM) properties of heterogeneous media with different inclusions; this has so far been accomplished via canonical equations, EM simulations and measurements. As stated in the Chapter 1, the novel contributions were:

- a comprehensive and critical analysis of the various canonical equations used in characterising the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of heterogeneous media;
- the introduction of the concept of synthesising microwave antennas using nanomaterials;
- using spherical and cubical inclusions and applying FDTD EM simulations with a suitable algorithm to find the effective permittivity of heterogeneous substrates of finite volumes, on which antennas and other circuit components can be printed;
- using different measurement techniques and to determine the properties of the heterogeneous substrates while ensuring repeatability

These have been accomplished as presented in Chapters 2 – 6.

7.2 Summary of Key Results
In Chapter 2, the canonical equations from published literature describing the effective permittivity, $\varepsilon_{\text{eff}}$ and effective permeability, $\mu_{\text{eff}}$ of heterogeneous mixtures have been extensively examined. These equations have been compared to each other in order to understand the differences and similarities where these exist. It has been shown that under certain conditions such as assuming the host is free space and uniform spacing of the inclusions along the $x$, $y$ and $z$ axes, the equations tend to be similar. Graphical representations of these equations have been presented. Different parameters such as frequency, inclusion size and spacing affects the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of heterogeneous structures. These parameters have been individually examined to understand their influence on the effective properties of these media. The equations by Lewin and Doyle have been selected as the most robust of the equations examined and used in the later chapters of this thesis. Heterogeneous mixtures with non-spherical inclusions have been analysed in order to understand how they may influence the properties of these mixtures. As most of the canonical
equations use spherical inclusions, it has been shown that an equivalent volume process can be used to approximate the $\varepsilon_{eff}$ and $\mu_{eff}$ of these mixtures.

In Chapter 3, detailed explanation of the EM simulation process to obtain a plane wave impinging on a material was given. This was done in order to satisfy the assumptions made in deriving the $\varepsilon_{eff}$ and $\mu_{eff}$ equations of heterogeneous media. An inversion process was necessary to extract the $\varepsilon_{eff}$ and $\mu_{eff}$ from the scattering (S-) parameters after simulations. The resonant scattering inversion algorithm was used in this thesis and showed very good agreement with the known values of the homogenous media. This algorithm included a phase rectification stage which was explained in detail. The implementation of the inversion process was validated using the S-parameters from published literature. Parametric studies of the various parameters such as the distance from the measurement planes to the surfaces of the materials under test (MUT), the thickness and the EM properties of the MUT, that contribute to the accuracy of the inversion process have been presented. Graphical results were presented to buttress these points.

Numerically and analytically computed values of $\varepsilon_{eff}$ and $\mu_{eff}$ of various heterogeneous media containing dielectric or metallic cubic or spherical inclusions were compared in Chapter 4. These values were shown to have good agreement giving the confidence that the equations and the simulation-inversion process were implemented correctly. It was also determined that heterogeneous mixtures with metallic inclusions exhibited a diamagnetic behaviour, that is, had an $\mu_{eff} < 1$. This helped explain the rise in the resonant frequency for the heterogeneous samples, G9SG, examined in Chapters 5 and 6. The loss tangents of these heterogeneous media were calculated from the canonical equations and EM simulations. Their values showed that these structures had low losses comparable to those of conventional low loss substrates used in microwave applications. An example of designing a heterogeneous medium with pre-determined $\varepsilon_{eff}$ using different types/shapes of inclusions was also described. This also showed the limit of the equation by Avelin et al. describing a heterogeneous medium with a high volume fraction of cubic inclusions.

In Chapter 5, the fabrication techniques used in creating the samples used in this research were examined. The fabricational resources available within the School have limited the range of samples that were made during this research. Plane wave simulations were used to obtain the expected $\varepsilon_{eff}$ and $\mu_{eff}$ of the G9SG sample, which was determined to be
anisotropic as the size of the inclusions was not uniform in all 3 axes. Different measurement methods – waveguides, split-post dielectric resonators and ring resonators, used in characterising their EM properties of materials were used for the samples. The theories behind these methods along with the simulated and measured results were presented and compared. The analytical and simulation based research has been verified with waveguide measurements. The ring resonator was investigated as a reasonable measurement method. The challenges faced with these measurement methods were explained including the possible sources of error. It was concluded that the waveguide provided the best measured results of the three, that closely matched the simulated and canonical results.

Patch antennas were used in Chapter 6 to investigate how the performance of an antenna may be affected by heterogeneous media with metallic inclusions. Simulated results of the patch antenna on heterogeneous media with dielectric and metallic cubic inclusions in a simple cubic lattice were presented. It has been shown that the frequency response of the patch antenna on heterogeneous media with dielectric inclusions and on the homogenous equivalent, show very good agreement. This was not the case with metallic inclusions due to the diamagnetic nature of the heterogeneous medium. This property has been tested via simulations by adding an $\mu_{eff} < 1$ to the property of the homogenous equivalent and has been shown to have better agreement with that of the heterogeneous medium. Two feed mechanisms for the patch antenna – the offset and inset feeds, were used in the measurements to test the robustness of the sample and measurement method. The patch antenna still radiated suggesting that its performance was not severely inhibited by the presence of the metallic inclusions in close proximity to its main radiating part. The measurements were carried out by placing different substrates under the patch substrates. The return loss and 2D radiation patterns of these different structures were compared and generally showed good agreement, except for the multiple nulls in the back lobe. The patch antenna measurement also served as a measurement technique by comparing the resonant frequency of the G9SG sample with that of substrates of known permittivities, in order to estimate the sample’s $\varepsilon_{eff}$. The thickness of the substrates used in this thesis varied from 1.50 to 1.74 mm. Patch antenna measurements can also be used to characterise the EM properties of bespoke substrates or textured dielectrics.

It can be concluded that the simulated and canonical results showed good agreement while the measurement methods requires further investigation in order to obtain better agreement.
with the simulated results. However, there is a very good level of confidence of the extraction process which has been verified with homogenous and heterogeneous samples, thus, leaving the primary focus to be on finding a robust, suitable and repeatable measurement method to match up with the simulations and equations.

7.3 Implications for Industry

Once the effective permittivity is known, the antenna simulation time can be reduced by approximating the heterogeneous structures with the equivalent homogeneous material for some of the simulation runs which take very long times for small-scale inclusions. The canonical equations have been shown to provide accurate values for the $\varepsilon_{eff}$ and $\mu_{eff}$.

The process of varying the permittivity of substrates with micro-sized inclusions may not inherently improve the efficiency of the antenna. However, the micro-sized inclusions allow the effective permittivity to be controlled at various locations. Therefore, antennas can be designed in future where the permittivity can be varied smoothly and in step in three dimensions. This variation can be further exploited to improve the bandwidth and efficiency as has been shown with textured dielectrics.

The advantages of producing antenna systems for microwave applications using nanofabrication methods include improved EM performance and physical durability with fewer variations in the properties of mass produced materials. By using artificial dielectrics, bespoke materials can be created where the permittivity at different parts of the antenna systems, especially the substrates on which the antennas are printed can be varied giving the antenna designer an additional degree of freedom.
7.4 Future Work

Further investigation is required into the rectification of the wave impedance in order to remove the “spikes” from the thickness resonances in the extracted $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ from the simulated results as shown in Chapters 3 and 4. From Table 4-1 in Section 4.4, it has been concluded that more investigation is needed in order to understand and verify the loss mechanism for heterogeneous mixtures with dielectric and/or cubic inclusions.

In order to replicate the plane wave simulations as discussed in Chapters 3 and 4, horn antennas can be used such that the structure to be measured is placed in the far-field of the antenna, that is, at a distance $2D^2/\lambda$, where $D$ is the largest diagonal of the horn and $\lambda$ is the shortest operating wavelength of the horn. A major challenge with this measurement technique is controlling the environment where the measurement is done, minimising the movement of the cables, aligning the horns to be directly facing each other and accurately measuring the distances between the horn apertures and the surfaces of the material under test as these distances play a major role in determining the phases of the S-parameters and thus the accuracy of the extracted results.

A structure made of complementary frequency selective surfaces (CFSS) on either side of a low permittivity dielectric can be used for dielectric measurements. These FSS structures are arrays of conductors or dipoles and apertures or slots. Each FSS resonates at a much higher frequency than when combined as in the CFSS. Its resonant frequency is affected by the permittivity and thickness of the materials around it and the dimensions of the dipoles and apertures. The resonant frequency of the CFSS is altered by placing the material under test (MUT) directly behind it. This change in resonant frequency can be used to determine the permittivity and loss tangent of the MUT using equations from published literature. Analysis via simulations and measurements constitute part of the recommendations for future work on this project in determining a suitable, repeatable measurement method for the artificial dielectrics especially those with metallic inclusions. It is anticipated that the width of the conductors and apertures may be crucial especially if it is comparable to the size of the inclusions of the heterogeneous medium. Papers on the CFSS method have been submitted and accepted to the 2013 EuCAP and the 2013 IEEE APS/USNC-URSI Meeting.

Further work is needed to fully understand the differences in resonant frequencies between heterogeneous mixtures with metallic inclusions and their homogeneous equivalent using the $\varepsilon_{\text{eff}}$ and $\mu_{\text{eff}}$ of the heterogeneous media. The modes, diamagnetism and anisotropy of
heterogeneous samples with metallic inclusions (such as Copper) require further investigation for microwave applications.

The conclusions from the offset-fed and inset-fed patch antenna measurements with dual dielectric substrates allows for further investigation into the use of these heterogeneous structures for different kinds of antennas. Future work will focus on investigating how the reduction in the size of the cubes towards the nano-scale to increase the homogeneity of the structure, may affect the performance of the antenna. It is expected that the dielectric properties will be easier to measure if the metallic inclusions are reduced in size. It may be useful to examine how heterogeneous mixtures affect the performance on other antenna types.

Fabricating these structures is not straightforward and the limited fabrication facilities at the school restricted the possible size of the G9SG sample and other samples that can be made. This creates the need to outsource the manufacture of this sample in order to carry out the plane wave measurements and compare with the simulated results. Discussions are being held with colleagues in other disciplines and with commercial industries to create suitable samples which will then allow measurements.

One of the EM advantages of having artificial dielectrics is the ability to vary the permittivity of different areas of substrates with their local electric field strengths as introduced in Section 1.5, in order to improve the performance of antennas. This presents an area for future research with possible samples and measurements made.

These issues will be considered under ESPRC Grant No. EP/I01490X/1.