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[1] In previous studies the removal of small-scale features such as seamounts and oceanic islands from bathymetry has revealed a large and unusually shallow region in the South Pacific Ocean, which, at 3000 km wide and up to 1 km high, has been dubbed a “superswell.” These studies use statistical techniques based on finding the modal depth of the bathymetry. Such an analysis, however, does not completely isolate these features, or their associated oceanic plateaus and localized hot spot swells, from the ridge-generated regional bathymetry upon which they are superimposed. Accordingly, a technique is required that passes beneath topographic constructs rather than through them, as is the tendency of the mean, median, or mode. We have developed an algorithm, MiMIC, that reproducibly removes all these features and reveals the large-scale bathymetric trends in a manner based upon and consistent with manual interpretation. Application of the algorithm to bathymetry data in the southwest Pacific shows that the depth anomaly with respect to a cooling plate model changes steadily from being too deep at the East Pacific Rise (EPR) crest to being too shallow at the superswell. The largest shallow anomaly of 712 ± 66 m occurs at 98 Ma, not 1300 m at 65 Ma, as has been previously suggested. Most significantly, the superswell appears to be part of a large-scale, “plate-like,” subsidence that extends to the EPR crest, rather than an isolated shallowing that reverses the subsidence and causes uplift. We interpret the plate-like subsidence as due in part to cooling of the oceanic lithosphere and in part to a lateral temperature gradient in the underlying asthenosphere which is maintained by the flow of relatively hot material from beneath the superswell toward the relative cold material beneath the EPR. The best fit model implies a lateral temperature gradient of 0.014°C/176°C/km and is in general accord with the available effective elastic thickness, crustal thickness, heat flow, and seismic tomography data. INDEX TERMS: 8120 Tectonophysics: Dynamics of lithosphere and mantle—general; 8194 Tectonophysics: Instruments and techniques; 9355 Information Related to Geographic Region: Pacific Ocean; 3094 Marine Geology and Geophysics: Instruments and techniques; KEYWORDS: superswell, Pacific, bathymetry


1. Introduction

[2] The cooling plate model successfully describes the general form of the subsidence of oceanic crust away from a mid-ocean ridge crest. A 125 ± 10 km thick cooling plate with a basal temperature of 1350 ± 275°C, for example, explains well depth-age data from the North Atlantic and North Pacific Oceans [Parsons and Sclater, 1977], and this model provides a standard against which depth anomalies [Menard, 1973] may be defined.

[3] One of the world’s largest depth anomalies is in the South Pacific Ocean (Figure 1). Dubbed a “superswell” by McNutt and Fischer [1987], the depth anomaly reportedly has a maximum amplitude of ≥1 km [McNutt and Sichoix, 1996; Sichoix et al., 1998], a width of approximately 3000 km [McNutt, 1998], and covers some 15 million km² of the seafloor [McNutt and Fischer, 1987].

[4] The superswell region (160°–130°W, 3°–33°S) [McNutt and Fischer, 1987], however, is characterised by intense multiscale volcanism. At a “small” scale there are a number of islands, seamounts are more abundant [Bemis and Smith, 1993] than on normal Pacific oceanic lithosphere [Smith and Jordan, 1988], and there are aseismic ridges [Winterer and Sandwell, 1987; Goodwillie, 1995]. At a “medium” scale there is at least one oceanic plateau (e.g., Tuamotu [e.g., Talandier and Okal, 1987]) and a cluster [McNutt and Judge, 1990] of isolated [Sichoix et al., 1998] hot spot swells (e.g., Society, Marquesas and Austral). These topographic features do not contribute to the superswell [McNutt and Fischer, 1987; McNutt, 1998; Sichoix et al., 1998] and hinder its isolation because they make it difficult to determine a “regional” depth, which represents the upper surface of the superswell, from the bathymetry.
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McNutt and Fischer [1987] suggested a method for overcoming this difficulty. They used SYNBAPS [Van Wykhouse, 1973] (or DBDB-5) bathymetry data and the Parsons and Sclater [1977] cooling plate model, together with a contoured density plot of depth-age pairs [Renkin and Sclater, 1988], to show that 20 Ma old seafloor (125°C176W) is 250 m shallower than expected, and that the superswell anomaly increases to 750 m for 80 Ma seafloor (160°C176W).

Density contour plots emphasize the mode, or most frequent value, and mostly mask the bias to shallow depths present in simple depth averages (e.g., mean and median). For example, the Tuamotu plateau which is prominent as a rise in the light grey low-density contour (Figure 2) is much reduced in the dark grey high-density contour. This is because the high-density contour reflects the regional seafloor depths better than that of the low-density contour. This assertion, however, is based upon an assumption, which applies to all modal techniques, that the regional bathymetry is always sufficiently flat to dictate the mode, even when only small areas of “normal” regional seafloor are present [Levitt and Sandwell, 1996].

Levitt and Sandwell [1996] used ETOPO-5 (which incorporates SYNBAPS) bathymetry data between the EPR (115°C176W) and the Tuamotu Plateau (135°C176W) and showed that 28 to 37 Ma old oceanic crust is concentrated at depths of about 4000 m, which is shallower than inferred from shipboard data. The tendency for ETOPO-5 [National Oceanic and Atmospheric Administration (NOAA), 1988] to show such flatness, particularly at multiples of 500 m, has been noted by Smith [1993]. Levitt and Sandwell [1996] therefore argued that the depth anomaly of 28 to 37 Ma oceanic crust results from the “splining of sparse seamount-derived contour maps, which are unrepresentative of the ambient seafloor depth”; this was later labelled the “bad data” hypothesis to explain the superswell phenomenon by McNutt [1998].

To establish what they called the “correct” seafloor depth between the EPR and the Tuamotu Plateau, Levitt and Sandwell [1996] used swath bathymetry data and an automated mode estimation technique. They claim that the estimated mode (which is demonstrably more “robust” [Box, 1953] than other filters and is therefore less affected by constructional volcanic features than the mean or median) provides more accurate (i.e., deeper) estimates of unperturbed seafloor depths, even for a data set acquired along an individual ridge such as Puka-Puka. The resultant modal depth anomaly over 15–35 Ma old (135°C176W–123°C176W) sea-
floor is small (<200 m), and decreases to almost zero for the oldest of these ages. They therefore suggested that seafloor east of the Tuamotu Plateau is of normal depth for its age, thereby casting doubt on the existence of a superswell.

McNutt and Sichoix [1996] question, however, how representative an analysis is that is based on 5 ship tracks and only overlaps the eastern extremity of the superswell (137°W–130°W). They therefore used a more extensive data set of original, quality controlled, single beam, bathymetry data. The data include the depths of 30–110 Ma (160°W–130°W) seafloor, and being raw “point” data cannot contain errors propagated from contouring. To give the data an even spatial weighting, which eliminates a bias toward heavy data concentrations (e.g., near ports), a 0.1° × 0.1° spatial mode was used. The preprocessed data was then displayed as density contours, in a similar way to McNutt and Fischer [1987]. McNutt and Sichoix [1996] reassert that 30–35 Ma seafloor is typically 250 m shallower than expected, the depth anomaly increases to ≥1300 m on older seafloor (Figure 2), and that the superswell does indeed exist.

Sichoix et al. [1998] subsequently refined the density contouring technique by manually limiting the areas of seafloor that were included. They found a 1000 m superswell depth anomaly that increased between 40–80 Ma and then decreased (Figure 2). However, there is still a concern as to whether “representative” [Levitt and Sandwell, 1996] or “typical” [Sichoix et al., 1998] seafloor depths estimated by the mode actually represent regional depth.

In French Polynesia, areas where the regional depth can be measured directly are rare. Thus it may be inappropriate to use common depth, modal averaging techniques to estimate regional depth. With increasingly intense volcanism, the mode detects the decreasing signal with increasing unreliability and becomes “in some senses noisy” [Smith, 1990]. Low-pass filters can suppress this “chattering” [Yanada and Ohnishi, 1999; Bartoszewicz, 2000; Xia et al., 2000], but only within limits. This is illustrated if the

Figure 2. Density contour plot of depth and age data in the superswell region. Grey shades show the relationship between depth and age in bins of 2 Ma × 100 m, as were used by McNutt and Sichoix [1996]. Light shading indicates infrequently occurring (≥5 per bin) depths. Dark shading indicates commonly occurring (≥20 per bin) depths. The density contour plots reveal a superswell about 1 km shallower than the plate model of Parsons and Sclater [1977]. The heavy solid line indicates our estimate of the strongest modes in the data of McNutt and Sichoix [1996], the maximum shallowing of which is ~1300 m. Filled squares indicate the strongest modes in the data of Sichoix et al. [1998]. Thin lines show the modal depths of young (i.e., <40 Ma) seafloor from Figures 5a–5d of Levitt and Sandwell [1996]. The inset shows 0.1° × 0.1° modes of raw depth soundings. EPR, East Pacific Rise.
seafloor approaches an idealized sawtooth morphology. Then, all depths become almost equally likely, the mode is highly erratic, and smoothing of the scattered estimates is expected to approximate the mean height of the topography. What is required is a filter that passes beneath bathymetric features rather than through them. This is the case, at least, for volcanism that is superimposed on the superswell.

[12] The separation of small-scale features such as oceanic islands and seamounts from bathymetry data is an important geodynamic objective which has implications for the origin of the superswell. McNutt and Fischer [1987] suggested that the superswell was caused by regional thermal rejuvenation of the lithosphere. They cited the low elastic thickness of the lithosphere, $T_e$, estimated by Calmant [1987] and Calmant and Cazenave [1987] as evidence for elevated temperatures in the region. However, Stein and Abbott [1991] found no evidence that the surface heat flow over the superswell is any higher than would be expected for the age of the underlying oceanic crust. Furthermore, $T_e$ is normal for the plate and load ages [Filmer et al., 1993; Goodwillie and Watts, 1993; McNutt et al., 1997; McNutt, 1998]. Sichoix et al. [1998] reconsidered the role of the lithosphere in models for the origin of the superswell. They favored a model in which the superswell was maintained by some form of dynamic motion in the underlying convecting mantle.

[13] The purpose of this paper is to reevaluate the relationship between bathymetry and crustal age in the superswell region and consequently the mechanisms that are responsible for it. In particular, we develop an algorithm, MiMIC, that entirely removes bathymetric features, whatever their scale or spatial density. Application of MiMIC to bathymetric data reveals that the superswell is part of a plate-like subsidence which extends to the EPR, rather than an isolated region of unusually shallow seafloor. We discuss the origins of a coupled superswell-EPR system and its implications for oceanic plate structure and mantle dynamics.

2. Multiscale Nature of Bathymetry

[14] The seafloor comprises a multiscale hierarchy of bathymetric features. In order to isolate poorly defined large-scale features such as the superswell, a technique is required that accurately removes all those smaller-scale features such as small-scale seamounts and oceanic islands, and medium-scale oceanic plateaus and localized hot spot swells.

[15] The problem is illustrated in Figure 3 which shows a bathymetry profile of the South Pacific from the Tuamotu Plateau, across the Society islands, to a group of seamounts referred to as the Savannah seamounts [Bonneville et al., 1997; Sichoix et al., 1998]. The profile shows a number of bathymetric features (light grey shade in Figure 3) that range in height from a few hundreds of meters to a few km and in width from tens to a few hundred km. The features rise above a bathymetry that approaches an idealized sawtooth morphology. In each case, the context-dependent term “regional” refers to the larger scale of the two trends [e.g., Wessel, 1998].

[16] The bold lines on the expanded profile in Figure 3 show attempts using median, mode and mean sliding window spatial filters to separate the small-scale bathymetric features along the profile from the regional seafloor depth upon which they are superimposed. The mean clearly is inadequate. This filter passes through or above these features rather than underneath them, thereby underestimating their true dimensions. The median and mode perform satisfactorily when their widths are optimized to operate on individual features [see also Wessel, 1998], as they have been for the two largest features in Figure 3. However, both these filters operate on a fixed window width and fail when the objective is to accurately remove all of the variably sized small-scale features from a single bathymetric profile.

[17] Some of the small-scale features in Figure 3 might be removed using an array of optimal filters such as used in “parallel” [Yatawara et al., 1991] or “multichannel” [Lin and Hsieh, 2000] data processing schemes. However, automating the selection of the appropriate filter presents its own difficulties, and while progress has been made in the case of a single bathymetric feature [Wessel, 1998], a procedure has yet to be devised for the multiscale problem.

[18] Another approach might be to develop a filtering scheme that ignores scale entirely. For example, seamounts, whatever their size, may be approximated as flat-topped cones or frustums [Jordan et al., 1983; Smith and Jordan, 1988; Smith, 1988] whose sides slope more steeply than their surroundings. However, a frustum is only an approximation. Seamounts collectively span a wide range [Smith, 1996] of possible frustum parameters [Jordan et al., 1983], and thus there is no simple description of their shape. Furthermore, their sides slope steeply at a wide range of spatial scales, and so it is necessary to smooth (e.g., sliding arithmetic mean) gradients at the scale of a feature. Despite these difficulties, we do recognize small-scale features on the seafloor such as seamounts [e.g., Jordan et al., 1983; Smith and Jordan, 1988; Smith, 1988] and can manually, at least, pick the regional seafloor depth even in their presence [e.g., Menard, 1973; Sclater et al., 1975; Parsons and Sclater, 1977].

3. MiMIC: An Algorithm for the Separation of Small-Scale From Large-Scale Bathymetry

[19] We have developed a technique, the Micro Macro Interpretation Construct, or MiMIC, which simulates manual interpretation of asymmetric multiscale bathymetry data. It is a nonlearning, or expert algorithm which operates according to explicitly stated rules. This is in contrast to learning algorithms, commonly called neural networks. We describe here, and in further detail in Appendix A, the operation of MiMIC.

[20] In manual interpretation a seamount, for example, may be identified directly and a regional seafloor depth passing beneath it then deduced. This is effective even where areas of normal depth seafloor are rare. Underlining bathymetric features along a profile, say from left to right, thus requires that the data ahead be considered as “highs” (i.e., relatively shallow regions). Highs of a characteristic shape (e.g., a seamount) may then be identified as bathy-
metric features that are superimposed on a regional. These two stages of underlining and identification are repeated along the profile.

[21] The flow chart on Figure 4 (bottom) shows a logical structure that approximates this process, but which may be followed computationally. Here, the bathymetric profile is an array of depths \( z_n \) (positive \( z \) is down), which occur at distances \( x_n \) from the start of the profile, and the point from which successive analytical cycles are initiated, \( x_i \), passes along the profile (Figure 4 (top)).

[22] Each analytical cycle from \( x_i \) starts with a “search” for a topographic high of any morphology immediately along the profile from \( x_i \). A search consists of incrementing search point \( x_s \), of depth \( z_{s} \), from \( s = i \) until \( z_{s} \geq z_i \) (middle left Figure 4) or \( x_{s} - x_{i} \geq S_{r} \) or the end of the profile is reached. For a search that ends at \( s > i + 1 \) and satisfies the first condition, \( x_{s} \) has travelled up and down and a high, or more precisely the other side of a high, has been found. \( S_{r} \) is the “search range” (km) and limits the analysis to a particular scale range as no high is found if the second search termination condition is satisfied. Limiting \( S_{r} \) also increases computational efficiency. If either the search terminates at \( s = i + 1 \) (downward slope) or \( x_{s} \) reaches the end of the profile it is also considered that no high has been found. When no high is found a new search is begun immediately from \( x_{i+1} \). When a topographic high between \( x_i \) and \( x_s \) is found, its shape is tested in a “morphological assessment.”

[23] In the morphological assessment, a high is deemed inappropriate and fails if it does not comply with any of several shape restrictions or “tests” (Figure 4 (middle)). Upon failure a new search is initiated from \( x_{i+1} \), otherwise a regional seafloor is linearly interpolated underneath the feature (i.e., between \( x_n z_{n} \) and \( x_s z_{s} \)) and a new search initiated from \( x_{j+1} \) (middle right Figure 4).

[24] To ensure scale invariance during the morphological assessment the length of profile to be tested between \( x_i \) and \( x_s \) is normalized, i.e., scaled, into a unit box. The box extends around and just encompasses the horizontal and vertical limits of the section so that height and distance within the box can be thought of as fractions of the box dimensions, giving the box itself a size of 1.0 × 1.0. Thus
where \( i \leq n \leq s \) has a fractional distance \((x_{frac})\) along the section of \( \frac{z_s - z_{min}}{z_{max} - z_{min}} \). 0 \leq x_{frac} \leq 1. Similarly 0 \leq z_{frac} \leq 1 is defined between \( z_{min} \) and \( z_{max} \).

[25] The shape tests are applied to this normalized section and are therefore scale-independent. We use three tests here: “skewness,” “average height,” and “up-warp.” A section fails the morphological assessment if \( \phi \) (skew) and \( \bar{z} \) (average height) do not fall within their empirically determined acceptable ranges, or if the “up-warp” test indicates that the section is better described as a subdivision into multiple geological features.

[26] Skewness (Figure 4 (middle)), \( \phi \), is the normalized position \((x_{frac})\) of the highest point within a section, and can have values 0 to 1. We have found that the rejection of skews outside the range \( 0.2 \leq \phi \leq 0.8 \) (Table 1) helps to eliminate high sections that contain two or more features. This range was empirically established from the limits of single manually interpreted bathymetric features from \( \phi \) versus \( z_{max} \) plots of cruise v3312 in the old NW Pacific, and cruise amph1 across the East Pacific Rise where there is coincident multibeam data (see data from RIDGE Multi-beam Synthesis Project, grid sep500m, http://ocean-ridge.ledo.columbia.edu).

[27] Average height (Figure 4 (middle)), \( \bar{z} \), is a simple unweighted arithmetic mean of all data points within the box, and ranges between 0 and 1. We have found that the rejection of average heights outside the range \( 0.23 \leq \bar{z} \leq 0.75 \) (determined as for \( \phi \)) allow, for example, a steep-sided
seamount to be distinguished from a wide gentle rise. Misleading geometries, due, for example, to a ship track that repeatedly crosses the center of a seamount, will also be suppressed.

[28] In the up-warped test (Figure 4 (middle)) a baseline, extending linearly between \((x_i, z_i)\) and \((x_j, z_j)\) shallowed by an “reasonable” up-warped \(U(x)\), is compared against “significant” points in the bathymetry in order to determine if the length of profile is best described as a single geological feature. If the up-warped baseline is shallower than any significant minima at the bottom of valley-like lows within a high, it is reasonable to place a regional through those minima and the section is best described as multiple features. It is therefore rejected and fails the test. The equation of \(U(x)\) and rigorous definition of significant and reasonable are given in Appendix A. Values for parameters controlling this test, \(U_m\) and \(U_e\) (see Appendix A), were determined by minimizing the r.m.s deviation between a manual interpretation and MiMIC’s interpretation of the same 3 profiles used for \(\phi\) & \(\tau\). All the parameterized morphological restrictions behave consistently between, data types and locations throughout the Pacific basin: e.g., cruises c1110, c1501, c1501, p7008, ew9106, and profiles extracted from gridded ship track data across the Hawaiian volcanic chain.

[29] Figure 3 compares the results of applying MiMIC to a bathymetric profile with the output of other filters. The figure shows that the Society Islands and the other constructional volcanic features (shaded light grey) along the figure shows that the Society swell (shaded dark grey) is removed. Therefore since it best avoids collection bias, we imply that a significant bias to shallow depths very likely remains. This collection bias is reduced by spatially binning (e.g., blockmode of GMT Wessel and Smith [1998] the data at 0.1°× 0.1° [McNutt and Sicholx, 1996]. However, given that the data set of Smith and Sandwell [1997] (shipboard control points in 4.3% of 0.1°× 0.1° spatial bins) contains information from satellite altimetry everywhere [see also Smith and Sandwell, 1994], any remaining bias is approximately quantified by a comparison between predicted depths extracted at the locations of spatial bins with and without GEODAS shipboard data. Bins containing shipboard data (35.7% of total) have predicted depths on average (mean) 213 m shallower than those without. This implies that a significant bias to shallow depths very likely remains. Therefore since it best avoids collection bias, we analyse gridded data, primarily the data set of Smith and Sandwell [1997]. However, we also use the shipboard data after 0.1°× 0.1° spatial binning and gridding with a bicubic spline (i.e., surface of GMT [Smith and Wessel, 1990]) at tensions \(T = 1\) and \(T = 0\) and, for completeness, GEBCO (IOC, GEBCO 1 min grid, see http://www.ngdc.noaa.gov/mgg/gebco) and ETOPO-5 [NOAA, 1988].

[30] The sensitivity of the results of applying MiMIC along the Society Islands profile to the main controlling parameters is shown in Figure 5. The figure shows that reducing \(S_r\), narrowing the permissible range of \(\phi\) and \(\tau\), and increasing \(U_m\) increases the number of potential features that will be rejected by the morphological assessment. The resulting regional seafloor depth therefore shallows. Only large changes in \(\phi\), \(\tau\) and \(U\) from our preferred values, however, lead to any change in the interpretation. Moreover, the regional produced by MiMIC is insensitive to any increase in \(S_r\) above 200 km. We note though that the regional will still contain any localized deep areas.

### Table 1. Parameters Used in MiMIC

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Symbol</th>
<th>Pass 1</th>
<th>Pass 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search range, km</td>
<td>(S_r)</td>
<td>200</td>
<td>750</td>
</tr>
<tr>
<td>Skew</td>
<td>(\phi)</td>
<td>0.2–0.8</td>
<td>inactive</td>
</tr>
<tr>
<td>Average height</td>
<td>(\tau)</td>
<td>0.23–0.75</td>
<td>inactive</td>
</tr>
<tr>
<td>Up-warped</td>
<td>(U)</td>
<td>active</td>
<td>inactive</td>
</tr>
</tbody>
</table>

*\(S_r\) controls the “search construct,” and \(\phi\), \(\tau\), and \(U\) are criteria used in the “morphological assessment.” “Inactive” indicates that morphological criteria have not been applied. Pass 1 or pass 2 indicates the stage of analysis (e.g., Figures 3 and 7). \(S_r\) for pass 1 was set because it is roughly the minimum distance required to isolate the largest ocean islands, e.g., Tahiti (Figure 3). \(S_r\) for pass 2 was set because significantly greater distances cause interactions between fracture zones, i.e., Marquesas and Austral (Figure 1). Parameter values are remarkably independent of scale, data type, and geographic location.

#### 4. Data Set

[31] Digital bathymetric data are available both as shipboard point data and as gridded values. Shipboard soundings are direct measurements and are therefore free of artifacts due to gridding such as those originating from the digitization of contour maps. However, their coverage in the superswell region is incomplete (e.g., 32.8% at 0.1°× 0.1° [McNutt and Sicholx, 1996]). Despite this, Sicholx et al. [1998] used all available shipboard soundings to determine depth-age, justifying it on the basis that there were data in nearly all 250 m × 3 Ma depth-age bins and that the distribution did not depend on whether only post-1973 (i.e., better navigated) or all available soundings were used. We question, however, this justification. The mere presence of data in a bin does not mean that they are spatially representative, and invariance to additional data does not preclude a systematic collection bias; for example, a bias toward the measurement of either shallow or deep areas.

[32] This point is illustrated in the region of the superswell (i.e., 160°–130°W, 3°–33°S) by a shipboard data set based on the GEODAS compilation [NOAA, 2003a]. The locations of data plotted onto a map show that shipboard data is preferentially collected around ports, and is therefore unrepresentatively shallow. This collection bias is reduced by spatially binning (e.g., blockmode of GMT Wessel and Smith [1998] the data at 0.1°× 0.1° [McNutt and Sicholx, 1996]. However, given that the data set of Smith and Sandwell [1997] (shipboard control points in 4.3% of 0.1°× 0.1° spatial bins) contains information from satellite altimetry everywhere [see also Smith and Sandwell, 1994], any remaining bias is approximately quantified by a comparison between predicted depths extracted at the locations of spatial bins with and without GEODAS shipboard data. Bins containing shipboard data (35.7% of total) have predicted depths on average (mean) 213 m shallower than those without. This implies that a significant bias to shallow depths very likely remains. Therefore since it best avoids collection bias, we analyse gridded data, primarily the data set of Smith and Sandwell [1997]. However, we also use the shipboard data after 0.1°× 0.1° spatial binning and gridding with a bicubic spline (i.e., surface of GMT [Smith and Wessel, 1990]) at tensions \(T = 1\) and \(T = 0\) and, for completeness, GEBCO (IOC, GEBCO 1 min grid, see http://www.ngdc.noaa.gov/mgg/gebco) and ETOPO-5 [NOAA, 1988].

[33] Figure 6 compares the power spectra for the gridded data sets. At long wavelengths (wavelength, \(\lambda >400\) km) the spectra agree well. At intermediate wavelengths (approx. \(100 < \lambda < 400\) km) the GEODAS shipboard grid with \(T = 0\) appears to have slightly more power than GEBCO and ETOPO-5, suggesting additional data, but high tensions tend to reduce the power. At short wavelengths (approx. \(20 < \lambda < 150\) km) however, the Smith and Sandwell [1997] predicted bathymetry grid has more power than GEODAS with \(T = 0\), presumably due to the addition of small-scale features derived from satellite altimetry.

[34] In the central Pacific, sediments are typically less than a few hundred meters thick [Jordahl et al., 1995; McNutt, 1998; NOAA, 2003b], which when their loading
effects are corrected for [Marty and Cazenave, 1989], affects regional seafloor depths “little” [McNutt, 1998] i.e., mostly ~100 m [Schroeder, 1984], with local exceptions. Thus as previous workers [Levitt and Sandwell, 1996; McNutt and Sichoix, 1996; Sichoix et al., 1998; McNutt, 1998] we forego this correction.

5. Application to the South Pacific

[35] We have applied MiMIC to gridded bathymetric data sets over a large region of the South Pacific ocean (160°–117°W, 3°–33°S). The region includes the superswell as defined by McNutt and Fischer [1987] and an area to the east (Figure 1). We did not analyse the bathymetry to the west of 160°W because of the poor age control in this region [Müller and Roest, 1997].

[36] Although MiMIC was initially conceived to process data along ship tracks, we use profiles that have been interpolated from gridded bathymetries. The profiles trend in 4 directions forming a mesh across the grid (example inset on Figure 7b). Sets of profiles in the N–S and E–W directions were separated by 0.2° and the NW–SE and NE–SW lines by 0.35°. Bathymetric data was extracted every 3 km, and 2° of surrounding data was used as a buffer to avoid possible edge effects. The “regional” depths output by MiMIC along individual profiles within a set were combined by gridding with a tensioned (T = 0.85) bicubic spline (surface [Smith and Wessel, 1990]), and the deepest value of the 4 gridded sets at any point taken to be the output regional depth. Thus morphologically selected features narrower than Sr in any direction processed were isolated. The simple geometry of the profiles was chosen for convenience and because any artifacts generated by the processing will show up as lines and have an azimuth in multiples of 45°, thus making them easy to identify (e.g., Figure 7c).

[37] The bathymetry of the South Pacific was analysed twice sequentially using MiMIC, resulting in its separation into 3 components (e.g., Figures 7a–7c). The first pass with Sr = 200 km, Um active, f = 0.2–0.8, and z = 0.23–0.75 (Table 1) isolated seamounts, oceanic islands and other small-scale features (Figure 7a). This is despite the possibility of some of these features being flanked by water-filled flexural moats. MiMIC might be expected to link up adjoining flexural moats. This does not appear to have happened, however (Figure 7a), suggesting that most moats are filled (see also Figure 3). Topography associated with short-wavelength (<200 km) “Haxby” [Wessel et al., 1996] gravity lineations [Haxby and Weissel, 1986; Buck and Parmentier, 1986; McAdoo and Sandwell, 1989; Fleitout and Moriceau, 1992] is not visible and is therefore, if present, of small amplitude. We speculate that the use of

Figure 5. Sensitivity of the interpretations produced by MiMIC to the values of the control parameters z, Um, Φ, and Sr used (Table 1). Either restricting the ability of the search construct (middle left Figure 4) to find potential features by restricting Sr or making the morphological tests increasingly restrictive, causing more highs to be rejected, leads to a shallower regional depth. (a) Variable Sr. Grey lines are regional depths, with Sr in 25 km steps. Larger Sr is darker. Results for Sr ≥ 200 km are identical. (b, d) Range of z and f, respectively, varied symmetrically about 0.5. Steps displayed ±0.025. Note that the interpretation varies little from that of our preferred ranged (thick black line) until the ranges considerably changed from our preferred ones. No change in interpretation occurs for wider ranges than 0.3 ≤ z ≤ 0.7 and 0.35 ≤ φ ≤ 0.65. (c) Variable Um (defined in Appendix A). Steps 0.025. Um must be changed by either ×1/2 or ×10 to alter the interpretation from that of Um = 0.5, our preferred value. (e) As in Figure 5a, except morphological tests were not applied. Base of swell is now found. No change Sr > 425 km. Profile is as Figure 3.
wavelength based (e.g., bandpass) analysis in previous studies may explain this apparent discrepancy.

The second pass (Figure 7b) isolates larger features such as localized [Sichoix et al., 1998] hot spot swells (e.g., Society) and oceanic plateaus (e.g., Tuamotu). Since the general shape of these larger-scale features is difficult to collectively parameterize, $U$, $\phi$, and $z$ were not applied on this pass, but $S_c$ was set to 750 km in order to avoid the possibility of MiMIC linking up fracture zones troughs (e.g., Marquesas and Austral). Topography previously associated with intermediate-wavelength ($\lambda > 400$ km), corresponding approximately to hot spot swells and the superswell, the data sets agree. However, at short wavelengths (approximately $50 < \lambda < 150$ km), corresponding approximately to seamounts and ocean islands, there is more spectral power in the Smith and Sandwell [1997] data set than the ship track grids. Insets compare the power spectra of the ship track data gridded at $T = 0$ to GEBCO and ETOPO-5. Spectra calculated from Mercator projection of the data resampled at a 10 km spacing using Thompson multiple-Slepian-taper spectral analysis [Simons et al., 2000]. Nine tapers were used. Spectra displayed are radial arithmetic means of directional wave number estimates, each of which is a jackknifed [Thomson and Chave, 1991] estimate of the mean spectra generated by the individual tapers. Similarly, the $\pm 1$ standard deviation error bars are radial means of jackknifed estimates of the standard deviation. Prediction of bathymetry using satellite altimetry is possible in the wavelength range $15 < \lambda < 150$ km [Smith and Sandwell, 1997]. Superswell size is from McNutt [1998], and size ranges of seamounts and hot spot swells are eyeballed from bathymetric charts, e.g., GEBCO.

Figure 6. Comparison of the power spectra of the Smith and Sandwell [1997] predicted bathymetric data set and grids of spatially binned (i.e., $0.1^\circ \times 0.1^\circ$ blockmode of GMT [Wessel and Smith, 1998]) and interpolated (i.e., surface of GMT [Smith and Wessel, 1990]) ship track data. The analysis area is $160^\circ - 117^\circ W$, $3^\circ - 33^\circ S$. $T = 0$ and $T = 1$ indicate untensioned and tensioned bicubic spline interpolations, respectively. At long wavelengths ($\lambda > 400$ km), corresponding approximately to hot spot swells and the superswell, the data sets agree. However, at short wavelengths (approximately $50 < \lambda < 150$ km), corresponding approximately to seamounts and ocean islands, there is more spectral power in the Smith and Sandwell [1997] data set than the ship track grids. Insets compare the power spectra of the ship track data gridded at $T = 0$ to GEBCO and ETOPO-5. Spectra calculated from Mercator projection of the data resampled at a 10 km spacing using Thompson multiple-Slepian-taper spectral analysis [Simons et al., 2000]. Nine tapers were used. Spectra displayed are radial arithmetic means of directional wave number estimates, each of which is a jackknifed [Thomson and Chave, 1991] estimate of the mean spectra generated by the individual tapers. Similarly, the $\pm 1$ standard deviation error bars are radial means of jackknifed estimates of the standard deviation. Prediction of bathymetry using satellite altimetry is possible in the wavelength range $15 < \lambda < 150$ km [Smith and Sandwell, 1997]. Superswell size is from McNutt [1998], and size ranges of seamounts and hot spot swells are eyeballed from bathymetric charts, e.g., GEBCO.
with Levitt and Sandwell [1996] that a small depth (<+200 m) anomaly is present over crust of ages 15–35 Ma [Levitt and Sandwell, 1996]. However, we disagree with them that this is evidence against the existence of a superswell.

The most important result, shown in Figure 8, is that the large-scale seafloor trend deduced using MiMIC is monotonic and continuous between young (<5 Ma) and old (>110 Ma) seafloor, which are deeper and shallower than expected [Parsons and Sclater, 1977], respectively. The maximum deepening is about 500 m near the EPR crest, in accord with previous results [Cochran, 1986; Levitt and Sandwell, 1996] (see Figures 2 and 9). The maximum shallowing is 712 ± 66 m (1 s.d) at 98 Ma, not 1300 m at ~65 Ma [McNutt and Sichoix, 1996], and there is no evidence of a significant seafloor rise between 40 and 80 Ma as described by McNutt and Sichoix [1996] and Sichoix et al. [1998].

6. Origin of the Depth Anomalies

The analysis using MiMIC suggests that regional seafloor depth in the EPR-superswell region (160°–117°W, 12°–26°S) subsides monotonically with increasing thermal age of the oceanic lithosphere. We find no evidence west of the EPR for an isolated region where the subsidence is reversed and the seafloor uplifted as suggested by McNutt and Fischer [1987], McNutt and Sichoix [1996], Sichoix et al. [1998], and McNutt [1998] (Figure 8). Rather, the subsidence of the seafloor from the relatively deep EPR through the relatively shallow superswell appears continuous and “plate-like.” Because of this continuity we link the superswell to the EPR and postulate that the same geodynamic processes act upon both old seafloor in the superswell region and young seafloor at the EPR, forming an “EPR-superswell system.”

6.1. Variations in Crustal Thickness

The most obvious source of depth anomalies are crustal thickness variations. Unusually thin crust, for example, would cause deeper than expected seafloor while thick crust is indicative of shallower bathymetry. There is evidence from seismic refraction profile data that the Marquesas swell [Caress et al., 1995; McNutt, 1998] and the Tuamotu Plateau [Talandier and Okal, 1987; Ito et al., 1995; McNutt, 1998; Patriat et al., 2002] are underlain by thickened crust and correlate with unusually shallow seafloor. Away from such features, however, there is no evidence that the crust thins or thickens significantly across the EPR-superswell system. To the west (proximal to the Marquesas Swell and NW Tuamotu Plateau) the oceanic crust is 6 ± 1 km [Caress et al., 1995; Ito et al., 1995; McNutt, 1998] while to the east, near the EPR, it is 4.8–
6.2. Compositional Buoyancy

Another possible contributor to oceanic depth anomalies is compositional buoyancy due to basalt extraction [Jordan, 1979; Robinson, 1988]. Melting depletes fertile mantle in garnet and raises the MgO/FeO ratio of the residuum, which becomes less dense [O'Hara, 1975; Boyd and McCallister, 1976; Oxburgh and Parmentier, 1977]. This effect can be parameterized as \( \Delta \rho = \rho_0 \beta \) where \( f \) is the mean extent of melt extraction from a column of height \( h_0 \), \( \beta = 0.06 \), and \( \rho_0 \) is the density of the mantle (Table 2) [Phipps-Morgan et al., 1995; McNutt, 1998]. A column-integrated buoyancy, \( b \), is therefore \( b = \rho_0 \beta f \). Since \( h_D = h_D / f \), where \( h_D \) is the thickness of extracted basalt, then it follows that \( b = \rho_0 h_D \). Divided by the effective density of seafloor topography, i.e., \( \rho_c - \rho_o \) (Table 2), this gives an Airy-type isostatic shallowing of 0.1128\( h_D \) or \( \sim 1/9 h_D \) [McNutt, 1998].

[45] For seamounts, however, McNutt [1998] notes that the amount of erupted basalt observed as edifices at the surface must be multiplied by a factor of 6 to include basaltic material infilling the flexural moat [Filmer et al., 1994; Wolfe et al., 1994], and the total must be doubled again in cases where magmatic material underplates the crust [Caress et al., 1995]. Thus shallowing of the seafloor due to compositional buoyancy (Figure 9a) may be as much as \( \sim 12 \times 1/9 h_D = \sim 4/3 \) of the observed seamount height (Figure 7a). This uplift (Figure 9a) is almost sufficient in magnitude to explain the large-scale depth anomaly (Figure 9b), however it is distributed differently in space. Seamount volume, for example, distinctly decreases west of 150°W, while the depth anomaly does not. Thus the large-scale depth anomalies are not due to compositionally less dense material vertically below them in the lithosphere. If, however, chemical buoyancy within the asthenosphere [e.g., Phipps-Morgan et al., 1995; Manglik and Christensen, 1997; Ribe and Christensen, 1999] can endure for long periods of time, previous volcanic episodes (e.g., the events that formed the on-ridge Cretaceous oceanic plateaus) may also contribute to uplift. Thus we cannot entirely discount this mechanism.

6.3. Lithospheric Reheating

[46] Reheating and consequent thinning of the lithosphere [Detrick and Crough, 1978], perhaps by a hot upwelling plume [Dietz and Menard, 1953; Morgan, 1971; Clouard and Bonneville, 2001], has been widely invoked to explain isolated topographic swells associated with recent volcanism such as Hawaii and Cape Verde. However, it is difficult to see how this mechanism could explain depth anomalies in the EPR-superswell system. Lithospheric reheating at, for example, the Marquesas, Society, Austral, and Pitcairn hot spots [Crough, 1978; Menard and McNutt, 1982] would reduce density and cause uplift, but the depth anomaly would not be correctly located [McNutt and Fischer, 1987]. The increasingly likely contact of the lithosphere as it ages with randomly distributed reheating events [Smith and Sandwell, 1997] could produce a correctly directed depth anomaly. However, the volcanic “trails” expected from these events are not observed in the bathymetry data (Figure 7b). Besides, \( T_c \) [Filmer et al., 1993; Goodwillie and Watts, 1993; McNutt et al., 1997; McNutt, 1998] and surface heat flow [Stein and Abbott, 1991] appear normal in the superswell region, not lowered and raised respectively as would be expected for a widespread reheating event.

6.4. Cooling Plate Models

[47] The monotonic subsidence of the EPR-superswell system is similar in form to the predictions of the standard
cooling plate model [Parsons and Sclater, 1977]. However, while a hotter, thinner, plate (1450°C, 95 km) [Stein and Stein, 1992] (shown Figure 10), or (1385°C, 75 km) [McNutt and Fischer, 1987], could explain a shallowing of the seafloor at older ages they predict too rapid a subsidence at young ages [McNutt, 1998]. In particular, the slow subsidence rate of 218 m Ma\(^{-1/2}\) [Levitt and Sandwell, 1996] on the western flank of the EPR may be

**Table 2. Assumed Values of Lithospheric Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient of thermal expansion, °C</td>
<td>(\alpha)</td>
<td>3.2 \times 10^{-5}</td>
</tr>
<tr>
<td>Thermal diffusivity, m(^2) s(^{-1})</td>
<td>(k)</td>
<td>0.8 \times 10^{-6}</td>
</tr>
<tr>
<td>Mantle density (at 0°C), kg m(^{-3})</td>
<td>(\rho_m)</td>
<td>3330</td>
</tr>
<tr>
<td>Water density (at 0°C), kg m(^{-3})</td>
<td>(\rho_w)</td>
<td>1030</td>
</tr>
<tr>
<td>Crustal density, kg m(^{-3})</td>
<td>(\rho_c)</td>
<td>2800</td>
</tr>
</tbody>
</table>
generated by a half-space cooling from a temperature of 830°C (constants in Table 2), while a 115 km thick cooling plate with a basal temperature of 920°C best fits the regional bathymetry deduced using MiMIC. Both these estimates, however, are unrealistically cool in comparison to mantle potential temperatures ($T_p$) expected from petrological considerations ($T_p = 1350°C$ [McKenzie, 1984], $T_p = 1280°C$ [McKenzie and Bickle, 1988]).

7. Discussion

The above considerations suggest that models based on crustal thickness variations, reheating by mantle plumes, compositional buoyancy, and variations in parameters of the cooling plate model are unlikely to account for the depth anomalies in the EPR-superswell system.

7.1. A Lateral Temperature Gradient Model

One possibility is that the depth anomalies are caused by lateral density gradients in the sublithospheric mantle. Cochran [1986], for example, interpreted the asymmetry in the subsidence rate at the EPR crest in terms of a linear lateral sublithospheric temperature increasing to the west at about 0.1°C km$^{-1}$. A temperature gradient is also suggested by the approximately linear trend in the sublithospheric S wave velocity structure of Ritsema et al.
The lateral temperature gradient model of Cochran [1986] was applied by him to relatively young (i.e., <5 Ma) oceanic lithosphere at the EPR rise crest. Our bathymetric analysis suggests that the region of density anomalies extends beyond the rise crest to its flanks. We have therefore reexamined the Cochran [1986] model and its applicability to the entire EPR-superswell system.

The model we use is based on a cooling plate with a zero age depth of 2500 m, a basal temperature, $T_B$, of 1350°C, and a thermal thickness of 125 km which overlies an asthenosphere with a laterally varying temperature and, hence, density structure. We first isotatically balance the seafloor depths predicted by the cooling plate model against a column at the ridge crest, assuming a uniform density asthenosphere. Mantle density varies linearly with temperature as $\rho = (1 - \alpha T) \rho_0$ (constants in Table 2) such that the plate has an average density of $\rho_{av} = (1 - \alpha T_B) \rho_0$ while the asthenosphere has a density of $\rho_{asth} = (1 - \alpha T) \rho_0$. This yields a lithospheric thickness that varies as a function age, shown dark grey on the inset of Figure 10. We next introduced a lateral temperature, and hence density ($\rho = \rho_0 (1 - \alpha T)$), variation in the asthenosphere and calculated the combined buoyancy effect on the seafloor of temperature variations in the asthenosphere and reheating of the lithosphere. The temperature structure associated with the reheating is assumed to be that of a half-space which is heated by a temperature gradient on its boundary, following a solution by Carslaw and Jaeger [1959]. We found that there is little error (<0.5%) associated with this assumption for small (i.e., $\sim 0.010^\circ C$ km$^{-1}$) temperature gradients.

Figure 10 shows a comparison of the regional bathymetry after two passes of MiMIC to the calculated bathymetry based on a lateral temperature gradient model. The model is parameterized in terms of a ridge temperature anomaly ($\delta T_R$), a sublithospheric temperature gradient ($\delta T/\delta x$), and a depth of isostatic compensation ($D_{comp}$). Figure 10a shows the bathymetry associated with the preferred model, which has $\delta T_R = 27^\circ C$, $\delta T/\delta x = 0.014^\circ C$ km$^{-1}$, and $D_{comp} = 320$ km. The model fits the regional bathymetry well, and in contrast to the predictions of global cooling plate models [Parsons and Sclater, 1977; Stein and Stein, 1992], accounts for both the unusually deep seafloor at the EPR and the shallow seafloor in the superswell region. Figure 10b shows the sensitivity of the fit to variations in the model parameters.

The best fit model parameters in Figure 10b are consistent with other geophysical constraints. At the EPR the oceanic crust is 1–2 km thinner [Canales et al., 1998; Greve et al., 1998] than the global average of 7.1 ± 0.8 km [White et al., 1992] which suggests a 19°C–41°C reduction in ridge crest mantle potential temperature [McKenzie, 1984, Figure 12], compared to our estimate of 27°C. Beneath the Superswell, slow seismic velocities [Hager and Clayton, 1989] suggest to McNutt and Fischer [1987], via the scaling law of Creager and Jordan [1986], temperatures elevated by ~40°C. This number is similar to our estimate of 41°C. We note that these temperature anomalies are small and are unlikely to significantly modify the value of $T_c$ and surface heat flow from that expected for oceanic crustal age [McNutt, 1998]. This is consistent with observations that $T_c$ and surface heat flow are “normal” in the superswell region [Stein and Abbott, 1991; Filmer et al., 1993; Goodwillie and Watts, 1993; McNutt et al., 1997].

The depth of compensation, $D_{comp}$, is probably the poorest constrained of our model parameters. Nevertheless, our preferred $D_{comp}$ coincides with a transition in seismic velocity anomalies to a lower amplitude below ~320 km [Montagner and Tanimoto, 1991; Ritsema et al., 1999] (Figure 9d). In this simple static model, however, density variations above $D_{comp}$ are entirely compensated at the surface, which may not be the case if, for example, vertical motions occur in a viscously stratified fluid mantle [e.g., McNutt, 1998]. Thus $D_{comp}$ may not actually be the depth of a physical transition, but rather an approximation of a more complex behavior.

7.2. A Pressure-Driven Flow Model

Another possibility, tested in the vicinity of the EPR, is that the depth anomalies are caused by a lateral west to east across-axis flow driven by excess far-field pressure [Toomey et al., 1998; Conder et al., 2002]. Only these models satisfactorily explain the observations of the MELT experiment [Forsyth et al., 1998b], which are asymmetry in mantle seismic velocity [Forsyth et al., 1998a; Toomey et al., 1998], seismic velocity anisotropy [Wolfe and Solomon, 1998], and electrical structure [Evans et al., 1999] at 17°S on the EPR.

The models, however, purely involve forcing material into an “asthenospheric” [Morgan and Smith, 1992] channel and do not include buoyancy forces or a temperature gradient. They cannot therefore explain the observed large-scale trend in sublithospheric seismic velocities (Figures 9c and 9d), nor account for the temperature gradient implicit in a flow driven by “hotspots in the superswell region” [Toomey et al., 1998] which, by observation [Niu et al., 2002] and implication, are probably hot. The most likely explanation of the EPR-superswell system is probably therefore some combination of the thermal-buoyancy and pressure-gradient models.

7.3. Synthesis and Implications

Across-axis flow is necessary to replicate the anomalies observed by the MELT experiment [Toomey et al., 1998; Conder et al., 2002] as “no linear temperature gradient alone adequately matches both the asymmetric subsidence and the asymmetric seismic and conductivity structure” [Conder et al., 2002]. However, the driving force for flow from the superswell region is generated by primarily thermal density differences, which are required to reproduce the linearly increasing seismic velocities up to and across the EPR. Thus a coupled temperature and driving-pressure gradient probably extends across the EPR-superswell system.

In such a model, both buoyancy and the forcing of material into a channel contribute to topography, so temperatures estimated by the thermal gradient model are maximum estimates. The continued effect of buoyancy forces across the EPR-superswell system causing the hot material to “spread out” and flow sideways will also reduce the forcing required making it more explainable.
by the pressure head under a 700 m rather than a 1300 m superswell anomaly.

[59] Our observations and modeling of the subsidence of the Pacific plate indicate that this flow-sustained thermally buoyant temperature gradient extends west ~4000 km from the EPR, across the EPR-superswell system to at least 90 Ma old seafloor. Analysis of the Nazca plate (Figure 9b) is consistent with a continuation of the temperature gradient across the EPR to 10°W, ~1000 km east of the EPR. This scheme, which is illustrated in Figure 11, is in accord with geochemical data [McKenzie, 1984; White et al., 1992; Canales et al., 1998; Greivemeyer et al., 1998], tomography [McNutt and Fischer, 1987; McNutt, 1998; Ritsma et al., 1999], and asymmetrical volcanism at the EPR [Scheirer and Forsyth, 1998]. Geochemical data [Woodhead and Devey, 1993; Janney et al., 2000] and numerical modeling [Toomey et al., 1998; Conder et al., 2002] of the observations of the MELT experiment [Evans et al., 1999; Forsyth et al., 1998b; Toomey et al., 1998; Webb and Forsyth, 1998] suggest that a pressure gradient is also present and that the temperature gradient is sustained by lateral flow (wide arrow).

[61] This is not to suggest that there are no focused upwellings in the superswell region. Figure 10 shows, for example, that bathymetry at ~90 Ma is a few hundred m shallower than is the regional, “plate-like” subsidence. The shallowing is localized to the Rarotonga-Society region where it correlates with (Figure 12) a thinned 410–660 km seismic transition zone that indicates a flux at 170°–400°C above ambient temperature [Niu et al., 2002], a free-air gravity anomaly ‘high’, and relatively

Figure 11. Illustration of a model to explain the regional bathymetry of the EPR-superswell system. The heavy solid line shows regional bathymetry that subsides continuously and monotonically, but slowly, from a deep EPR. With age it becomes anomalously shallow. Depth anomalies (hashed lines) [Menard, 1973] are with respect to the standard cooling plate model [Parsons and Sclater, 1977] (dashed line). Asymmetric subsidence at the EPR [Cochran, 1986; Levitt and Sandwell, 1996] is replicated by the buoyancy effects [Cochran, 1986] of a lateral asthenospheric temperature gradient (variable grey shading) between the base of the plate and the depth of isostatic compensation (short-dashed horizon). Temperature anomalies implied by the gradient of our preferred model (shown for 0 and 90 Ma) are consistent with crustal thickness [McKenzie, 1984; White et al., 1992; Canales et al., 1998; Greivemeyer et al., 1998], tomography [McNutt and Fischer, 1987; McNutt, 1998; Ritsma et al., 1999], and asymmetrical volcanism at the EPR [Scheirer and Forsyth, 1998]. Geochemical data [Woodhead and Devey, 1993; Janney et al., 2000] and numerical modeling [Toomey et al., 1998; Conder et al., 2002] of the observations of the MELT experiment [Evans et al., 1999; Forsyth et al., 1998b; Toomey et al., 1998; Webb and Forsyth, 1998] suggest that a pressure gradient is also present and that the temperature gradient is sustained by lateral flow (wide arrow).
slow seismic velocities in the lithosphere [see also McNutt and Judge, 1990]. We postulate that this focused influx may cause the large-scale pressure-temperature variations in the region and thus be the ultimate cause of the large-scale depth anomalies.

7.4. Geoid Constraints

One observable that has the potential to constrain our model for large-scale bathymetry, and which we have not discussed yet, is the geoid anomaly. Previous studies, for example, have revealed short-to-intermediate wavelength gravity [Haxby and Weissel, 1986] and geoid anomalies [Cazenave et al., 1992] in the EPR-superswell region which have been interpreted, at least in part, in terms of small-scale convection in the sublithospheric mantle that is aligned in the direction of absolute Pacific plate motion. The problem at large scales is that there is disagreement on the sign of the long-wavelength gravitational field over the superswell. After correcting for the cooling lithosphere, Hager [1984] and Watts et al. [1985], for example, suggest there is a long-wavelength geoid high over the superswell of spherical harmonic degree and order, n, of 2–10 and >10 respectively. On the other hand McNutt and Judge [1990] (n > 4) and McNutt [1998] (7 < n < 12) find a geoid low, especially if a thinner, hotter cooling plate than the “standard” [Parsons and Sclater, 1977] is used [McNutt and Judge, 1990].

The problem therefore relates to which long-wavelength gravitational field best represents the EPR-superswell system. Our bathymetric observations suggest spatial variations in physical properties within the system of ~4000 km, or ~5000 km if it continues onto the Nazca plate (see Figure 9), corresponding to wavelengths of 8000 (n = 5) or 10,000 km (n = 4) respectively. Like a cooling lithospheric plate [e.g., Turcotte and Schubert, 2002, equation 5–158] this variation can cause long-wavelength geoid effects, so a significant spectral overlap may exist between anomalies associated with the EPR-superswell system and those normally attributed to dynamics in the lower mantle.

Further complications arise from the fact that the geoid increases in spectral power with decrease in n. Therefore geoid wavebands are strongly dependent on the choice of the lowest n. For example, at 154°W (longitude of maximum large-scale shallowing in Figure 9) between 12° and 26°S geoid anomalies for 3 < n < 20, 4 < n < 20, 5 < n < 20, 6 < n < 20, and 7 < n < 20 of OUS91a [Rapp and Pavlis, 1990] are −18, −6, −9, −14, and −1 m (to the nearest m) respectively. Most of these values become positive after a correction [Turcotte and Schubert, 2002, equation 5–158] of +16 m for a “standard” [Parsons and Sclater, 1977] plate is applied. To prevent the lowest order dominating and generating artefacts the coefficients should therefore be tapered [Sandwell and Renkin, 1988; Cazenave et al., 1992]. Given the probable spectral overlap however, the taper would have to be chosen with care.

A negative geoid anomaly over the superswell would, if present, require factors other than lateral pressure and temperature gradients to be incorporated in a model of the type proposed. A shallowing of the seafloor that is compensated at depth cannot generate a negative gravity anomaly [McNutt and Judge, 1990; McNutt, 1998], suggesting that an additional mass deficiency is required that does not have a surface expression. One possibility is a component of vertical flow that transmits force incompletely across a low-viscosity layer [see McNutt, 1998], perhaps both upward and downward, in a manner suggested by the upper mantle seismic velocity structure (Figure 9b).

Future studies to quantify the relationship between the regional bathymetry as deduced by MiMIC with the long-wavelength geoid anomaly and other observables offer
the most promise, we believe, of addressing this problem in the future.

8. Conclusions

[67] We draw the following conclusions from this analysis of bathymetry data in the South Pacific ocean.

[68] 1. The algorithm, MiMIC, is an efficient and effective tool to remove “small-scale” features such as oceanic islands and seamounts, and “medium-scale” hot-spot swells and oceanic plateaus from bathymetric data.

[69] 2. MiMIC is an improvement over previous computer-based techniques such as mean, median, and modal filtering since the bathymetry that remains after processing passes beneath rather through features.

[70] 3. The processed bathymetry reveals the geometry of large-scale, regional, features of the seafloor such as those associated with the superswell and the EPR.

[71] 4. The region of the superswell is associated with a peak shallowing of 712 ± 66 m at 98 Ma, not 1300 m at ~70 Ma as reported by previous workers.

[72] 5. The superswell is part of a larger, continuous, and monotonic depth-age subsidence trend that extends all the way to the EPR crest, not an isolated shallowing that interrupts the ridge-generated subsidence of 40–80 Ma old Pacific oceanic crust.

[73] 6. The monotonic increase in depth anomaly between the EPR and the superswell suggests an a single, causative mechanism acting along the entirety of the trend and thus an “EPR-superswell system.”

[74] 7. The monotonic increase can be explained by a model in which the subsidence is caused in part by thermal cooling of a standard Parsons and Sclater, 1977 mid-ocean ridge, and in part by the buoyancy effects of lateral temperature variations in the sub-lithospheric mantle. The best fit model is one in which the temperature above 320 km increases from ~1323°C beneath the EPR to ~1391°C beneath the superswell.

[75] 8. The lateral temperature gradient deduced above is consistent with the observations of the MELT experiment at the EPR if it is accompanied by an across-axis flow. Thus we propose that lateral flow is prevalent throughout the EPR-superswell area and sustains the lateral temperature gradient.

Appendix A: Computational Details of the MiMIC Algorithm

[76] This appendix contains further computational details of the MiMIC algorithm, in particular the up-warp test from the morphological assessment. Specifically, the form of the reasonable upwarp $U(x)$, the computational definition of the significant bathymetric highs and lows to which this upwarp is compared, and details of that comparison. The morphological assessment is conducted upon a “high,” namely a relatively shallow section of bathymetric profile, found by the search construct. Each high is between $(x_i, z_i)$ and $(x_j, z_j)$ along the profile, and distances and heights considered in the assessment are normalized (see main text).

A1. Form of $U(x)$

[77] Up-warp as a function of distance along profile, $U(x)$, is defined for $x_{\text{frac}}$ in the range $0 < x_{\text{frac}}$ < 1 (i.e., $x_i < x < x_j$), and is more fully written as $U(x_{\text{frac}})$. Empirically, we find that the maximum visually reasonable up-warp in the center of the box $U_{\text{max}}$ is linearly related to the roughness of the bathymetry $R$ by

$$U_{\text{max}} = U_m \cdot R + U_a$$  \hspace{1cm} (A1)

where $U_m$ and $U_a$ are constants, empirically found to be most usefully set at 0.5 and 0.0 respectively (Table A1). Here, $R$ is the median absolute deviation (MAD) of the first differences of normalized heights smoothed (sliding arithmetic mean) using a box-car with a width a fraction ($F_x$) of the section’s width. $F_x = 0.25$ (Table A1). First differences $U_{\text{A1}}$ are the gradient between consecutive data points, i.e., $\frac{d z}{d x} = \frac{z_{j} - z_{i}}{x_{j} - x_{i}}$. MAD’s are the robust [Box, 1953] equivalent of standard deviation, where MAD = $\text{median}(|U_{\text{A1}}| - \text{centre})$ with centre being $\text{median}(U_{\text{A1}})$. Stability of this roughness estimator to outliers is important, and MAD’s are widely used [e.g., Rousseauve and Croux, 1993; Swallow and Kianifard, 1996; Crowley, 1997; Zarow, 1997; O’Neal et al., 2000], and rigorously determined [Hogel et al., 1994; Falk, 1997; David, 1998], to provide this robustness. With the normalization and smoothing $R$ appears independent of scale, section aspect ratio (height:length), and the spatial density of measured data.

[78] Here, although other forms could by used, the gradient $\frac{d U(x)}{d x}$ of $U(x)$ changes linearly across the section (i.e., $\frac{d z}{d x} = \text{constant}$) from $+\alpha$ at $x_0$ (i.e., $x_{\text{frac}} = 0$) to $-\alpha$ at $x_1$. Integrating under these conditions (i.e., at $x_0$, $\frac{d z}{d x} = \tan \alpha$ and $\alpha = 0$, at $x_1$, $\frac{d z}{d x} = -\tan \alpha$) gives

$$U(x) = x \tan \alpha (1 - x)$$  \hspace{1cm} (A2)

The maximum up-warp in the center of the box is

$$U_{\text{max}} = U_{\text{frac}} = \frac{1}{4} \tan \alpha$$  \hspace{1cm} (A3)

So, getting $\tan \alpha$ in terms of $U_m$ and $R$ by eliminating $U_{\text{max}}$ from equation (A1) and (A3), substituting values for $U_m$ and $U_m$, then substituting into equation (A2) gives

$$U(x) = 2 R x (1 - x)$$  \hspace{1cm} (A4)

A2. Visually Significant Points: Definition and Computation

[79] Within a bathymetric section delimited by the “search construct,” significant points in the bathymetry are the maxima and minima at the top and bottom of visually significant peaks and valleys respectively. The
visual significance or impact of points as both maxima and minima relates to their location and topographic surroundings. For all \(x_p\) we quantify visual significance through horizontal and vertical ranges of dominance.

[80] As a minimum, for example, a point \(x_p\) is dominant over a symmetrical range (i.e., centered on \(x_p\)) within which it is the lowest point. This range of dominance is calculated by considering points incrementally further away (in both directions) from \(x_p\) until a point deeper than \(z_p\) is encountered. For example, as a low, a point that has no lower points within 0.2 (normalized units) either side of it has a horizontal significance (\(\Delta H\)) of 4. If the limits of the box surrounding the section are reached (i.e., \(n = i \text{ or } n = s\)) this also limits the range. Similar is done for each point as a maximum.

[81] Vertical significance (\(\Delta V\)) may now be deduced. For a low, \(\Delta V\) is the mean height difference between it and the two most horizontally dominant peaks to either side of it within its range (as a minima) of horizontal dominance. Thus a low at a height of 0.1 units, neighbored by peaks of heights 0.4 and 0.6 units, would have a \(\Delta V = 0.4\). A similar procedure is used for peaks. The overall significance \(\Delta_{TOT}\) is then \(\Delta H \times \Delta V\) and points with a \(\Delta_{TOT} \geq \text{ a cut-off value, } C_{vn}\) of 0.1 (Table A1), can be said to be significant. The normalization of distances and heights permits \(C_{vn}\) to have a single value. In addition, significant peaks must be separated by a low, and visa versa, so it is sometimes necessary to upgrade an intermediate point to “significant” status. Also, both ends of the section and the highest point within the section are arbitrarily given significances of 1.

**A3. Success or Failure of the Up-Warp Test**

[82] To conduct the up-warp test the linear baseline between \((x_i, z_i)\) and \((x_s, z_s)\) is up-warped to its maximum reasonable extent (equation (A4)). This up-warped baseline is then compared to the significant points in the bathymetry by evaluating \(z_{baseline \text{- upwart}}\) (depth, z, and up-warp are positive) for each significant \(x_p\) from \(n = i\) to \(n = s\). If any \(z_n \geq z_{baseline \text{- upwart}}\), this implies that a baseline may be reasonably drawn through the valley bottom, namely the section is better described as \(\geq 2\) sub-sections. The section therefore fails the morphological assessment. Comparison if done with all (i.e., not just significant) \(x_p\) commonly produces false failures, for example at the ends of the section.
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