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Simulation of ultrasonic array imaging of composite materials with defects

Yousif Humeida, Valerie J. Pinfield, Richard E. Challis, Paul D. Wilcox and Chuan Li

Abstract—Ultrasonic transducer arrays are extensively used for the non-destructive evaluation of materials for aerospace and other applications. However, their use with composites requires some technique development due to reflections at the layer boundaries, and the effects of attenuation. When used in full matrix capture mode, algorithms such as the total focusing method (TFM) must be applied to obtain the image. In composite materials, improvement to the algorithm is required to include the effects of material anisotropy (affecting wave speed) and optimum aperture limits in order to optimize the signal to noise ratio and location detection for a defect in the material. This paper presents simulations of the ultrasonic array signals in multilayer anisotropic materials with and without a simulated defect. A kernel model for plane wave propagation in the material is combined with an angular spectrum decomposition (for finite transducer elements) and transducer frequency response, to model the full array signals. Inclusion of the defect is through its far-field scattering response. The model facilitates the study of imaging algorithm development by identification of the effects of anisotropy, signal to noise ratio, and aperture limit. An analytical method for the calculation of the effective group velocity in the composite at low frequency is demonstrated, permitting rapid calculation of time delay laws in practice.


I. INTRODUCTION

The increasing use of ultrasonic phased arrays in the inspection and testing of composite materials brings with it the importance of developing ultrasonic signal processing techniques that will achieve better imaging and inspection performances by maximizing efficiencies and/or minimizing computational requirements whilst improving resolution and image quality. Holmes et al. [1] and Drinkwater and Wilcox [2] have developed a number of signal processing techniques for ultrasonic array imaging in metals, including the use of Full Matrix Capture (FMC) and the Total Focusing Method (TFM), an algorithm for obtaining images at optimum resolution. However, the application of such techniques in composite materials is more challenging, due to their multi-layered structure, and their anisotropic and inhomogeneous properties. To apply the TFM technique for planar multilayer composites, it is necessary to make some modifications, such as the use of a directionally-dependent velocity to account for anisotropy, and an aperture angle limit to eliminate some contributions from reflections at ply boundaries. These modifications have been explored experimentally and are reported in a previous paper [3]. The need arises to simulate the propagation of ultrasonic signals in composites, not only to validate and confirm the results shown in [3], but also to study and analyze, using computational models, the behavior of ultrasonic array signals in such anisotropic multilayer composite materials, and inform future algorithm development.

A variety of approaches are reported in the literature for the simulation of ultrasonic signals in composites, or other anisotropic multi-layered materials. A ray-tracing technique has been implemented using homogenization to account for the layered character of the material by Deydier et al. [4]. This has the advantage of being applicable to non-planar geometries, but does not show the structural reflections from plies. An alternative technique proposed by Huang et al. [5] uses multi-Gaussian beams to propagate through the structure, accounting for changes to the beams at ply interfaces, and simulating the signal from finite transducer array elements by a number of such multi-Gaussian beams. The method can be used for planar or non-planar composites, but is computationally intensive. An alternative is to constrain the problem to planar materials, in order to exploit the highly efficient plane-wave models established in the seismology literature [6]-[15]. These are able to account for reflection and refraction at layer interfaces, mode conversion and anisotropic material properties, and have been optimized for speed and accuracy. As such they offer an ideal basis for the simulation of transducer array signals. These methods have been adopted by Mienczakowski et al. [16] with some success, but with a restriction to normal incidence signals. Pialucha and Cawley [17] also implemented a plane wave model, combining it with the angular spectrum method in order to simulate transducer signals. However, their model considers only isotropic materials. In the current work, we have adopted
a plane wave model for anisotropic materials as the kernel of the simulation, together with the angular spectrum method to simulate the finite beams from array elements.

Acoustic plane waves in multilayer media are usually studied using matrix methods. Thomson [6] and Haskell [7] have developed the transfer matrix method which is considered the classical way of solving such problems. An alternative is the global matrix method developed by Knopoff [8] which solves the instability problems of the transfer matrix especially for large frequency/thickness (fd) products. The transfer matrix for general anisotropic media was developed by Nayfeh [9]-[10]. Lowe [11] has published a review of the different matrix techniques in multilayer media. More recently, Wang and Rokhlin [12]-[15] introduced the recursive stiffness matrix method in which a recursive algorithm uses individual layer stiffness matrices to form a global stiffness matrix for the whole material. This method achieved stable results with the same efficiency as the transfer matrix method. Hosten and Castaings [18] used a similar technique to develop a recursive surface impedance matrix. For the purposes of this study, a model for the plane waves in generally anisotropic multilayer media was developed using the recursive stiffness matrix technique. The stiffness matrix method will be used throughout this paper to carry out plane wave calculations.

The plane wave solution for multilayer media does not accurately reflect real situations where the transducers used for transmitting/receiving the ultrasonic waves are of finite dimensions and hence bound beam acoustic signals, rather than plane waves which extend infinitely along the interfaces, have to be considered. Different methods can be used to model diffraction of bounded beams; the angular spectrum method is one of them. This method states that the fields (stresses or displacements) anywhere in the considered space can be defined uniquely and completely by the sum of an infinite number of plane waves in different directions [19]-[20]. As an example, Rehman et al [21] used the angular decomposition of plane waves to calculate the reflection profile of bounded beams from anisotropic multilayer media.

Modeling localized defects in such multilayer composite materials has also been considered. In order to study the response of a specific defect or scatterer to acoustic waves, it is necessary to calculate the diffraction of waves from the transmitting transducer through the material to the defect and from the defect back to the receiving transducer, and, furthermore, to combine that with a defect scattering model, which describes how the defect interacts with the incident acoustic waves [22]. Side-drilled holes (SDH) have been considered in this study as they are the standard type of scatterers used to evaluate ultrasonic non-destructive testing techniques.

Many authors have developed techniques to study the scattering of acoustic waves from different kinds of defects in different types of materials. Lopez-Sanchez et al [23] have considered a pulse echo measurement system model for a side-drilled hole (SDH) embedded in a single isotropic layer. In this work, two methods have been used for the scattering model, the separation of variables solution and the Kirchhoff approximation. The Kirchhoff approximation is only valid at high frequencies or for large SDHs (i.e. when \( ka > 1 \) where \( k \) is the wavenumber and \( a \) is the SDH radius). Niklasson and Datta [24] have developed solutions using the separation of variables to the scattering from an infinite transversely isotropic cylinder in a transversely isotropic medium. The special cases where the cylinder is an isotropic material or a cavity were also considered. Analytical solutions for the scattering behavior of SDHs at different angles in general anisotropic material have not yet been developed, to the current authors’ knowledge, and they have only been studied using numerical methods such as finite element (FE) [25]-[27]. For scatterers in multilayer systems Zhang et al [27] have provided a hybrid model that uses ray-based calculations for the system model and FE measurements for the scattering model. In this work, the layers in which the SDH lies have been modeled as a single effective homogeneous medium – an assumption that holds for low frequency acoustic waves (i.e. high wavelength-to-thickness ratios, \( \lambda/d \) ) [28]-[29]. For many applications, such as the calculation of group velocities or modeling of SDHs in composite, such an assumption is very useful. Backus [30] has developed formulas for the calculation of the equivalent homogeneous properties for isotropic or transversely isotropic layers, and these can be easily adapted to generally anisotropic layers, as has been done by Milton [31].

This work reports simulations of full transducer array data for planar composite materials with anisotropic properties, including embedded defects in the form of a side-drilled hole. The simulations combine a number of modeling techniques in order to achieve this end, adopting highly efficient plane-wave models originally developed for seismological purposes, together with angular spectrum decomposition to model the finite beams produced by transducer array elements, and combining these with the scattering characteristics of a defect. A method for estimating the effective properties of a layered structure has also been used for the calculation of group velocities through the composite at low frequency. The results of the simulations have been used to evaluate proposed image processing algorithms for full matrix capture data sets obtained from composites. Two such examples of imaging improvements are explored in this paper; they are the use of an angle-dependent group velocity to estimate time delays between transducer array elements and imaging points, and the application of an aperture angle limit to improve signal to coherent noise ratio for defect detection.

II. MODELING WAVES IN MULTILAYER ANISOTROPIC MEDIA

A. Plane wave model in multilayer media

This section summarizes the kernel plane wave model, based on the work of Wang and Rokhlin [12]-[15], implemented as MATLAB® code by Michel Castaings and Bénédicte LeCrom of the University of Bordeaux 1. Let us assume that a plane wave is incident on a planar multilayer structure which consists of \( n \) homogeneous, anisotropic layers and is of infinite extent in the directions normal to the through-thickness direction (Fig. 1). The structure is bounded by two semi-infinite regions, which are labeled layer 0 and layer \( n+1 \) and considered to be homogeneous anisotropic...
materials, with the specific example of a non-viscous fluid (i.e. water) being considered as a special case. A plane wave is assumed to be travelling in the upper half space and enters the system at the origin of the global coordinate axes system \((x_1,x_2,x_3)\) having an incident angle of \(\theta\) with the \(x_1\) axis and its wavevector projection on the \(x_2-x_3\) plane is assumed to have an arbitrary angle of \(\phi\) with the \(x_2\) axis. A harmonic solution for plane wave propagation in each homogeneous layer is defined by a displacement field of the form \(\text{exp}[\mathbf{i}(\mathbf{k} \cdot \mathbf{x} - \omega t)]\) where \(\mathbf{k}\) is the wavevector, \(\omega\) the angular frequency and \(t\) the time.

Applying continuity of normal displacement at the layer interfaces implies that the components of the wavenumber in the plane of the interfaces \((k_2\) and \(k_3\)\) must be equal throughout the structure. This is equivalent to the application of Snell’s law. Thus \(k_2\) and \(k_3\) are the same in all layers, and equal to the components of the incident wave vector. The remaining component of the wave vector in a layer, \(k_1\) is determined by the Christoffel equation which relates the wave speeds to the elastic properties of the medium, expressed by the stiffness tensor \(c_{ijkl}\) thus

\[
\left(\delta_{ij}k_j - \rho \omega^2 \delta_{ij}\right) P_i = 0
\]

where \(\rho\) is the density, \(\delta_{ij}\) is the Kronecker delta, and the letters \(i\), \(j\), \(k\), and \(l\) which each will have the value 1, 2, or 3 corresponding to the Cartesian coordinate system \((x_1,x_2,x_3)\).

This equation also defines the polarization vector components, \(P_i\), for the various wave modes: one pseudo-longitudinal (\(p=1\)) and two pseudo-shear (\(p=2,3\)) of different polarizations and speeds. For each mode, two solutions exist for \(k_1\), with the real parts of opposite sign, one propagating upwards through the layer and the other propagating downwards. Simplification is achieved by the assumption that \(k_2\) and \(k_3\) are real, which is valid if the incident bounding layer is a lossless medium. We will also need to calculate the group velocity which is given (for elastic media, i.e. real stiffness) by

\[
v_g = \frac{1}{\rho} c_{ijkl} P_k P_l k_j
\]

where the circumflex denotes the unit vector, and \(v\) is the phase velocity determined from the Christoffel equation. Thus the displacement in layer \(m\) can be written as a sum over the modes denoted \(p\) in the form \([10]\):

\[
util {m} = \sum_{p=1}^{3} \left[ a^{m,p} u^{m,p}_1 e^{j k_1^{m,p} x_1} + a^{m,p} u^{m,p}_2 e^{j k_2^{m,p} x_2} + a^{m,p} u^{m,p}_3 e^{j k_3^{m,p} x_3} \right]
\]

where \(a^{m,p}\) are the amplitudes of the down/up waves respectively of mode \(p\) in layer \(m\). The coordinate \(x_i^m\) is local to layer \(m\), taking the value 0 at the top and \(d_m\) at the bottom of the layer.

We wish to determine the reflected and transmitted signals in layer 0 and layer \(n+1\). The solution proceeds as follows. The constitutive equation

\[
\sigma_{ij} = c_{ijkl} \epsilon_{kl} = \frac{1}{2} c_{ijkl} \left( \frac{\partial u_k}{\partial x_l} + \frac{\partial u_l}{\partial x_k} \right)
\]

where \(\epsilon\) is the strain, can be used for any layer \(m\) to relate the stress components on any plane normal to \(x_1\), i.e. \(\sigma_{x_1}^m\), to the local displacement components \(u_i^m\), where \(i=1,2,3\). A layer stiffness matrix \(S^m\) is defined, \([12]\) which relates the stress and displacement at the top and bottom of the layer \(m\)

\[
\begin{bmatrix}
\sigma_{x_1}^m(0) \\
\sigma_{x_1}^m(d_m)
\end{bmatrix} = S^m
\begin{bmatrix}
u_1^m(0) \\
\nu_1^m(d_m)
\end{bmatrix}
\]

The elements of \(S^m\) can be derived from (4) with (3). By applying boundary conditions at each interface within the structure (continuity of stress and normal displacement), a combined stiffness matrix \(S^m\) that relates stresses and displacements for the top \(m\) layers (i.e. layers 1 to \(n\)) can be derived

\[
\begin{bmatrix}
\sigma_{x_1}^m(0) \\
\sigma_{x_1}^m(d_m)
\end{bmatrix} = S^m
\begin{bmatrix}
u_1^m(0) \\
\nu_1^m(d_m)
\end{bmatrix}
\]

where

\[
S^m = \left[ T^m_{11} + S^1_{12} (S^2_{11} - S^2_{22})^{-1} T^2_{12} - S^1_{12} (S^2_{11} - S^2_{22})^{-1} S^2_{22} \right]
\]

Applying this equation to the whole structure, together with the continuity conditions on stress components at the top and bottom boundaries, results in the solution

\[
\begin{bmatrix}
\sigma_{x_1}^1(0) \\
\sigma_{x_1}^{n+1}(d_n)
\end{bmatrix} = S^n
\begin{bmatrix}
u_1^1(0) \\
\nu_1^{n+1}(d_n)
\end{bmatrix}
\]

with the additional continuity condition on normal displacement \(u_i^1(0) = u_i^n(0)\) and \(u_i^n(d_n) = u_i^{n+1}\), and with \(S^n\) the combined stiffness matrix for the top \(n\) layers (i.e. layers 1 to \(n\)). Since the incident wave amplitudes are known, and the stress in the bounding layers 0, \(n+1\) can be related to the known incident wave displacements, this equation can be solved for the unknown reflected and transmitted wave amplitudes. The procedure depends on the type of bounding layer. The previous model \([12]\) uses water bounding layers, but here we also consider the case of homogeneous, anisotropic, viscoelastic bounding layers. More detail on this process is given in the subsequent sections.

**General case: anisotropic bounding layers**

In the general case, assuming incidence from layer 0, with known amplitudes for the incident (downward waves), \(u_i^{n+1}\), there are three unknown reflected wave amplitudes \(u_i^{0,p-1}\), and three unknown transmitted wave amplitudes in layer \(n+1\), \(a^{n+1,p}\). Alternatively, if incidence is from layer \(n+1\), with known incident amplitudes \(a^{n+1,p}\) there are three unknown reflected mode amplitudes \(a^{n+1,p}\) in layer \((n+1)\) and three unknown transmitted wave amplitudes \(a^{0,p}\) in layer 0. Hence, whether incidence is downwards from layer 0, or upwards from layer \(n+1\), the unknowns are the upward displacement in layer 0 and the downward displacement in layer \(n+1\).

Since the equation set (8) consists of six equations, only six unknowns can be resolved. In this general case, we have six
unknown wave amplitudes, but also the unknown displacement in the plane of the interface in the first and \(n\)'th layers, \(u_1^0(0,u_2^0(0),u_2^0(d_n),u_2^0(d_n))\). In order to solve this general case, then, an additional boundary condition must be applied, taken here as the no-slip condition on the boundary 0-1 and \(n-(n+1)\). Thus we apply the condition
\[
u_2^0(0) = u_2^0, u_3^0(0) = u_3^0\]
and similarly for the bottom interface
\[
u_2^0(d_n) = u_2^{n+1}, u_3^0(d_n) = u_3^{n+1}\]
Then the equation becomes
\[
\sigma_{li}^0 \begin{bmatrix}
u_i^0 \\
u_t^{n+1}
\end{bmatrix} = S^N \begin{bmatrix}
u_i^0 \\
u_t^{n+1}
\end{bmatrix}
\]
The known and unknown parts of the displacement are separated by writing the displacement as a sum of downward and upward travelling waves \(u_i^m = u_i^{m+} + u_i^{-}\) so that the unknown terms are \(u_i^{0-}, u_i^{(n+1)-}\) and the stress can be written as
\[
\sigma_{li}^m = S^{m+} u_i^{m+} + S^{-m-} u_i^{-}\]
These new \(S\) matrices are not the same as the original layer stiffness matrices, but relate only to upward and downward modes separately. Inserting into (9), and re-arranging leads to
\[
\begin{bmatrix}
S^{0+} - S^{0-} & 0 \\
0 & S^{(n+1)} - S^{(n+1)+}
\end{bmatrix}
\begin{bmatrix}
u_i^{0+} \\
u_t^{(n+1)-}
\end{bmatrix} =
\begin{bmatrix}
S_{11}^N - S_{12}^N \\
S_{21}^N - S_{22}^N
\end{bmatrix}
\begin{bmatrix}
u_i^0 \\
u_t^{n+1}
\end{bmatrix}
\]
where \(S^{0+/-}\) are the up/down matrices defined above for layer 0, whereas \(S^N\) is the combined stiffness matrix for all layers 1-\(n\). The unknown displacements are on the right hand side of this equation. Terms on the left hand side are known and some may be zero, e.g. if incidence is from layer 0, \(u_i^{0+}\) are known, and \(u_i^{(n+1)-}\) are zero. The equation can then be solved for the unknown displacements, which can be expressed as reflection and transmission coefficients. The solution for general anisotropic bounding layers has been implemented by the current authors as an extension to the plane wave model implemented by Castaings and LeCrom, which assumes water fluid bounding layers, as considered in the next section.

**Water bounding layers**

One special case is relevant for NDT applications, and simplifies the solution for reflected and transmitted amplitudes; that is when the bounding layers (0 and \(n+1\)) are water (or other fluid), assumed to be non-viscous and lossless (real wave number). This is the case reported previously [12]-[15]. In this case, no shear wave modes exist in the bounding layers, and the shear stress components are zero. Thus \(a^{0+} = a^{0-} = a^{3+} = a^{3-} = 0, \sigma_{li}^0 = \sigma_{li}^3 = 0\) and similarly for layer \(n+1\). The incident amplitude of the longitudinal wave mode is assumed to be known, leaving a single reflected longitudinal mod amplitute and a single transmitted longitudinal mod amplitute to be determined, \(a^{00}\) and \(a^{n+11}\). Since there are only two unknowns in this case, it is possible to avoid the additional application of the no-slip boundary condition, and instead retain the in-plane displacement components in layers 1 and \(n\) at the top and bottom interfaces. Hence we solve (8) with the continuity of normal displacement \(u_1^0(0) = u_2^0, u_2^n(d_0) = u_2^{n+1}\), retaining \(u_2^0(0), u_2^0(0), u_2^n(0), u_2^n(0), u_2^n(0)\) as unknowns, in addition to the unknown amplitudes \(a^{00}\) and \(a^{n+11}\) which we require. The polarization of the incident and transmitted longitudinal waves are parallel to the wavevector and of unit amplitude, \(\hat{k}\). Since the bulk modulus for a non-viscous fluid is given by \(\rho \omega^2 / k^2\), the stress component at the upper interface is given by
\[
\sigma_{11}^0 = (\rho \omega^2 / k) + a^{01} - \omega k x + k x x \omega - \omega \kappa \omega a^{10} - \omega k x + k x x \omega - \omega \kappa \omega a^{01} - \omega k x + k x x \omega - \omega \kappa \omega a^{01}
\]
and similarly for the lower bounding layer, relating to the transmitted wave. This is the only non-zero term of the \(S^{0+}\) matrix, and the corresponding term in the \(S^{0-}\) matrix has the opposite sign. Taking the instance of the top bounding layer being water, the solution can be obtained from (11) by replacing \(u_i^{-}\) by \(u_i^{-} - (u_i^{0+} u_i^{0+} u_i^{0+}) u_i^{0+} - (u_i^{0+} u_i^{0+} u_i^{0+}) u_i^{0+}\) and \(u_i^{0+}\) by \(u_i^{0+}, u_i^{0+}\). This is possible because of the simple form of the stress terms in a non-viscous fluid. The solution may also be obtained more directly from (8).

**B. Angular Spectrum Method**

Having obtained the response of the anisotropic multilayered structure to monochromatic plane waves with a given incident wave vector \(\hat{k}\), its response to finite beams, such as might be expected from transducer array elements, is now constructed using the angular spectrum method. The method uses a Fourier decomposition to relate spatial and wavevector variation, thus permitting finite beams to be modeled by summing over different incident wavevectors with different amplitudes, relating to the directivity of the transducer elements. Since an incident wave of wavevector \(\hat{k}\) of unit amplitude at the top bounding layer results in a reflected wave of wavevector \(\hat{k}^*\) (which has the \(k_1\) component reversed), the response at the top bounding layer is denoted \(G_{TT}^{k, k, \omega}\), which corresponds to the wave mode amplitudes obtained in the previous section (section 4). The transducer elements are characterized by a directivity function, \(D\). The angular spectrum model then defines the amplitude of the receiving array element response at position \(x\) and frequency \(\omega\) by
\[
F(x, \omega) = \int \hat{k}^* - D(x) g_{TT}^{k, k, \omega} e^{ikx} d\kappa d\kappa d\kappa
\]
The value of \(k_1\) is fixed by \(k_2\) and \(k_3\) and the wavespeed in water, so that the integration is only over two components. The subscripts \(t, r\) denote transmitter and receiver respectively.

For a 1-D linear array, where the array elements are long in the \(s_3\) direction, each element can be considered as a modified
The equivalent homogeneous properties are the wavelength (in the multiplies by the frequency response of the transducer the time-domain response for the transducer array is to apply wave model as the kernel response. The final step in obtaining thus allows any finite beam to be analyzed using the plane wave model as the kernel response. The final step in obtaining the components, 2333221 ,,, lamina theory, are also constant through each layer. Thus components are continuous at each layer boundary (stress normal stress and in-plane strain components. These which relies on the assumption of constant or slowly varying which example  [31]. We have used the Backus method for homogenization, At low frequency (long wavelength), the response of the transducer element i.e. in the direction 1 is the component of displacement normal to the transducer array interrogating both homogeneous and inhomogeneous material such as a composite laminate. C. Equivalent Homogeneous Properties

At low frequency (long wavelength), the response of the layered structure approaches that of a homogeneous medium, whose properties are termed the equivalent homogeneous properties (EHP). In this frequency region, the reflections from individual layer boundaries are not seen, and propagation appears to be undisturbed by the interfaces. The equivalent homogeneous properties for a composite structure can be estimated, and used to model the structure as a single layer of homogeneous material. The total focusing algorithm used for ultrasonic array imaging adopts such an assumption, attributing travel time delays between locations in the specimen and array elements based on uniform specimen properties. Various methods have been reported in the literature to obtain the equivalent homogeneous properties, including inversion of time-of-flight measurements in composites at a variety of propagation directions, using the Christoffel equation to determine the stiffness properties [33]-[37]. Alternatively, averaging techniques can be used to estimate stiffness matrix elements, such as those developed in the context of seismological studies by Postma [38] and Backus [30], and adopted in the composites literature, for example [31].

We have used the Backus method for homogenization, which relies on the assumption of constant or slowly varying normal stress and in-plane strain components. These components are continuous at each layer boundary (stress continuity and no-slip condition), and according to classical lamination theory, are also constant through each layer. Thus the components, σ11, e22, e33, ε23 are all constant (Backus assumes only that they are slowly-varying) through the thickness of the structure. The constitutive equation (4) is re-arranged such that the constant terms are on the right hand side multiplying the stiffness terms, and the varying stiffness strain components are on the left hand side. A thickness-weighted averaging through the thickness direction, then leads to the averaged stiffness matrix properties. Re-arrangement back to the constitutive equation format allows the averaged stiffness values to be identified. Using Voigt notation, the stiffness matrix is defined as a set of sub-matrices as shown

\[
\begin{bmatrix}
E_{11} & D_{11} & D_{12} & D_{13} & E_{12} & E_{13} \\
A_{11} & B_{11} & B_{12} & B_{13} & A_{12} & A_{13} \\
A_{21} & B_{21} & B_{22} & B_{23} & A_{22} & A_{23} \\
A_{31} & B_{31} & B_{32} & B_{33} & A_{32} & A_{33} \\
E_{21} & D_{21} & D_{22} & D_{23} & E_{22} & E_{23} \\
E_{31} & D_{31} & D_{32} & D_{33} & E_{32} & E_{33}
\end{bmatrix}
\]

with \( D = A^T \). The equivalent homogeneous properties are obtained by averaging combinations of the sub-matrices as follows

\[
A^* = \left( AE^{-1} \right)^{-1} E^{-1}
\]

\[
B^* = \left( AE^{-1} \right)^{-1} \left( E^{-1}D \right) + \left( B - AE^{-1}D \right)
\]

\[
E^* = \left( E^{-1}D \right)^{-1}
\]

\[
D^* = \left( E^{-1}D \right)^{-1} \left( E^{-1} \right)^{-1} = A^T
\]

This set of equations can be used to determine the equivalent homogeneous properties (stiffness) of a complete composite sample or part of it, and thus to simulate the ultrasonic propagation at low frequency. In this work, the EHP have been used for the whole composite to estimate values of group velocity for imaging purposes (see II.F), and also as part of a model of a defect embedded in composite which is reported in the next section.

D. Scattering from a side-drilled hole

In order to model the transducer array signals for a side-drilled hole (SDH) embedded in a composite material, it is first necessary to consider the scattering from such a hole in a homogeneous medium, and then to combine this scattered field with the propagation through the layered structure. The first of these steps follows the findings of Huang et al. [39]-[40] who used the Kirchhoff approximation to study the scattering of elastic waves from SDHs in homogeneous anisotropic materials in pulse-echo mode (i.e. backward scatter). They demonstrated that the leading edge received scattered signal was identical to that from the same SDH in an isotropic medium which has the properties of the original medium at the corresponding angle of incidence. This implies that the dominant scattered signal can be successfully modeled using isotropic embedding material, but choosing the properties of the isotropic material appropriate to the angle of incidence.

The scattering from the SDH was then modeled using the separation of variable results from Lopez-Sanchez et al. [23] for an isotropic embedding medium with a planar longitudinal
incident wave of unit amplitude in displacement, giving a scattered longitudinal mode amplitude of
\[ T^{l-l}(\alpha) \equiv \left( \frac{2i}{\alpha k_i} \right)^{1/2} \sum_{q=0}^{\infty} \left( 2 - \delta_{0q} \right) k_i(b) A_q \cos(q\alpha) \]

at an angle, \( \alpha \) between the incident and scattered wavevectors. Here the longitudinal and shear wavenumbers of the isotropic embedding medium are denoted \( k_i \) and \( k_s \) respectively, \( b \) is the radius of the SDH, \( \delta_{0q} \) is the Kronecker delta, and the coefficients \( A_q \) are given as follows:
\[ A_q = \left\{ \begin{array}{ll}
1 & \text{if } q = 0 \\
\left( \frac{i}{2k_i b} \right) \sum_{i=1}^{2} C^{(i)}_q(k_i b) - D^{(i)}_q(k_i b) D^{(i)}_q(k_i b) & \text{if } q \neq 0
\end{array} \right. \]

where
\[ C^{(i)}_q(x) = \left( q^2 + q - (k_i b)^2 / 2 \right) H^{(i)}_q(x) - x H^{(i)}_{q-1}(x) \]

\[ D^{(i)}_q(x) = \left( q^2 + q - (k_i b)^2 / 2 \right) H^{(i)}_{q-1}(x) - x H^{(i)}_q(x) \]

and \( H^{(i)}_q \) denotes the Hankel function of the first and second kind respectively for \( i=1,2 \). For incident plane wave direction \( \mathbf{k} \) and scattered direction \( \mathbf{k}' \), the scattering angle is given by \( \alpha = \theta' - \theta \) where \( \theta \) and \( \theta' \) are the angle of the incident and scattered waves with the \( x_i \) axis, respectively.

**E. Side-drilled hole embedded in composite**

In order to model the ultrasonic signals for a side-drilled hole in a composite material, we have combined the scattered radiation profile for an SDH with the model for transducer array signals in layered composites. This has been achieved by treating the SDH as a source or transmitter, with a directivity given by the scattered field reported in the previous section.

This is combined with the response of the layered structure using the plane wave model, in two stages – from the top to the bottom (SDH location), and from the SDH location to the top. Fig. 2 shows the configuration adopted in the model for the embedded SDH in the multilayer structure (Fig. 2a). The region containing the defect (SDH) is modeled as a single semi-infinite homogeneous medium (see Fig. 2b), which acts as the lower bounding layer of the structure; its properties are obtained using the equivalent homogeneous properties defined in section II.C. The top of the lower bounding layer is located some distance above the SDH, since the scattering coefficients (II.D) define the far field response. The upper bounding layer is water.

For an incident plane wave of unit amplitude and wavevector \( \mathbf{k} \) from the top bounding layer, the transmitted wave in the lower bounding layer has wavevector \( \mathbf{k}' \) which is incident at the defect. Although the polarization vector in the anisotropic bounding region is not parallel to the wavevector, the incident direction for the scattering at the defect is taken as \( \mathbf{k}' \) since we are using an isotropic embedding medium approximation for the scattering. The field scattered by the defect in a direction \( \mathbf{k''} \) (in the lower bounding layer) is transmitted through the layered structure to the upper bounding layer, emerging with wavevector \( \mathbf{k}' \). Thus the response for incident wavevector \( \mathbf{k} \) and output wavevector \( \mathbf{k}' \) can be written
\[ G_{TT}(\mathbf{k}, \mathbf{k}', \omega) = G_{TT}(\mathbf{k}, \mathbf{k}', \omega) G_{BB}(\mathbf{k'}, \mathbf{k}, \omega) \]

where the subscripts \( TB, BB, TT \) on the response functions denote top-to-bottom, bottom-to-top, and top-to-top layer response respectively. The plane wave responses are derived from the results in section II.A for the appropriate bounding layer properties. The angles used to calculate the scattering function are defined by \( \theta = \tan^{-1}(k_2/k_1) \). The angular spectrum method can then be applied to this system response for all combinations of input and output wavevectors, to determine the overall system response, thus
\[ F(x, \omega) = \int \mathbf{k} D_1(\mathbf{k}) G_{TT}(\mathbf{k}, \mathbf{k'}, \omega) D_2(\mathbf{k'}) e^{j(k' \cdot x)} \, dk_2 \]

Integration is now only over the second component of the wavevectors, since \( k_1 = 0 \) using a 1D linear array.

Whereas in the absence of a defect, the number of calculations in the model for the system response scales with \( N_c \log N_c \) (the number of \( k \)-vectors chosen for the Fourier transform), here (with defect) it scales with \( N_i \log N_i \). Thus the defect-in-composite model is likely to be considerably slower than the defect-free model. In order to achieve a more efficient calculation, an alternative, approximate model was constructed. In this case, the angular spectrum is applied to the top-to-bottom response to obtain an effective amplitude at the defect. The incident wave at the defect is assumed to be planar in the direction of the straight path between transmitter and defect, (Fig. 3) using the component of the amplitude in that direction. Similarly the bottom-to-top response for all wave directions from the bottom layer are combined in the angular spectrum method, to determine the amplitude in the direction of the straight path between defect and receiver. These two response amplitudes are combined with the scattering function for the defect, taking the two straight path directions to define the scattering angles. Since two sets of angular spectrum calculations are carried out, the model scales with \( N_c \log N_c \), offering a potentially considerable saving in computation time.

The relevant equations for the consecutive angular spectrum calculations and the combination with the scattering function are as follows.
\[ F_{TB}(x, \omega) = \int \mathbf{k} D_1(\mathbf{k}) G_{TB}(\mathbf{k}, \mathbf{k'}, \omega) e^{j(k' \cdot x)} \, dk_2 \]
\[ F_{BT}(x, \omega) = \int \mathbf{k} G_{BT}(\mathbf{k'}, \mathbf{k}, \omega) D_2(\mathbf{k}) e^{j(k' \cdot x)} \, dk_2 \]
\[ F(x, \omega) = \mathbf{k} D_1(\mathbf{k}) F_{TB} G_{TB}(\mathbf{k}, \mathbf{k'}, \omega) F_{BT}(\mathbf{k'}, \mathbf{k}, \omega) \]

where \( F_{TB}, F_{BT} \) are the components of the displacements \( F_T, F_B \) in the direction of the straight path from transmitter to defect, and defect to receiver respectively. The displacement amplitudes are all as a proportion of the incident (unit) amplitude, and are therefore dimensionless.

These models for the response of a defect in a layered structure are, to our knowledge, novel. They permit the investigation of improved imaging algorithms for defect detection in composite materials.

**F. Image generation from array signal data set**

Thus far, we have reported models which can simulate the data set obtained using a transducer array in full-matrix
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capture mode (where each element acts consecutively as transmitter, whilst recording the received signals on all elements). In post-processing such data to produce an image of the cross-section of the material, the time-delays between each array element pair to each point on a grid in the material must be calculated. By summing the received signals with the appropriate time delays, the signal received from any particular point in the material can be determined, resulting in an image of the material. The method relies on the response of the structure being similar to an equivalent homogeneous medium, where the travel times are related to the angle-dependent group velocity in the material.

An empirical way to measure the anisotropic group velocity in composite is to use the arrival times of the back wall echoes in either simulated or experimental FMC signals. This method is time consuming for simulation and not always practicable experimentally (for example, if the specimen does not have a flat back wall parallel to the inspection surface). For both simulations and experiments, the whole FMC data has to be measured first and then used to calculate the group velocities. An alternative, simple method is to use the equivalent homogeneous properties of the whole composite (see section II.C) to obtain the relevant group velocities using (2), and hence time delays. All images and post-processing of simulated or experimental FMC data have been processed in this way in this work.

The array aperture used to form the image at each point is chosen so that only rays that propagate within a specified angular range are considered. In other words, the ratio of the depth to the aperture (i.e. f-number) is constant so that the angle subtended by the aperture at each image point is kept constant.

G. Signal-to-noise ratio for SDH response

In defect detection for non-destructive testing, one key parameter is the signal to noise ratio (SNR) for a defect. In the configuration under consideration here, the signal relates to the response from the defect (a SDH), and the “noise” is in fact structural noise, resulting from reflections at the layer interfaces. The SNR has been calculated from the images produced using the TFM algorithm, based on the group velocities from the EHP, obtained from simulated FMC data. Two FMC data-sets were simulated: (a) without the SDH, using the full layered composite structure and (b) with the SDH, using the models described in the section II.D-II.E. The latter results, (b) are denoted “signal” FMC and the former, (a) are used to represent “noise” FMC (unwanted signal due to structural effects). Both data sets are transformed using TFM to produce a corresponding amplitude image. The signal in the SNR is defined as peak amplitude in the “signal” image from (b) due to the defect, and the noise as the root mean square signal in the “noise” image obtained from (a) in the immediate vicinity of the defect location (with the defect signal absent). The region was defined as a rectangular section of depth 1 cm and width 2 cm centred on the defect location.

III. MATERIALS AND METHODS

The configuration of the system is shown in Fig. 3, with the transducer array in contact with the material, through a coupling gel. Two arrays have been used in experiment and simulation: array A has a center-frequency (c.f.) of 5 MHz, pitch $p=0.63$ mm and element width $W=0.53$ mm, while array B has the $2.5$ MHz c.f. pitch $p=0.5$ mm, and width $W=0.35$ mm. Further experimental details are given in [3]. Simulations were carried out in MATLAB®.

Two materials have been used in simulation and experiment: aluminum (a homogeneous, near-isotropic material), and a carbon fiber reinforced composite (CFRC). The stiffness and density for the materials are given in Table 1. For aluminum, the material is assumed to be purely elastic, implying that the attenuation is zero [41]. A 30 mm thick plate of aluminum was tested using the 5 MHz array.

Two samples of CFRC have been used; these were supplied by one of the project partners who also provided details of the lay-up and ply thickness. For the purposes of the model, the CFRC plate is assumed to consist of unidirectional, homogeneous, anisotropic layers of fiber/resin bounded by homogeneous isotropic resin layers. The stiffness matrices for the layers were not provided and it was not possible to measure them directly. Instead, values for a typical fiber/resin material (with fiber orientation of 0°) were taken from [42] and for resin layers from [43]; these are listed in Table 1. In this case, the stiffness values are complex, indicating a viscoelastic component which causes attenuation of the ultrasonic signals. Sample A is 16 mm thick, having 128 plies, each 120 µm thick, with 5 µm resin layers. Sample B is 19 mm thick, with 82 plies of 225 µm thickness and 5 µm resin thickness. In this sample, a 1.5 mm diameter side-drilled hole is located at depth $d=10$ mm (to its center) from the top surface in part of the sample. For both samples, the ply lay-up was taken as 0°/45°/-45°/90°, in a repeated sequence and tests and simulation were carried out with the 2.5 MHz transducer array, this frequency having been used successfully in experimental studies on such materials [3]. These two samples provide validation with different layer thicknesses and with or without a defect. For modeling the defect response, the top of the lower bounding layer (the equivalent homogeneous medium) is located at a distance of 2 mm from the top of the hole. All experiments were carried out with the transducer array in contact with the material using a gel couplant. It is assumed that the gel does not support shear tractions, hence the array elements are assumed to apply normal stresses only. This is consistent with the boundary conditions for a water layer given in section II.A; hence simulations assume a water bound region to the material to represent the gel couplant. The response of a component to a finite-width gel-coupled array element can be obtained by superposition of the responses to incident planar longitudinal waves in water over all possible angles, as indicated by the integral in (13), the finite width of the element being accounted for in the $D(k)$ factors.

IV. RESULTS

A. Array element response

In order to characterize the frequency response for the transducer array elements, $H(x)$ (see section II.B), the back wall echo was obtained, with element 1 of the array acting as
both transmitter and receiver. The results for the aluminum plate (with the 5 MHz array) and the CFRC sample A with the 2.5 MHz array are shown in Fig. 4. This echo includes the combination of the transmission and reception responses of the transducer and of the propagation path to/from the back wall of the specimen. The transducer responses were obtained from echoes off a flat metal surface immersed in water; they are not shown here because they were similar to the responses given in Fig. 4.

B. FMC for homogeneous material and layered composite

Simulations of a set of transducer array signals based on the model described in section II.A-B have been carried out for both aluminum and CFRC samples. These have been compared with experimental measurements to establish the validity of the models. Use of an isotropic material (aluminum) allows the model to be validated for a simple case, confirming the correct mode conversion and arrival times, before validating with an anisotropic layered material (composite samples) in which the wave propagation is much more complex. For the aluminum plate, with a 5 MHz array, the simulated and measured time-domain signals are shown in Fig. 5 for transmission on element 1, and reception at a number of selected array elements.

In the experimental data (as shown in Fig. 5a), some electrical breakthrough can be seen near the origin of the time-axis on all receiving elements; this is absent in the simulated data (Fig. 5b). However, the reflection from the front face of the sample can be seen in the simulated data for element 1 in Fig. 5b at a very short time after transmission. The next arrival received by element 1 is at around 10 µs and corresponds to the first longitudinal mode echo from the back wall. For the other receiving elements, the corresponding signal arrives later the more distant the element is from element 1. Its amplitude and arrival time is predicted accurately by the model. The second, small amplitude signal, arriving between 15-17 µs is a slower signal, which has undergone mode conversion at either top or bottom surface. It corresponds to a combination of a longitudinal mode converted to shear at the back wall, and then back to longitudinal at the top surface, and a shear mode produced at the top surface, converted to a longitudinal mode at the back wall. Since mode conversion does not occur for normal incidence, this signal is absent from the first element response. Waves transmitted from element 1 at angles away from the normal, due to its finite size, are capable of mode conversion, but are received primarily at other elements except for those angles extremely close to the normal which could be received at the same element. The contribution from these paths is likely to be very small, hence mode conversion is not seen when transmitting and receiving on the same element. However, the amplitude of the mode-converted signal increases as the incident angle increases (i.e. for receiving elements further from element 1). The final received signal shown is the second longitudinal mode back wall echo. Agreement between simulation and experiment is excellent for this homogeneous material.

Simulated and experimental array data are shown in Fig. 6 for the CFRC sample A using the 2.5 MHz c.f. array. In this case, there is a significant reduction in the amplitude of the back wall echoes arriving at around 11 µs, compared with the aluminum case (c.f Fig. 4). For CFRC we have shown only up to receiver number 20, because those signals received further from the transmitter have such small amplitude. These losses are due to damping in the viscoelastic matrix of the composite, and to diffraction from the layer interfaces. The reflected signals from the layer interfaces can be clearly seen in the region 1-6 µs in both experimental and simulated data; these are absent in the aluminum case. The amplitude and arrival time of both back wall echoes and these structural signals are simulated well by the model. Any discrepancies can be attributed to the uncertainty in physical properties of the materials.

C. Group velocity

The effective angle-dependent group velocity in the materials has been determined from the first arrival times of the back wall echo in the experimental data. A similar method has been applied to the simulated FMC data. Results for composite sample A with the 2.5 MHz transducer array are shown in Fig. 7. For aluminum, the propagation speed does not vary with angle, and the velocity obtained from experimental data was 6295.4 ±18.8 m/s compared to a value of 6290 m/s, calculated from the stiffness and density which were used in the model (table 1). For composite, the group velocity has also been calculated from the equivalent homogeneous properties of the sample (see section II.C), as shown in Fig. 7.

The results show excellent agreement for the longitudinal mode between experiment and simulation, and also with the EHP estimate of the group velocity. The variation in speed is in fact very small up to around 20°, so that a simple isotropic time-delay algorithm would work satisfactorily in this range. Experimental data are available only up to 40° due to the attenuation of the back wall signal and array size constraints. The agreement with the EHP results demonstrates that the simple EHP calculation could be used to calculate the appropriate angle-dependent velocity (theoretically up to 90°) for obtaining time-delay laws for the imaging algorithms. This avoids the time-consuming experimental determination, or corresponding computational modeling. Fig. 7 also shows calculations for the two pseudo-shear mode group velocities using EHP, values that cannot be calculated using experimental FMC data due to their higher losses.

D. Defect in composite

The scattered field from a 1.5 mm diameter cylindrical hole in an isotropic medium is shown in Fig. 8, see section II.D. The results are shown for different wave-numbers in the isotropic embedding medium (21), corresponding to the wave-numbers in the anisotropic, equivalent homogeneous medium of the composite, at the appropriate incident angle. Very little change in scattering pattern is seen up to 20° incident angle, consistent with the group velocity calculation. This field pattern is used as a directivity function associated with the SDH when it acts as a source in modeling (section II.E).

We have simulated the response of the SDH defect in composite sample B using the two models described in section II.E. A comparison of the time-domain response obtained using the two models is shown in Fig. 9 for a
particular transmitter-receiver pair. The agreement between the two models is very good, both in phase and amplitude of the signals, although the approximate method gives a slightly reduced amplitude. The difference between them is strongly dependent on the nature of the scattering function and its degree of anisotropy, and on the angle between transmitting and receiving elements at the defect. However, these results demonstrate that the simpler, more efficient model makes a very good estimate of the response of the defect in the layered composite, and could be applied where greater speed of computation is required. For the investigations that follow, the results from the full angular spectrum method (25)-(26) were used.

In order to assess the accuracy of the TFM imaging algorithms, we have produced images from these simulated datasets and estimated the signal to noise ratio for the defect as described in ILF-G. The imaging algorithm was based on the group velocity determined from the equivalent homogeneous properties for the composite (II.C). The two images are shown in Fig. 10.; the first shows the “noise” arising from reflections at layer boundaries, whilst the second shows the “signal” received from the defect itself. The imaging algorithm used all available simulated array data, to the full aperture of the array. The two images were normalized using the back wall echo in the “noise” (defect-free) image (a). The defect, instead of appearing circular, is spread out over a much larger distance.

To investigate the effect of using an aperture angle limit in the imaging algorithm, as proposed experimentally in [3], the SNR has been calculated (II.G) from the simulated images, using different aperture angle limits. The results are shown in Fig. 11. As the maximum aperture angle increases up to ~10°, the additional information included in the image improves the SNR. However, the SNR has a peak value at a particular angle, above which an increase in the maximum aperture angle degrades the SNR of the defect in the image; this is due to the contribution of structural noise (from the layer interfaces) which adds coherently. In contrast, the SNR in a homogeneous material such as aluminum has no maximum, since the noise adds incoherently, so increasing the maximum aperture angle systematically improves the SNR. The simulated SNR data support the conclusion, observed experimentally, that use of an aperture angle limit leads to an improvement in image quality for composites [3].

V. CONCLUSION

Simulation of transducer array signals for composite materials is a potentially valuable tool for improving imaging algorithms. The models reported in this paper allow the simulation of full matrix array data for homogeneous or anisotropic layered composite materials such as CFRC. This has been achieved by the combination of a plane wave model to obtain the response to plane incident waves, and the angular spectrum method to simulate finite beams from transducer elements. In addition, a method for obtaining the equivalent homogeneous properties of a composite has been exploited to estimate the angle-dependent group velocity through the composite, which can be used in imaging algorithms for calculating delay laws. In a novel development, the scattering from a side-drilled hole defect has been introduced into the model of the layered composite system, to simulate the response of a defect in composite.

A comparison between the simulated and experimental transducer array data shows excellent agreement, both in time-domain responses, and in the effective angle-dependent group velocity. Having validated the model in this way, two improvements to imaging algorithms which have been recently proposed [3] have been assessed. The first is the use of an angle-dependent velocity to calculate delay laws, which has been shown experimentally to improve image quality [3].

Our results have shown agreement between the velocity obtained from simulated and experimental data using back wall echoes, and we have also validated an analytical method for obtaining those velocities from the equivalent homogeneous properties. This method allows the calculation of angle-dependent velocity for use in imaging algorithms without resort to a complex computational model, or reliance on back wall echo experimental data. The second algorithm improvement is the use of a limited aperture angle, which has been shown experimentally to improve the signal to noise ratio (SNR) for a defect [3]. In the current work, that conclusion is supported by the finding of a maximum in the SNR as a function of the maximum aperture angle, based on simulations of the defect in composite. It is believed that this is due to the coherence of “structural noise” i.e. signals from the reflections at layer interfaces, which does not reduce as the aperture increases (as it would for incoherent noise from a homogeneous material).
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Fig. 5. Ultrasonic transducer array signals received on various array elements with element 1 as transmitter, for a 5 MHz c.f. array with a 30 mm aluminum plate (a) experiment (b) simulation.

Fig. 6. Ultrasonic transducer array signals received on various array elements with element 1 as transmitter, for a 2.5 MHz c.f. array with a 16 mm CFRC sample with no defect (sample A) (a) experiment (b) simulation.

Fig. 7. Group velocity as a function of propagation angle for fiber/resin composite. Estimation from first arrival times of the back wall echo using experimental (black dots) and simulated data (crosses) are compared with the results from the equivalent homogeneous properties (solid lines) for the pseudo-longitudinal mode. The dashed and dotted lines show the group velocity calculated from the equivalent homogeneous properties for the two pseudo-shear modes.
Fig. 8. Scattering amplitude as a function of angle for longitudinal-longitudinal scattered fields for a 1.5 mm diameter SDH in an isotropic medium in which the wavenumber is the same as that at the given incident angle in the equivalent homogeneous medium for the composite. The plots have been rotated such that the plotted angle is relative to the incident direction, which is along the 0° axis in each case. Figure shows scattering amplitudes for incident propagation angles of 0° (solid line), 20° (dashed line), 40° (dotted line), and 60° (dash-dot line). The outer circle is an amplitude of 1.5 m°.

Fig. 9. Ultrasonic transducer array signals for transmission on element 27, and reception on element 42, corresponding to a transmitted angle of 11.3° and receiving angle of 24.2° to the normal. The results were calculated from the full angular spectrum model (solid line), (25)-(26) and from the approximated model (dotted line), (27)-(29). The defect is a side-drilled hole of diameter 1.5 mm embedded in composite sample B at a depth of 10 mm.

Fig. 10. Images from simulated array data for a 1.5 mm diameter side-drilled hole at a depth of 10 mm in composite sample B, using the 2.5 MHz centre frequency array. (a) the “noise” image: composite with no defect (b) the “signal” image: defect only (see section II.G)

Fig. 11. Simulated signal:noise ratio for simulated data for a 1.5 mm SDH in composite sample B, as a function of aperture angle limit using the 2.5 MHz array.
### TABLE 1
STIFFNESS AND DENSITY OF MATERIALS

<table>
<thead>
<tr>
<th>PROPERTY</th>
<th>ALUMINUM [41]</th>
<th>HOMOGENIZED FIBER-RESIN [42]</th>
<th>RESIN [43]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}, C_{22}$/GPa</td>
<td>110</td>
<td>14 (1+0.01j)</td>
<td>5+0.25j</td>
</tr>
<tr>
<td>$C_{33}$/GPa</td>
<td>110</td>
<td>125 (1+0.01j)</td>
<td>5+0.25j</td>
</tr>
<tr>
<td>$C_{12}, C_{23}$/GPa</td>
<td>60</td>
<td>6.5 (1+0.01j)</td>
<td>2+0.1j</td>
</tr>
<tr>
<td>$C_{13}$/GPa</td>
<td>60</td>
<td>8 (1+0.01j)</td>
<td>2+0.1j</td>
</tr>
<tr>
<td>$C_{44}, C_{55}$/GPa</td>
<td>25</td>
<td>5.5 (1+0.01j)</td>
<td>1.5+0.08j</td>
</tr>
<tr>
<td>$C_{66}$/GPa</td>
<td>25</td>
<td>3.75 (1+0.01j)</td>
<td>1.5+0.08j</td>
</tr>
<tr>
<td>$\rho$/kg m$^{-3}$</td>
<td>2780</td>
<td>1500</td>
<td>1100</td>
</tr>
</tbody>
</table>