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ABSTRACT

In this work, cyclic combustion simulations of a spark ignition engine were performed using the Large Eddy Simulation techniques. The KIVA-4 RANS code was modified to incorporate the LES capability. The flame surface density approach was implemented to model the combustion process. Ignition and flame kernel models were also developed to simulate the early stage of flame propagation. A dynamic procedure was formulated where all model coefficients were locally evaluated using the resolved and test filtered flow properties during the fully developed phase of combustion. A test filtering technique was adopted to use in wall bounded systems. The developed methodology was then applied to simulate the combustion and associated unsteady effects in a spark ignition engine. The implementation was validated using the experimental data taken from the same engine.

Results show that, even with relatively coarser meshes used in this work, present LES implementation has been able to resolve the evolution of a large number of in-cylinder flow structures, which are more influential for engine performance. Predicted combustion rate and pressure rise is also in good agreement with the measurements. The limits of cyclic variations are well within the experimentally observed range. It has also been able to demonstrate the limits of cyclic fluctuations to a reasonable degree even with a fewer number of simulation cycles. A significant variation of flame propagation has also been predicted by the simulations.

INTRODUCTION

Use of the Large Eddy Simulation (LES) techniques has become increasingly popular for engineering simulations. In Reynolds Averaged Navier Stokes (RANS) method, the entire flow spectrum has to be modelled so that the predictions are model dependent to a larger extent. Whereas in LES, most of the flow field is resolved and only the sub-grid scale (SGS) part is modelled. Hence, LES results are more accurate, less model dependent and provide detailed information. In addition, LES is very much appropriate for engine simulations as it provides the opportunity to simulate inherent unsteady phenomena such as cyclic variations and combustion instabilities. Therefore, the use of LES in engine modelling provides a more reliable way of investigating operational and geometric refinements.

LES techniques have been widely used in non-reacting flow modelling, but its application to combustion simulation is still in a preliminary stage. In particular, studies devoted to internal combustion (IC) engine simulations using LES is very limited. Studies [1-5] may be identified as some of the promising cold flow simulations which reveal the potential of LES predictions. Remarkably, compared to RANS, overall predictions of these simulations have found to be much better in agreement with experimental results. Application of LES in reacting flow modelling has largely been limited to non-premixed combustion [6, 7].

Premixed combustion modelling with LES is particularly a challenging task due to a number of difficulties detailed below. Usually, the premixed laminar flame thickness $\delta_L$, is so thin and it cannot be resolved using the classical LES mesh sizes. For example the flame thickness in SI engine applications is about 0.1 mm [8]. In order to adequately resolve the flame front, a minimum of 5-10 grid points are needed with a typical finite volume based CFD code [9]. Therefore, this resolution requirement is prohibitively expensive compared to the mesh resolution possible with current computing power, which is typically about 0.5mm.

A possible solution is to neglect this physical consideration and model the combustion process using an eddy break-up (EBU) type formulation. In such an approach, any modelling discrepancy may be absorbed by an adjustable model constant. The EBU model has two major short comings: negligence of the chemistry interaction with combustion and poor predictions near highly strained regions such as near walls. Moreover, the EBU model constant seems to be strongly dependent on the flow condition and mesh configuration. However, there is only very little work carried out to investigate the applicability of this type of formulations [10] and some initial applications of the LES-EBU model can be found in [11, 12].

The $\textit{G}$-equation (level-set) approach is also an alternative method where the flame front is described as a zero thickness
surface. The propagation of the surface may be tracked by the field variable $\tilde{G}$ and the flame front is taken as the iso-
level $\tilde{G} = G^*$. Where, $G^*$ is often defined to be zero. The
interesting fact is that the resolved $\tilde{G}$ field does not have to
follow the progress variable gradient. It can be smoothed out
in space as broad as several mesh elements so that it may be
resolved on the LES mesh. Simulation of $\tilde{G}$ field requires
the solution of a transport equation where the displacement speed
is modelled using the turbulent flame speed [13]. The major
difficulty is that the turbulent flame speed is yet not a well-
deﬁned quantity and no universal model formulation can be
found. Several geometrical assumptions also have to be
imposed to maintain the adequate simplicity of the model
while artificial diffusivity has to be added to avoid numerical
difficulties arising due to the formation of flame cusps [14, 15].
Therefore the successful integration of the level set
formulation with the turbulent ﬂow ﬁeld also requires
considerable research.

The thicken ﬂame model [16], artiﬁcially enhances the ﬂame
front thickness so that it can be sufﬁciently resolved in the
computational mesh. Thickening of the flame front could be
achieved by multiplying the thermal diffusivity by a user
defined factor $F$, as the flame thickness $\delta$ is given by the
ratio between the thermal diffusivity and the laminar flame
speed. However, it is required to maintain the true laminar
ﬂame propagation speed so that a correction for the reaction
rate is required. Simple laminar flame theories suggest that
the laminar flame speed is proportional to the product of thermal
diffusivity and the pre-exponential factor of the Arrhenius
reaction rate equation. Hence, correct reaction rate is achieved
by dividing the pre-exponential factor by the same factor $F$.
The major advantage of this formulation is that it can be used
to study various phenomena such as ignition and wall ﬂame
interaction, without the use of ad-hoc sub models as the reaction
rate is modelled using the Arrhenius law [17].

Applications of this model for gas turbine combustion analysis
[18, 19] and SI engines [20] have been reported. Extension of
this study to analyse cyclic variations of combustion
instabilities in SI engine combustion has also been reported in
[21]. However, since the use of this method is combined with
Arrhenius type reaction model, the flame region has to be
accurately resolved for a reasonable solution. On the other
hand, the thicken ﬂame model requires the use of a
combustion ﬁlter width, which is at least larger than 10 times
the cell size (the classical LES ﬁlter width). For better results
this can be up to ﬁfty times [17]. Hence, compared to the other
methods, thicken ﬂame approach is more demanding in terms
of the mesh resolution requirement [22].

Another interesting approach to solve the flame thickness
problem is to filter the progress variable (or species mass
fraction) by a larger ﬁlter size than the classical LES ﬁlter
width [23]. The present study is based on this technique and
uses the flame surface density (FSD) model as further
explained in the following sections. In this work, attempts
have also been made to develop an LES based dynamic
procedure for turbulent premixed combustion calculations in
spark ignited gasoline engines. The work is based on the well-
known KIVA-4 code. It is the latest of RANS based CFD ﬂow
dsolvers of KIVA series, capable of simulating three-
dimensional, multispecies gaseous ﬂows under steady and
transient conditions. KIVA solves the governing equations in
an Arbitrary Lagrangian Eulerian framework and has the
ability to handle unstructured meshes with moving boundaries.
In this study, the code was extensively modiﬁed to incorporate
LES capability by implementing a sub-grid scale turbulence
model, where a separate transport equation is solved for the
sub-grid kinetic energy. An improved model for the spark
ignition and flame kernel formation in the LES context was
also developed. Fully developed phase of the combustion was
simulated using a dynamic ﬂame surface density approach.
Full cycle simulations were carried out for a number of engine
cycles and predictions were compared against experimentally
measured data for the same engine.

**NUMERICAL PROCEDURE**

Described in this section are the Favre ﬁltered governing
equations solved during the present study for a premixed
reacting ﬂow ﬁeld. A comprehensive discussion on the
derivation of these equations can be found in [24, 25]. Speciﬁc
aspects of implementation into the KIVA-4 code is explained
in [26]. The momentum equation applied in the $x$ direction for
example, can be written as:

$$
\frac{\partial}{\partial t} (\bar{\rho}u) + \nabla \cdot (\bar{\rho}u\bar{U}) = -\frac{\partial \bar{p}}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z}
$$

(1)

where, $\bar{U}$ is the velocity vector and $\bar{u}$ is its component in $x$
direction. $\rho$ is the ﬂuid density and $p$ is the pressure. The SGS
tensor is denoted by $\tau_{sgs}$ and $\tau_{sgs, x}$ corresponds to its
components in $x$ direction. $\tau_{yx}$ indicates the stress component
acting in $y$ plane in $x$ direction. The resolved stress tensor $\tau$
can be obtained by filtering the Newtonian stress tensor as:

$$
\tau = \mu \left[\nabla \otimes \bar{U} + (\nabla \otimes \bar{U})^T\right] + \frac{2}{3} \mu (\nabla \cdot \bar{U}) I
$$

(2)

where, $I$ is the unit tensor and $T$ is the transpose. $\mu$ represents
the dynamic viscosity and $\otimes$ denotes the tensor product. The
closure of the momentum equation requires an expression for
the SGS stress tensor. In this study, an approach based on the
SGS kinetic energy: $k_{sgs}$[24], is taken.

The assembled SGS stress tensor can be given by:

$$
\tau_{sgs} = -\mu_{sgs} \left[\nabla \otimes \bar{U} + (\nabla \otimes \bar{U})^T\right] + \frac{2}{3} \mu \left[(\nabla \cdot \bar{U}) + \bar{\rho}k_{sgs}\right] I
$$

(3)
The SGS viscosity: $\mu_{s gs}$, is evaluated by the following expression.

$$
\mu_{s gs} = C_v \tilde{\rho}k_{gs}^{1/2} \bar{\Delta}
$$

(4)

$C_v$ is a model constant usually taken to be 0.067 for engine configurations [24,27]. SGS kinetic energy is obtained by solving the following transport equation.

$$
\frac{\partial}{\partial t} (\tilde{\rho}k_{gs}) + \nabla \cdot (\tilde{\rho}k_{gs} \tilde{\bar{U}}) = -\left(\nabla \otimes \tilde{\bar{U}}\right) : \bar{\tau}_{s gs} - D_{s gs} + \nabla \cdot \left(\frac{\mu_{s gs}}{Sc_k} \nabla k_{gs}\right)
$$

(5)

Balance equations for the species and global mass conservation can be specified as:

$$
\frac{\partial \tilde{\rho}}{\partial t} + \nabla \cdot (\tilde{\rho} \tilde{\bar{U}}) = 0
$$

(6)

$$
\frac{\partial (\tilde{\rho} Y_m)}{\partial t} + \nabla \cdot (\tilde{\rho} \tilde{Y_m} \tilde{\bar{U}}) - \nabla \cdot (\frac{\mu_{s gs}}{Sc_{s gs}} \nabla \tilde{Y_m}) + \nabla \cdot \Phi_{s gs} = \tilde{\rho}_{m,c}
$$

(7)

$$
\Phi_{s gs} = -\frac{\mu_{s gs}}{Sc_{s gs}} \nabla Y_m
$$

(8)

where, $Y_m$ is the mass fraction of species $m$. The unresolved convective fluxes are denoted by $\Phi_{s gs}$ and closed using the classical gradient assumption. $\tilde{\rho}_{m,c}$ denotes the source term due to combustion. Similarly, the transport of specific internal energy $I$ can be written as:

$$
\frac{\partial}{\partial t} (\tilde{\rho}I) + \nabla \cdot (\tilde{\rho} \tilde{I} \tilde{\bar{U}}) + \nabla \cdot (\tilde{\rho} \tilde{Y_m} \tilde{\bar{U}}) + \nabla \cdot \tilde{q} - \left(\nabla \otimes \tilde{\bar{U}}\right) : \tilde{\bar{\tau}} + \nabla \cdot h_{s gs} - D_{s gs} = \tilde{Q}_{I,c}
$$

(9)

$$
h_{s gs} = -\frac{\mu_{s gs} c_p}{Pr_{s gs}} \nabla \cdot \tilde{\bar{T}}
$$

(10)

$$
D_{s gs} = C_i \tilde{\rho}^{3/2} \bar{\Delta}^{1/2}
$$

(11)

where, $h$ is the enthalpy and $T$ is the temperature. $\tilde{Q}_{I,c}$ is the combustion source term and $c_p$ is the specific heat capacity at constant pressure. $D_{s gs}$ represents the rate of dissipation of SGS kinetic energy.

The heat flux vector $\bar{q}$ is given by:

$$
\bar{q} = -\kappa (\nabla \tilde{T}) - \sum_m \frac{\mu}{Sc} \bar{h}_m (\nabla \tilde{Y}_m)
$$

(12)

$\kappa$ is the thermal conductivity of the fluid mixture and the summation is over all the species.

The LES filter width is taken as:

$$
\bar{\Delta} = (\Delta x \Delta y \Delta z)^{1/3}
$$

(13)

where, $\Delta x$, $\Delta y$ and $\Delta z$ are length, width and height of the computational cell, thus the cut off scale is often taken equivalent to the cubic root of the cell volume. Rest of the modelling constants were assigned the following values following [24]. $C_e = 0.916$ $Sc_k = 1.0$ $Pr_{s gs} = 0.9$ $Sc_{s gs} = 0.9$. The implementation of this model in the KIVA-4 code has been successfully validated with respect to experimental and DNS data as reported in [26].

Modelling the Reaction Rate Using a FSD Approach

It is also possible to extend the FSD concept; i.e $\Sigma$: the available flame surface area for unit volume, developed in RANS to perform combustion calculations in LES, in conjunction with the filtered balance equation of progress variable or species mass fractions [10]. However, as already pointed out, the stiffness associated with the spatial distribution in progress variable has to be eliminated in order this method to be successful.

Combustion Filter Width

It has been demonstrated that if the flame front is filtered with a larger filter size $\bar{\Delta}_c$ than the classical LES filter width $\bar{\Delta}$, a similar effect can be seen as the thicken flame model [23]. For example, if the combustion filter width $\bar{\Delta}_c$ is taken to be 4 times the grid filter width $\bar{\Delta}$, the progress variable gradient is dispersed over $2\Delta_c/\bar{\Delta}$ grid points ($2\Delta_c/\bar{\Delta} = 8$ in this case). In practice, the flame front is thickened by a factor in the order of $\Delta_c/\delta_c$ [22] making it possible to resolve with a sufficiently large filter width.

The resolution parameter $\eta_{res}$ is defined by relating combustion and grid filter widths as:

$$
\bar{\Delta}_c = \eta_{res} \bar{\Delta}
$$

(14)

It has also been highlighted in [23] that there should be at least eight grid points for the accurate solution of the flame front. Therefore in practice $\eta_{res}$ is chosen such that $5 < \eta_{res} < 10$ [9].

It should be noted here that the filter width $\bar{\Delta}_c$ is applied only to the flame region and for the rest of the domain the classical
filter width $\Delta$ must be used. In addition, $\bar{\Delta}_c$ is used only with the species (or progress variable) and enthalpy transport equations. In the momentum equations, $\Delta$ is used all over the domain including the flame front region. In a practical CFD simulation it is difficult to exactly identify a flame region, therefore the combustion filter width may be used only in the region where filtered progress variable $10^{-3} \leq \bar{c} \leq 1 - 10^{-3}$ as recommended in [9].

Use of the filter width in governing equations is associated with the calculation of the SGS viscosity. Hence, the SGS viscosity in the flame region $\mu_{sgs-c}$, has to be calculated as follows.

$$\mu_{sgs-c} = C_v \bar{\rho} k^{1/2} \bar{\Delta}_c$$  \hspace{1cm} (15)

where, $k_{sgs-c}$ is taken as:

$$k_{sgs-c} = k_{sgs} \left( \frac{\bar{\Delta}}{\Delta} \right)^{2/3}$$  \hspace{1cm} (16)

assuming Kolmogorov energy cascade in the inertial sub range. Consequently, the balance equation for mass fraction, enthalpy or progress variable have to be modified to incorporate combustion filter scale viscosity as given in the form below for a general scalar $\phi$.

$$\frac{\partial \bar{\rho} \bar{\phi}}{\partial t} + \nabla \cdot (\bar{\rho} \bar{\phi} U) - \nabla \cdot \left( \frac{\mu}{S_c} + \frac{\mu_{sgs-c}}{Sc_{sgs}} \right) \nabla \bar{\phi} = S_\phi(\bar{\Delta}_c)$$  \hspace{1cm} (17)

Also, it is worth mentioning that the combustion source term in the above equation is a function of the combustion filter width $\bar{\Delta}_c$.

**Transport of the Progress Variable**

The modified equation suggested in [28] for the Favre filtered progress variable: $\bar{c}$ is adopted in the present study to solve for the species mass fraction $\bar{Y}_m$.

$$\frac{\partial (\bar{\rho} \bar{Y}_m)}{\partial t} + \nabla \cdot (\bar{\rho} \bar{Y}_m U) + \nabla \left[ \left( \rho_u \frac{S_t \bar{\Delta}_c}{16 \sqrt{6/\pi}} + \frac{\mu_{sgs-c}}{Sc_{sgs}} \right) \nabla \bar{Y}_m \right]$$

$$= \langle \rho_u \bar{Y}_m S_D \rangle_S \bar{\Sigma}$$  \hspace{1cm} (18)

where, $\bar{\Sigma} = |\nabla \bar{c}|$ denotes a generalized filtered flame surface density and, is a measure of total flame surface area contained within the filtered volume. The density weighted surface averaged displacement speed $\langle \rho S_D \rangle_S$ is generally approximated in terms of the unburned gas density $\rho_u$, and laminar flame speed $S_l$.

$$\langle \rho S_D \rangle_S = \rho_u S_l$$  \hspace{1cm} (19)

$\Sigma$ can be evaluated by solving a balance equation for the transport of flame surface density, making necessary allowance for the unresolved contribution [9,29]. However, these models often involve several model constants which need to be specified on case by case basis. Alternatively, a simpler but an attractive approach is to use an algebraic model formulation which may only have one or two calibration constants. The algebraic model developed here, virtually involve no adjustable constant, as they are dynamically estimated using the resolved scale information. In fact, the potential of dynamic algebraic formulations in predicting reacting SI engine flows have never been tested. Thus, with the aim of gaining confidence in premixed turbulent combustion in SI engines the, the present work adopts an algebraic FSD formulation.

**A Flame Kernel Growth Model**

Combustion characteristics during the early stage of kernel formation, is fundamentally different from its fully developed phase [8,30]. Flame has not achieved equilibrium and flame propagation is mainly affected by volumetric expansion. Instead, as the flame kernel remains smaller than the computational mesh during the early stage of propagation, the flame front cannot be resolve in the computational mesh [31]. Thus, combustion models, usually developed with equilibrium assumptions for fully developed flames are not valid for this stage and specific modifications are needed. Only a very limited amount of work has been carried out in LES context, on ignition and flame kernel formation in SI engines. In [31] and [32], FSD transport equation based ignition models have been developed considering aforementioned aspects. Recently, an experimentally based comprehensive formulation combined with the G-equation approach has also been proposed in [33] and [34] for RANS context. This would, probably be easily extended to LES, in a LES G-equation formulation. However, in the present work, a simple model, but effectively capable of producing global results of ignition and early stage of flame propagation is proposed.

**Initiation of the Ignition Kernel**

The most accurate method to initiate the ignition is to impose a plasma channel, based on the characteristics of the electrical system and in-cylinder mixture properties. Solving for the complex plasma physics is usually a formidable task. Hence, in the present approach the flame kernel is initiated by depositing a burned gas mass of $m_{ign}$ in the spark location. Breakdown and arc discharge period is simply neglected as the total duration of these events is only few micro seconds. If necessary data from the ignition system is available, $m_{ign}$ can directly be estimated from the relations given in [35]. A simplified approach is adopted in the present study as no data was available on the ignition system. Onset of the kernel is assumed to be spherical with a diameter of $d_c$: the spark
electrode gap, and the burned gas at adiabatic temperature. Consequently, $m_{ign}$ can be calculated from the below expression:

$$ m_{ign} = \frac{\pi}{6} \rho_u d_e^3 $$

(20)

This burned gas volume is filtered using the combustion filter width $\Delta_c$ by adopting the following Gaussian relation [32].

$$ c = c_0 \exp \left[ -\frac{(x - x_{spk})^2}{0.6^2 \Delta_c^2} \right] $$

(21)

$x - x_{spk}$ is distance measured from the spark location. The constant $c_0$ is estimated such that

$$ \int \tilde{\rho} \tilde{c} dV = m_{ign} $$

(22)

### Mean Flame Kernel Surface Area Evolution

During the early stage of flame development, the flame kernel size is smaller than the combustion filter width so that the flame details are naturally filtered out. As a result, $\Sigma$ has to be estimated with physical arguments. It is assumed that the flame kernel is roughly spherical so that the volume of the flame kernel can be taken approximately equal to the total volume occupied by burned gas $V_k$. Consequently, the mean flame kernel radius $r_k$ and the flame area $A_k$ corresponding to the burned gas volume are defined respectively as [9]:

$$ r_k = \left( \frac{3V_k}{4\pi} \right)^{1/3} $$

(23)

$$ A_k = 4\pi r_k^2 $$

(24)

The flame wrinkling factor $\Sigma$ is now defined as the ratio between the total flame surface area $A$ and the surface area of the burned gas volume $A_k$. Accordingly, $\Sigma$ and flame surface densities can also be related by:

$$ \Sigma = A \frac{A_k}{\Sigma_k} $$

(25)

where, $\Sigma_k$ is the FSD corresponding to the burned gas volume and the reaction rate expression is now modified as:

$$ \tilde{\rho}_{c,u} = \rho_u \bar{\Sigma}_k S_D $$

(26)

A relation for the flame area evolution of a thin flame kernel can be formulated as [36]:

$$ \frac{1}{A} \frac{dA}{dt} = \frac{1}{A_k} \frac{dA_k}{dt} + K_W $$

(27)

However, under practical situations with finite flame thicknesses, this relation largely underpredicts the kernel growth rate [37]. As a solution the following modified expression is suggested [37].

$$ \frac{dA}{dt} = 8\pi r_k^2 \rho_u S_D \left( \frac{A}{A_k} \right)^\psi + K_W A $$

(28)

The two terms in the right hand sides correspond to the strain rate due to volumetric expansion and turbulent flame wrinkling. Volumetric strain may be neglected for fully developed flames, but has to be estimated properly in flame kernel modelling as it is in the same order or even higher than the turbulent strain. The exponent $\Psi$ was approximated to be close to 2.0 based on DNS results [37] or it can be verified by simple theoretical analysis.

### Local Flame Surface Density

The local mean flame surface density is calculated assuming a parabolic profile similar to the expression given in [28]. Note that $\xi$ may be different from the original values proposed in [28] as the flame propagation has not yet reached the turbulent phase. Nevertheless, $\xi$ was assumed to be a global time varying coefficient independent of the filter width.

$$ \bar{\Sigma} = \xi \frac{\tilde{c}(1-\tilde{c})}{\Delta_c} $$

(29)

Local mean flame surface area within a cell: $A_c$, is then approximated by integrating over the cell volume $v_c$.

$$ A_c = \xi \int_{v_c} \tilde{c}(1-\tilde{c}) dV $$

(30)

The total mean flame kernel area $A_K$, can then be calculated by integrating the local values in the burned gas volume.

$$ A_K = \xi \int_{v_k} \tilde{c}(1-\tilde{c}) dV $$

(31)

If the filter width is assumed to be uniform in space, local mean flame surface area can be related to the flame area calculated using the burned gas surface area [31].

$$ A_c = A_k \frac{\int_{v_k} \tilde{c}(1-\tilde{c}) dV}{\int_{v_b} \tilde{c}(1-\tilde{c}) dV} $$

(32)

It is worth to note that the use of this procedure has eliminated the parameter $\xi$ from the final expression.
SGS Flame Wrinkling Factor

The term $K_W$ in Eq. (31) is modelled as:

$$K_W = \Gamma \frac{u'_{\Delta e}}{\Delta e} \left( \frac{\Xi_{EQ} - \Xi}{\Xi_{EQ} - \Xi_{t=0}} \right)$$  \hspace{1cm} (33)

$\Gamma$ is the LES version of the ITNFS stretch function, evaluated at filter scale $\Delta e$. As the flame at early stage has not reached equilibrium, a linear evolution of $K_W$ is assumed. $K_W$ vanishes, when the flame reaches equilibrium, $\Xi$ is taken equal to the area ratio in equation 25. Angle brackets denote the flame averaging operation. The initial value of the wrinkling factor is taken as $\Xi_{t=0} = 1$. The equilibrium wrinkling factor $\Xi_{EQ}$ can be expressed as follows [38].

$$\Xi_{EQ} = \left[ 1 + \min \left( \frac{\Delta e}{\delta_L}, \Gamma \frac{u'_{\Delta e}}{S_L} \right) \right]^{0.5}$$  \hspace{1cm} (34)

where, the laminar flame thickness here corresponds to the thermal flame thickness: 98% of the reaction zone width, and may be obtained using the fact that flame Reynolds number $Re_f \approx 4$ [39].

$$Re_f = \frac{\delta_L S_L}{v} \approx 4$$  \hspace{1cm} (35)

The ITNFS function calculates the total stretch induced on the flame surface by all the eddies smaller than a given characteristic cut off size $\Delta e$ [38]. During the early stage of flame kernel formation, flame dimension is smaller than the size of the integral scale and the combustion filter width. Hence, the largest possible eddy size, which can wrinkle the flame, is in the order of the flame kernel diameter: $d_k$. Consequently, the use of combustion filter width as the characteristic cut off width over estimates the wrinkling factor. Hence, $\Delta e$ has to be replaced by the flame kernel diameter as long as the flame dimension remains smaller than the combustion filter width. Hence, the characteristic cut off width is defined as:

$$\Delta e = \min (d_k, \Delta e)$$  \hspace{1cm} (36)

Accordingly, $u'_{\Delta e}$ now corresponds to the velocity scale of eddies of the flame dimension. Assuming that SGS scales are in the inertial sub range following Kolmogorov energy cascade, the SGS velocity in the grid scale ($\bar{\Delta}$) and the characteristic scale can be related by:

$$u'_{\Delta e} = \left[ \frac{\min (d_k, \Delta e)}{\bar{\Delta}} \right]^{1/3} u_{\Delta}$$  \hspace{1cm} (37)

Plasma Expansion Speed

At the initial stage, the flame propagation speed is enhanced by the effect of the plasma expansion. Hence, the effective displacement speed is the summation of laminar and plasma speeds [40].

$$S_D = S_{plasma} + S_L$$  \hspace{1cm} (38)

$S_{plasma}$ is the mean expansion speed of the high temperature plasma kernel during the glow discharge phase. The following expression is adopted from [41] by suitably modifying with LES filtered quantities.

$$S_{plasma} = \frac{\eta \dot{Q}_{spark}}{A_k \left[ \tilde{\rho} u (\tilde{\rho}_k - \tilde{h}_u) + p_k \tilde{\rho}_u \right]}$$  \hspace{1cm} (39)

$U$ and $h$ are respectively the specific internal energy of and enthalpy. $\dot{Q}_{spark}$ is the rate of spark energy deposition. The efficiency factor $\eta$ is taken to be 0.2 [9]. The burned gas pressure $p_k$ is assumed to be uniform within the kernel.

Transition to the Main Combustion Model

Flame surface density approach assumes that there exists fully burned gas behind the flame front. Therefore ignition model is employed until a fully resolvable flame front is developed so that progress variable becomes unity somewhere in the combustion domain. Beyond this point, the combustion rate is calculated by the main combustion model. This approach has been successfully used in [9, 31].

A Dynamic FSD Model for the Fully Developed Phase of Combustion

In LES, the resolved part of the FSD can be computed from the resolved flow properties and the SGS part has to be modelled. Boger et al. [23] was the first to come up with an algebraic expression for $\Xi$ after extensive analysis of DNS data of infinitely thin flames. The analysis is based on filtering the balance equation of progress variable with a Gaussian filter having a cut off width $\Delta$ large than the mesh size $\bar{\Delta}$ to ensure the filtered flame front is numerically resolved in the computational mesh. The deduced expression is of the parabolic form given by:

$$\Xi = 4\beta \varepsilon \left( 1 - \varepsilon \right) \frac{1}{\Delta e}$$  \hspace{1cm} (40)

where, $\beta$ is a model constant, estimated to be $\sqrt{6/\pi}$ via analytical derivation [23]. However, the above formulation only provides an approximation for the resolved FSD. The factor $\Xi$ accounts for the SGS flame wrinkling effects. $\Xi$ may be used as a tuning constant or modelled using an algebraic
expression or a balance equation. Applications of this model in modelling early stage flame development has been reported in [22] and in coupled radiative heat transfer calculations in [42]. Another promising approach is to solve a transport equation for the wrinkling factor as in [43]. Alternatively, the SGS contribution of FSD can be explicitly calculated from the resolved quantities [44-47].

The approach used here evaluates \( \Xi \) using a dynamic procedure. Following [22], \( \Xi \) is modelled as the ratio between the combustion filter scale and the inner cut off scale. \( \Delta_c \) and \( \delta_c \) are respectively the largest and the smallest possible flame wrinkling scales.

\[
\Xi(\Delta_c) = \left( \frac{\Delta_c}{\delta_c} \right)^{\alpha}
\tag{41}
\]

In the case of a fully fractal flame \( \alpha \) may reduce to \( D - 2 \); where \( D \) is the fractal dimension. However, \( \alpha \) is herein considered as an exponential factor in general.

A Germano like identity for the flame surface density can be formulated as:

\[
\hat{\Sigma} = \Xi
\tag{42}
\]

\( \hat{\Sigma} \) is the FSD evaluated at test filter scale \( \hat{\Delta} \) and \( \Xi \) is the FSD obtained by test filtering \( \Sigma \). If the flame surface density is modelled using the Boger’s [23] relation, the above relation becomes:

\[
4\beta \left( \frac{\Delta_c}{\delta_c} \right)^{\alpha} \frac{\hat{\Delta} \hat{\delta}(1 - \hat{\delta})}{\Delta_c \Delta} = 4\beta \left( \frac{\hat{\Delta}}{\delta_c} \right)^{\alpha} \frac{\hat{\delta}(1 - \hat{\delta})}{\hat{\Delta}}
\tag{43}
\]

Assuming the inner cut off scale to be independent of the filter width, it can further be rearranged to

\[
\alpha = 1 + \log \left( \frac{\hat{\delta}(1 - \hat{\delta})}{\hat{\delta}(1 - \hat{\delta})} \right) \log \left( \frac{\hat{\Delta}}{\hat{\Delta}_c} \right).
\tag{44}
\]

It has been mentioned that the use of this expression in practise may result in incorrect estimation of the wrinkling factor for laminar or nearly laminar like flames as \( \alpha \) does not reach to zero under such conditions [22]. However, the effect of this formulation has never been practically investigated. Thus, as a first step the above expression is retained here. The gradient based method suggested in [22] would also be studied as the next step. Current approach is particularly attractive because of less computational time involved whereas, it needs a significant time to evaluate gradients particularly in unstructured grids. The inner cut off scale is taken here as three times the thermal flame thickness following [22, 44-47].

### Test Filtering Procedure

In the present study, a Gaussian test filter is used. Test filter width is taken to be twice the combustion filter width and combustion filter width is taken as five times the cell size. Accordingly, \( \Delta = \sqrt{5}\Delta_c \). Thus, test filtering domain involves nearly a thousand of neighbour cells per each cell. Storage of this information requires a huge amount of memory, which is unaffordable at present stage. Similarly, real time calculation also needs a very large computational time. In the work of Wang et al. [22], a separate computer code has been run in parallel just for test filtering purposes. In the present study, neighbour cell data and Gaussian weights were pre-calculated and stored in two direct access binary files. Records were appropriately read from these files as required. However, use of this procedure required to maintain a fixed mesh in both the space and time where vertex locations do not move. To facilitate this constrain piston motion was simulated only by adding and removing of cell layers, but avoiding being compressed or expanded.

Test filtering near solid boundaries require special measures. It is assumed that there exists an imaginary mesh outside the boundary, which has a similar mesh density as the actual computational mesh. For a reasonably uniform mesh, average number of test filtering cells per each cell and the summation of the Gaussian weights should also be uniform. Thus, averaged values of the Gaussian weights was used when test filtering the cells close to the boundary. A zero value for the progress variable is assumed in the imaginary mesh, similar to the zero padding technique in image processing [48].

### Testing and Validation Configurations

Validation of the ignition and flame kernel model was performed by simulating the flame growth in an engine swirl chamber [38]. Flow and operating conditions of the simulated cases are given in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Simulated conditions of the swirl combustion chamber</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test case No:</td>
</tr>
<tr>
<td>Engine RPM</td>
</tr>
<tr>
<td>Fuel</td>
</tr>
<tr>
<td>F/A equivalence ratio</td>
</tr>
<tr>
<td>Pressure at ignition (bar)</td>
</tr>
<tr>
<td>Temperature at ignition (K)</td>
</tr>
<tr>
<td>Turbulent intensity (cm/s)</td>
</tr>
<tr>
<td>Mean flow velocity at peripheral spark location (cm/s)</td>
</tr>
<tr>
<td>Ignition energy supplied (mJ)</td>
</tr>
<tr>
<td>Ignition duration (ms)</td>
</tr>
</tbody>
</table>
The validation was extended by modelling the full cycle combustion process in a Ricardo E6 experimental engine at Loughborough University. Specifications of the engine are given in the Table 2.

**Table 2. Geometric details of Ricardo E6 engine**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore (cm)</td>
<td>7.62</td>
</tr>
<tr>
<td>Stroke (cm)</td>
<td>11.11</td>
</tr>
<tr>
<td>Squish* (cm)</td>
<td>1.4428</td>
</tr>
<tr>
<td>Connecting Rod Length (cm)</td>
<td>24.13</td>
</tr>
<tr>
<td>Intake Valve Opening</td>
<td>009 - BTDC</td>
</tr>
<tr>
<td>Intake Valve Closing</td>
<td>217 - ATDC</td>
</tr>
<tr>
<td>Exhaust Valve Opening</td>
<td>147 - ATDC</td>
</tr>
<tr>
<td>Exhaust Valve Closing</td>
<td>010 - ATDC</td>
</tr>
<tr>
<td>Max. Intake Valve Lift (cm)</td>
<td>1.156</td>
</tr>
<tr>
<td>Max. Exhaust Valve Lift (cm)</td>
<td>1.06</td>
</tr>
<tr>
<td>Fuel</td>
<td>Gasoline</td>
</tr>
</tbody>
</table>

Computational grids for both cases comprised of unstructured hexahedron cells. The engine mesh, in total contains 0.8 million cells and corresponds to a nominal cell dimension of 0.7 mm within the combustion chamber. Simulated engine conditions correspond to 0.98 equivalence ratio at 1800 rpm fuelled with gasoline. Onset of the spark was set at 20° before top dead centre (TDC).

Continuous simulation of multiple LES engine cycles requires a huge amount of computational time. Therefore, parallelized computer codes are often required [9, 31, 40]. As the KIVA-4 code used in this work is a serial code, simulations were limited to a number of separate individual cycles, and the effects of cycle-by-cycle variation were introduced by superimposing random fluctuations on the mean intake pressure. However, this approach does not exactly mimic the actual cycle-by-cycle variations of flow properties. Multi-cycle LES simulations of an SI engine have been reported in [7, 9], where the first engine cycle (at the start of the simulation) has been modelled by superimposing random fluctuations similar to the present approach. Investigation of these results in [7, 9], show that, the current technique is capable of representing such cycle-by-cycle variations to a reasonable degree. However, for more accurate results, continuous multi-cycle simulations are recommended.

Simulations of the Ricardo engine was started at 20 BTDC on exhaust stroke. Initial properties and mass fractions were calculated using a thermodynamic analysis. Based on exhaust gas temperature measurements, in-cylinder and exhaust gas mixture temperatures of the Ricardo E6 engine were taken to be 750 K at the start of simulation. In-cylinder, fluid and turbulent properties were homogeneously initialized with superimposed random Gaussian fluctuations. Measured mean intake manifold pressure was set at the intake boundary with superimposed random fluctuations (maximum of 5% from the mean value) following [2]. These fluctuations are the only source of external randomness introduced.

RESULTS AND DISCUSSION

Validation of the Flame Kernel Model

Shown in the figure 2 are the measured and predicted flame area evolutions for two simulated test cases in the swirl combustion chamber. The predicted area corresponds to the instantaneous surface area of the burned gas volume and the measured flame area has been calculated by averaging the flame area approximated using two dimensional schlieren photographs [30].

The predicted flame surface area is in close agreement with the measured flame area in all simulated test cases. A significant cyclic variation in flame area evolution has been observed in experiments [30]. However, the variations in the present simulations are very limited, due to the employed modelling strategy. Hence, only the results of a single simulation are presented for each of the operating condition. Basically, the simulation domain was taken as a closed chamber, whereas, in experiments it has been connected to the engine cylinder so that the flow properties inside are always dynamically changing. Simulation of the entire chamber requires a considerable simulation time and therefore, only the chamber volume is modelled. Initial swirl profile and the flow
velocity were artificially initialized to match with experimentally measured mean values. Gaussian random fluctuations were superimposed to mean velocity field based on measured mean turbulent intensity. However, as often observed [50] this turbulent field decay very fast, so that effect of turbulence reduces with time.

During the simulations, a frozen turbulence field was assumed where the turbulent intensity and the laminar flame speed was kept constant. Thus, estimation of wrinkling factors are based the global values of these parameters. As a result, the predicted flame area remains very much close to the mean flame area without a significant variation. However, the model has been able to successfully predict the changes in the flame growth rates under different turbulent levels and fuel properties. Accordingly, this model should also be able to grasp localized effects of turbulent, particularly in engine combustion. This has been demonstrated in the figure 3 where the flame area growth from the ignition to the transition to the main combustion model is presented.

Only ten engine cycles were considered in the present study. It should be noted that ten cycles may not be sufficient to make a firm judgment of the cyclic variability of an engine. Hence, the results shown here are primarily used to demonstrate the predictability of the present formulation. Accordingly, the predicted flame area has shown significant variations even at the early stage of the flame propagation. Similarly, the variation of the transition point is seen to be considerable. The shortest time elapsed until the transition is about 4 crank degrees and the longest is close to 7 crank degrees. Importantly, it seems that this point is determined not just by the flame area growth rate, as no distinct relation can be identified between these two quantities.

**Figure 3. Evolution of the flame surface area during the early stage of flame kernel development in E6 engine. The end of each curve is the transition point**

**Modelling Engine Combustion**

In-cylinder bulk flow motion is predominantly important in determining the overall combustion duration and macro flame structure. Spatial variations of the in-cylinder flow structures in three engine cycles at bottom dead centre during the intake stroke are shown in the figure 4. Results show that, even with relatively coarser meshes used in this work, present LES implementation has been able to resolve the evolution of a large number of in-cylinder flow structures. Particularly, flow features which are more influential for engine performance. This should be mainly due to the present SGS model where a separate transport equation is solved for SGS kinetic energy as pointed out in [51].
A rudimentary SGS model requires finer meshes for good results whereas, a well-engineered model would provide better results with coarser meshes. In addition, a significant cyclic variation of the bulk flow features are also apparent, which must effectively result in subsequent variations in the flame propagation. Similarly, in the figure 5, the variation of the velocity field close to the spark plug plane, prior to the ignition is shown. In all cases, the variations are found to be substantial in magnitude and such variations are very much expected in these types of single cylinder engines. As a result, the variations of the flame propagation and the pressure rise should also be noticeable.

Shown below in figure 6 are some of the most important combustion model parameters at two different crank angles. Illustrated in first row is the variation of filtered progress.
variable across the flame front while, second row shows the variation of test filtered progress variable. As expected, at test filter level wrinkling of the flame reduces but thickness increases. A smooth gradient has been maintained, near walls indicating that the current test filtering approach is capable of producing acceptable results. The local values of the wrinkling exponent $\alpha$ are shown in the third row. It was found to be close to zero at the leading edge of the flame front while, a value close to 1.0 in the fully burned region within the flame.

Substantial variation in the instantaneous flame propagation is also observed for all the simulated engine cycles as presented in figure 7. The flame front is represented by the iso-progress variable surface equal to 0.7. Even though the instantaneous flame surfaces demonstrate significantly different localized geometric profiles, the global trend in the propagation direction and enflamed volume is shown to be the same. Wrinkling of the flame surface is clearly evidenced though out the flame propagation, more importantly the variations are apparent even from the very early stage of combustion.

![Figure 6. Distribution of the progress variable, test filtered progress variable and the exponent of the wrinkling term for two crank positions during the combustion phase.](image)

The reason for $\alpha$ to become unity is the presence of a near zero gradient of $\dot{c}$ behind the reaction zone. Also, it has an average value of 0.5 inside the reaction zone. This is completely in agreement with the currently published literatures for these types of dynamic combustion models [22, 52]. This indicates a fractal dimension close to a value of 2.5. In general this value for engine applications is found to be quite high, compared to the typical range of 2.2 – 2.4, often found in experimental literature [53].

The main objective of an engine combustion model is to predict the in-cylinder pressure rise and the heat release rate during combustion. Present predictions of these parameters are shown in figure 8 and 9 respectively. The predicted pressure is well within the experimentally measured range and varies close to the cycle averaged pressure trace. The maximum variation of the experimental peak pressure from the cycle averaged value is slightly above $\pm 6$ bar and the simulated value is about $\pm 3$ bar. The difference, in the two quantities could mainly be a consequence of the present approach (imposing random fluctuations) used to specify the intake pressure boundary conditions for different engine cycles. Hence, it is clear that, initial assumption of the amplitude of
pressure fluctuations (i.e. 5% maximum) has caused a considerable under estimation of cycle-by-cycle variations.

![Graph showing pressure variations](image)

Figure 8. Comparison of computed and measured in-cylinder pressure variations for the Ricardo E6 engine

Note that, the magnitude of peak in-cylinder pressure during the cycle (figure 8) and the flame area growth rate during the early stage of the flame kernel formation (figure 3) are not directly interrelated for the present cases. This is caused by the differences in the trapped fuel mass and the variations in the in-cylinder turbulence.

![Graph showing heat release rate variations](image)

Figure 9. Comparison of predicted heat release rate and computed heat release rate from measured pressure data

Computed heat release rate curves during the combustion process are shown in figure 9. Note that, these results have been processed by applying a low pass filter for clarity of representation. Shown by the chained line is the cycle averaged heat release rate, computed using experimentally measured pressure data. As in the case of in-cylinder pressure, substantial variation of heat release rates can be seen. A general trend of over prediction during the early and latter stages of combustion is apparent, but in the middle phase, the measured and predicted values are comparable. A significant irregularity of heat release is seen in this phase, indicating rigorous flame turbulent interactions.

Despite the successfulness of the present formulation several key points have still to be verified. Mainly, the grid dependency of the model should be evaluated. Sensitivity of the test filters width and the combustion filter width has to be estimated. On the other hand, the model behaviour in different engine operating conditions has also to be thoroughly investigated. Further studies are currently under way to investigate these aspects.

CONCLUDING REMARKS

FSD based dynamic combustion model and a flame kernel model were implemented in the KIVA-4 code, which was modified to perform LES based engine calculations. Overall flow features have been successfully predicted and larger flow scales have been sufficiently resolved despite the lower mesh resolution and relatively low accurate numerical scheme of KIVA-4 originally developed for RANS. This is believed to be a result of the higher accuracy of the present SGS turbulence model. In addition, global features of flame propagation and reaction rate have been accurately predicted by the present simpler combustion model indicating that LES is a much better tool for simulating engine combustion with an acceptable level of computing cost.
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