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Abstract
We find that short rates are more nonstationary than longer rates and differences in conditional volatility exist between different maturities. Therefore, their dynamics may be both maturity-specific and country-specific and any \textit{a priori} generalizing assumptions may be misleading.
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1. Introduction

The importance of interest rates in finance and economics is well established, they are fundamental in monetary policy formulation and to investment decision making. As such, it is essential to have a thorough understanding of the dynamic behavior of interest rates.

Empirically, interest rates are found to exhibit I(1) behavior, see Campbell and Shiller (1991), Cuthbertson \textit{et al.} (2000) and Mishkin (1992). However, Tkacz (2001) and Lopes and Monteiro (2007) highlight that the theoretical implication of interest rates following a unit-root process without drift is that there are no bounds on its movements, suggesting the possibility of negative nominal rates. A further implication is that shocks have a permanent effect. In more recent examinations of real rates, Tsay (2000), Tsakz (2001), Candelon and Gil-Alana (2006), and Karanasos \textit{et al.} (2006) conclude in favor of fractional integration methods as opposed to the knife-edge I(0)/I(1) approach.

Improved knowledge of interest rate dynamics is crucial for modeling and forecasting. First, their dynamics are central to the valuation of financial assets and the study of well-known macroeconomic models.\textsuperscript{1} Second, the flexibility and recent developments in the use of long memory tests with good size and power can provide better insights. Third, much of the existing empirical evidence, concerning
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the order of integration, focuses on US *ex-ante* and *ex-post* rates. Despite its importance, and the substantial literature devoted to the topic, the jury is still out on the order of integration of interest rates.

In this paper, our empirical analysis has two aims: First, to examine the order of integration of the short and long rates over two periods, defined as *Pre* (5/03/1997-28/03/2007) taken as the pre-crisis period and *Post* (4/04/2007-28/07/2010) which includes the crisis period, to determine if idiosyncratic differences exist between the maturities and across periods. We address this aim by employing fractional integration (FI) tests, which are more flexible compared to standard unit-root tests, testing the validity of the common practice of imposing I(0)/I(1) conditions.\(^2\) Second, to investigate volatility in these rates over the stated periods, to see which, if any, rate exhibits higher volatility and if this volatility changed over the periods. This aim is addressed by employing GARCH modeling techniques, allowing us to comment on asymmetries in conditional volatility around their means.

The remainder of the paper is organized as follows. Section 2 summarizes the econometric techniques and the main results, and Section 3 concludes.

2. Econometric methodology and results

2.1. Data

We use weekly observations of UK risk-free discount bonds for maturities of 6, 12 and 120 months (hereafter \( r_6 \), \( r_{12} \) and \( r_{120} \)) between 5/03/1997-28/07/2010.\(^3\) Visual inspection of \( r_6 \), \( r_{12} \) and \( r_{120} \), (Figure 1) suggests significant co-movement in the rates until mid-2008, after which \( r_6 \) and \( r_{12} \) dipped significantly. See Table 1 for summary statistics.

---

\(^2\) For an I(0) process shocks decay at an exponential rate; for an I(1) process shocks have permanent effect and for an I(d) process shocks dissipate at a slow hyperbolic rate.

\(^3\) We use official Bank of England (BoE) data on the Government liability curve. Specifically, Wednesday observations of nominal government spot rates are employed, where the yields are continuously compounded.
2.2 Unit root tests

To ascertain which rates can be better explained by stochastic processes or deterministic factors, we conduct Augmented Dickey-Fuller (1979) [ADF], Kwiatkowski et al. (1992) [KPSS], and Ng and Perron (2001) [NP] unit root tests.\(^4\)

Under the ADF test the null of a unit root for \(r6\) and \(r12\) cannot be rejected for both Pre and Post periods; however, it is rejected for \(r120\) in the Pre but not the Post period. Under the KPSS test the null of stationarity is unambiguously rejected and under the NP test the null of a unit root cannot be rejected, in each series over both periods. The inconclusive results (see Table 2), particularly for \(r120\), underscore the need to go beyond the \(I(1)/I(0)\) framework, making FI tests instructive.

\(^4\)The NP test combines a Modified Information Criterion for the lag length and a Generalized Least Squares method for detrending the data, it proposes four test statistics: \(MZ_a\), \(MZ_t\), \(MSB\) and the \(MPT\). In addition to the conventional ADF, KPSS and NP individual unit root tests, we also conduct three panel unit root tests, namely the Levin et al. (2002), Im et al. (2003) and ADF-Fisher Chi Square tests. Similarly, these results of these tests are inconclusive and are not reported here, but are available upon request.
2.3 Fractional integration tests

Long memory in macroeconomic variables is well established. Granger and Joyeux (1980) and Hosking (1981) showed that a long memory process for \( y_t \) can be modeled as a fractionally integrated, \( I(d) \), process

\[
(1 - L)^d (y_t - \mu) = \epsilon_t, \tag{1}
\]

where \( L \) denotes the lag operator, \( d \) is fractional difference parameter, \( \mu \) is the unconditional mean of \( y_t \), and \( \epsilon_t \) is stationary with zero mean and finite variance. A flexible parametric process of order \((p,d,q)\) called the ARFIMA\((p,d,q)\) model incorporates both long-term and short-term memory.

\[
\Phi(L)(1 - L)^d (y_t - \mu) = \phi(L)\epsilon_t, \tag{2}
\]

where \( \Phi(L) \) and \( \phi(L) \) are autoregressive and moving average polynomials, respectively, with roots that lie outside the unit circle and \( \epsilon_t \) is Gaussian white noise. \( y_t \) is stationary provided \( d \in (-0.5,0.5) \); however, its lagged autocovariance decreases very slowly exhibiting long memory, see Table 3.\(^6\)

\(^5\) See examples Baum et al. (1999a, 1999b) and references cited therein.

\(^6\) \( y_t \) is invertible when \( d > -0.5 \). For detailed discussions of long memory testing and estimation methods, we refer the interested reader to Baillie (1996) and Baum et al. (1999a, 1999b).
We report in Table 4, the Modified Log-Periodogram Regression estimator proposed by Phillips (1999a, 1999b), which requires a choice of the number of harmonic ordinates to include in the spectral regression. For robustness, we use a range of powers (0.50-0.65).7

Here, the null of \( d = 0 \) is consistently rejected at all power levels in both periods. Some further observations are noteworthy. First, under the Phillips test, which also provides a \( z \)-statistic to determine whether \( d \) is significantly different from 1, for both \( r6 \) and \( r12 \) (unlike \( r120 \)), there is a high tendency to reject the null of \( d = 1 \) across powers, suggesting that \( d > 1 \) i.e. explosive behavior.8 This contrasts sharply to the findings of Tkacz (2001) for the USA and Canada, who finds shorter rates to be less nonstationary than longer rates. We posit that since UK short rates tend to remain at the same level for prolonged periods before changing, it is likely that these ‘stepwise’ movements may be misinterpreted as structural breaks by the FI tests. Second, the \( d \) estimates for the Post period appear to be larger than that for the Pre period, suggesting higher tendency of non-mean-reversion. This result can be explained by the fact that the Post period includes the current financial crisis, and this

7 A desirable property of this procedure is that the dependent variable is modified to reflect the distribution of \( d \) under the null hypothesis that \( d = 1 \). The estimator gives rise to a test statistic for \( d = 1 \) which is a standard normal variate under the null. The regression slope estimate is an estimate of the slope of the series’ power spectrum in the vicinity of the zero frequency; if too few ordinates are included, the slope is calculated from a small sample. If too many are included, medium and high-frequency components of the spectrum will contaminate the estimate.

8 As a robustness check, FI was also tested using two other widely used procedures suggested by Geweke and Porter-Hudak (1983) and Robinson (1995) in STATA11. The results unequivocally confirm the rejection of the null of \( d = 0 \) for each series. In addition, autocorrelation functions for each series (not shown here) confirm that the decay in \( r120 \) (approximately 60 weeks) is faster than in \( r6 \) and \( r12 \) (approximately 160 weeks).
sample period is not long enough for mean reversion to be observed i.e. interest rates have not started adjusting yet and have not begun reverting to their respective means.

2.4 Volatility testing

We first experimented with different combinations of model orders and found that a GARCH(1,1) model provided the best fit for our series. In the context of interest rates, our aim is to capture the series’ variance dependence (if any) on a weighted average of the long term average of the series, news about volatility from the previous period (α) and last period’s forecast variance (β) respectively. Table 5 summarizes our results.

| Table 5: Tests for Volatility |
|-----------------------------|----------------|----------------|----------------|----------------|
|                             | Pre            | Post           |                 |                |
|                             | GARCH(1,1)     | IGARCH         | GARCH(1,1)     | IGARCH         |
| r6                          | β<1            | β=1            | β>1            |                |
| c                           | 0.004*         |                | 0.040*         |                |
| GARCH(-1)                   | -0.085         | 0.309*         | -0.503**       | -2.743*        |
| Resid(-1)^2                 | 1.111*         | 0.691*         | 1.326*         | 3.743*         |
| r12                         |                |                |                |                |
| c                           | 0.012          |                | 0.000          |                |
| GARCH(-1)                   | -0.177***      | 0.395*         | 0.574*         | -2.244*        |
| Resid(-1)^2                 | 1.133*         | 0.605*         | 0.386*         | 3.244*         |
| r120                        |                |                |                |                |
| c                           | 0.008*         | 0.003***       | 0.345*         | 0.523*         |
| GARCH(-1)                   | -0.040***      | 0.545*         |                |                |
| Resid(-1)^2                 | 0.995*         | 0.455*         | 0.709*         | 0.477*         |

Following the FI estimates (Table 4), where the null of $d=1$ is rejected, the GARCH(1,1) model is applied. In which case, $\alpha+\beta<1$ infers mean-reversion, and $\alpha+\beta>1$, explosive behavior. Where the null cannot be rejected for a given series, an IGARCH model, which restricts $\alpha+\beta=1$ is employed. Therefore, we model $r6$ and $r12$ using GARCH(1,1) and $r120$ using an IGARCH model.

For the short rates, there is higher dependence of current volatility on the previous period’s volatility and unsurprisingly it is higher in the Post period, this suggests a higher tendency for

9 Notably, the conditional variance ($\sigma_t^2$) is the one-period ahead forecast variance based on past information – a constant term (α) and the ARCH term ($\varepsilon_{t-1}$) and GARCH term ($\sigma_{t-1}^2$).

10 We allow for the possibility that residuals are not conditionally normally distributed, by computing the Heteroskedasticity Consistent Covariance.
explosive behavior in short rates. However, for the long rate there appears to be consistency in
volatility over both periods.

3. Concluding remarks

This paper contributes to the debate on the order of integration of nominal interest rates by
analyzing rates with differing terms to maturity. We show that the dynamic properties of short and
long rates are inherently different. First, contrary to previous studies for the US and Canada, our
results suggest that, in the UK, shorter rates are more nonstationary than long rates. Second, using
GARCH techniques to measure uncertainty, we find that volatility in the short rates tend to be more
dependent on news about volatility from the previous period; whereas the long rate tends to be fairly
equally dependent on the level of, and news about volatility of the previous period. The level of
volatility in the Post period appears to be more relevant than in the Pre period. In conclusion, term to
maturity and origin country appear to be important factors for the order of integration of interest rates,
so a priori generalizing assumptions about the order of integration of interest rates may be
misleading.
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