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Abstract

Recently, cooperative relay networks have emerged as an attractive communications technique that can generate a new form of spatial diversity which is known as cooperative diversity, that can enhance system reliability without sacrificing the scarce bandwidth resource or consuming more transmit power. To achieve cooperative diversity single-antenna terminals in a wireless relay network typically share their antennas to form a virtual antenna array on the basis of their distributed locations. As such, the same diversity gains as in multi-input multi-output systems can be achieved without requiring multiple-antenna terminals. However, there remain technical challenges to maximize the benefit of cooperative communications, e.g. data rate, asynchronous transmission, interference and outage. Therefore, the focus of this thesis is to exploit cooperative relay networks within two-way transmission schemes. Such schemes have the potential to double the data rate as compared to one-way transmission schemes.

Firstly, a new approach to two-way cooperative communications via extended distributed orthogonal space-time block coding (E-DOSTBC) based on phase rotation feedback is proposed with four relay nodes. This scheme can achieve full cooperative diversity and full transmission rate in addition to array gain. Then, distributed orthogonal space-time block coding (DOSTBC) is applied within an asynchronous two-way cooperative wireless relay network using two relay nodes. A parallel interference cancelation (PIC) detection scheme with low structural and computational complexity
is applied at the terminal nodes in order to overcome the effect of imperfect synchronization among the cooperative relay nodes.

Next, a DOSTBC scheme based on cooperative orthogonal frequency division multiplexing (OFDM) type transmission is proposed for flat fading channels which can overcome imperfect synchronization in the network. As such, this technique can effectively cope with the effects of fading and timing errors. Moreover, to increase the end-to-end data rate, a closed-loop E-DOSTBC approach using through a three-time slot framework is proposed. A full interference cancelation scheme with OFDM and cyclic prefix type transmission is used in a two-hop cooperative four relay network with asynchronism in the both hops to achieve full data rate and completely cancel the timing error.

The topic of outage probability analysis in the context of multi-relay selection for one-way cooperative amplify and forward networks is then considered. Local measurements of the instantaneous channel conditions are used to select the best single and best two relays from a number of available relays. Asymptotical conventional polices are provided to select the best single and two relays from a number of available relays.

Finally, the outage probability of a two-way amplify and forward relay network with best and $M^{th}$ relay selection is analyzed. The relay selection is performed either on the basis of a max-min strategy or one based on maximizing exact end-to-end signal-to-noise ratio. MATLAB and Maple software based simulations are employed throughout the thesis to support the analytical results and assess the performance of new algorithms and methods.
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Chapter 1

INTRODUCTION

The propagation of a signal over a wireless channel is affected by various phenomena, among which are reflection, diffraction and scattering from buildings, moving objects such as cars and trees [1], [2], as shown in Figure 1.1. Such phenomena may result from different sources, such as multi-path transmission, fading and shadowing [2]. When the transmitted wireless signal reaches the receiving end by more than one path, a propagation phenomenon known as multi-path takes place. Multi-path can be defined as the combination of the original signal plus the duplicate wave fronts that result from reflection of the waves off obstacles between the transmitter and the receiver. These paths may cause constructive or destructive interferences, with differ-

Figure 1.1. A typical wireless transmission environment showing diffraction, reflection and scattering phenomena.
ent time-varying amplitudes, which yield phase shifting of the signal. The overall variations in the received signal energy is termed fading. Fading is a major problem in wireless communication channels as it can cause poor end-to-end performance in communication systems [3]. With the ever increasing demands for higher data rates over the wireless channel more sophisticated schemes are required to overcome multi-path and fading phenomena. An effective technique to achieve reliable communication over a wireless link is to use multiple antennas [4].

1.1 Exploiting multiple antennas in wireless communication

Diversity is a major tool to overcome the deleterious effects of the wireless channel. The basic and fundamental idea behind diversity is to transmit the signal over multiple channels that experience independent fading and coherently combining them at the receiver. The probability of experiencing a fade in this composite channel is then proportional to the probability that all the component channels simultaneously experience a fade, a much more unlikely event.

Diversity can be achieved in several ways. For instance, Time-Division Multiple Access (TDMA), is the technique of transmitting the same symbols at multiple time slots, whereas Frequency-Division Multiple Access (FDMA), is achieved by transmitting the same symbols over multiple carriers [5], [6], [7]. These techniques are inefficient since frequency diversity requires bandwidth expansion, whereas time diversity needs extra time slots for transmission. Another popular technique to obtain diversity is the spatial diversity technique and is given more attention among other techniques [8], [9], [10], [11], [12]. This technique is achieved by the transmission of the same symbols by using multiple antennas at the transmitter, referred to as transmit diversity, or at the receiver, referred to as receive
diversity, or at both ends. Figure 1.2 shows different wireless systems configuration, e.g. multiple-input multiple-output (MIMO), single-input single-output (SISO), multiple-input and signal-output (MISO) and signal-input and multiple-output (SIMO).

![Diagram of different antenna configurations](image)

**Figure 1.2.** Illustration of transmitters/receivers with different antenna configurations. (Tx : Transmitter, Rx : Receiver).

The advantages of employing multiple antennas at the transmitter and/or the receiver are:

- **Diversity gain**: Spatial diversity gain mitigates fading and is realized by providing the receiver with multiple independent copies of the transmitted signal in space (more than one antenna). With an increasing number of independent signal copies, the probability that at least one of the signal copies is not experiencing a deep fade increases, thereby improving the quality and reliability of reception. A MIMO channel with $N_t$ transmit antennas and $N_r$ receive antennas potentially offers $N_t \times N_r$ independently fading links, and hence a spatial diversity order of $N_t \times N_r$ [13], [14].

- **Array gain**: As multiple signal copies are received at a receiver with
more than one antenna, the signals can be combined coherently to achieve gain in effective Signal-to-Noise Ratio (SNR). In MIMO channels, array gain exploitation requires channel knowledge at the transmitter side [14].

- Capacity gain: MIMO technology offers a linear increase in data rate through spatial multiplexing without increasing the power of the transmitter and the bandwidth [4]. This rate increase is relative to the minimum of the number of $N_t$ antennas and the number of $N_r$ antennas, i.e., $\min\{N_t, N_r\}$, where $N_t$ and $N_r$ are the number of antennas at the transmitter and receiver nodes. If either the transmitter or the receiver has a single antenna, then there exists no obvious capacity gain. Hence, spatial multiplexing is mainly applied to MIMO systems, where several data streams are simultaneously transmitted over the wireless channel and received at the $R_x$ antennas. However, only diversity gain and array gain are considered in this thesis.

In order to quantify the effectiveness of a diversity technique, the relationship between the average signal-to-noise ratio (SNR) and the average error probability $P_e$ is determined. A common asymptotic measure is the diversity order, defined as follows:

$$G_d = \lim_{SNR \to \infty} \frac{\log P_e}{\log SNR}$$

Evidently, the higher the diversity order, the more reliable the wireless communication system will be. Coding across space and time is generally necessary to exploit the potential spatial diversity available within MIMO systems to achieve a higher reliability, higher spectral efficiency and higher performance gain. In the next section, a brief introduction to space time coding (STC) will be presented.
1.2 Space time coding

To improve spectral efficiency and robustness of wireless systems, different transmission techniques can be applied, which depend on the knowledge of the channel state information (CSI) at the transmitter side. If the CSI is available at the transmitter, beamforming can be used to transmit information over the wireless channel. If the CSI is not available at the transmitter STC can be used for transmission. Nonetheless, STC is an effective coding technique for conventional MIMO systems that can significantly exploit the MIMO offered gains [8], [15]. In the literature, there are many STC schemes which have been proposed, for example, space-time trellis codes (STTCs) and space-time block codes (STBCs). The STTCs were proposed by Tarokh, in [15], for two or four transmit antennas and provide a significant improvement in system performance due to diversity and coding gain. However, they exhibit high system complexity, requiring the Viterbi algorithm to be employed at the receiver for decoding the information symbols. On the contrary, STBCs are the most popular and attractive STC type for MIMO systems due to their low decoding complexity. The first space-time block code scheme that provides full diversity at full data rate using transmit diversity was proposed by Alamouti which is designed for two transmit antennas and one receiver antenna, and then with two transmit antennas and two receiver antennas [8]. This scheme is significantly less complex than STTC for the same antenna configuration. The main feature of this scheme is the orthogonality property which results in very low decoder complexity. The excellent performance of the Alamouti code motivated other researchers, e.g., [16], [17], to propose orthogonal STBCs (OSTBCs) for more than two transmit antennas, distributed OSTBCs (DOSTBCs) and Extended DOSTBCs (E-DOSTBCs) which can achieve full diversity gain, and will be explained in more details in Chapters 3 and 4. However, MIMO systems suffer
from the effect of path loss and shadowing due to propagation distance and objects obstructing the propagation path between the transmitter and receiver nodes. Moreover, there is a difficulty to equip the small nodes with more than one antenna and achieve uncorrelated fading channels [8] [18] [19]. This is because the multiple antennas have to be well separated so that the channel between each transmit and receive antenna experiences uncorrelated fading [8]. These problems limit MIMO systems functionality and applicability which challenge researchers to look for another innovative technology, and hence wireless cooperative networks have emerged as a new paradigm that can provide effective solutions to deal with these problems.

1.3 Cooperative systems

Cooperative relay networks have developed as a useful technique that can achieve the same advantage as MIMO wireless systems whilst resolving the difficulties of co-located multiple antennas at individual nodes and avoiding the effect of path-loss and shadowing [20], [21], [22], [23].

![Figure 1.3. Basic structure of a cooperative relay network with two phases for one-way cooperative transmission, (M relay nodes and L channel length).](image-url)
Basically, in one-way systems, a cooperative relay network consists of a transmitter node, relay nodes and a receiver node. The overall transmission requires two phases; where in the broadcasting phase, the transmitter broadcasts its data to one or more cooperative relays along possibly with direct transmission between the transmitter and the receiver [24]. On the other hand, during the relaying phase the relay nodes process the transmitter signals and then forward them to the receiver node as shown in Figure 1.3. Then, the receiver combines the received multiple independent copies of the signal which results in cooperative diversity and thereby increases the reliability of the wireless communication link and extends link coverage without the requirement of additional antennas and the associated complexity at each node [25], [26]. However, although one-way cooperative systems provide full diversity order, they are generally limited to half data rate. Therefore, a two-way scheme for cooperative relay systems that can achieve full data rate and full diversity order with the same low complexity as in a one-way system is considered, and it is the main research focus in this thesis.

Figure 1.4. Basic structure of a cooperative relay network with two phases for two-way cooperative transmission process, (M relay nodes and L channel length).

Figure 1.4 represents the classical example of a two-way cooperative relay
network with two terminals, $T_1$ and $T_2$, which exchange their information between each other through the relay nodes. The transmission requires two phases to complete the whole transmission. In the broadcast phase the data symbols are grouped into symbols and then the data symbols are transmitted from both terminals in different time slots to all cooperative relay nodes. Then in the relaying phase, the cooperative relay nodes pre-code the received data packet from both terminals and then transmit the data back to both terminals. The relay nodes may either act as a repeater where they amplify the received signals or they may decode the received signals from the source node, before forward them to the receiver node. The maximum cooperative diversity gain can be achieved by using either a one-way scheme or a two-way scheme, is equal to the number of transmitting relay nodes [27].

In brief, cooperative relay systems potentially offer several advantages and disadvantages for wireless communications [28], [29] as follows:

1. Major advantages

- **Performance gains**: can be achieved due to capacity, diversity and path-loss gains. These gains can decrease power consumption due to transmitting over shorter links, provide higher capacity, higher transmission rate and improve the outage probability in a wireless network.

- **Coverage extension**: on several occasions, due to distance it may be impossible to establish a direct link between the transmitter and the receiver. This means that such transmitters would be unable to communicate with the receiver because of insufficient power. However, a cooperative relay system can effectively extend the network coverage through the relaying capability, and thereby the transmitted signal can service more range.
2. Major disadvantages: The synchronization issue is one of the most important challenges in wireless networks, since the cooperative wireless networks are asynchronous in nature, e.g., there may exist timing errors and multiple frequency offsets in the relay nodes forming the cooperative system. This will induce inter-symbol interference (ISI) between the relay nodes at the receiver node, which degrades the system performance and makes it impossible to exploit full cooperative diversity. This thesis considers asynchronous cooperative relay networks, and provides effective solutions to deal with asynchronism and interference cancelation schemes are proposed to mitigate this problem.

Next, two basic relaying models commonly used for cooperation are given below, and then another significant method will be offered to improve performance and reduce system complexity, which is the relay selection scheme.

1.3.1 Relay methods

In relay systems, relay nodes help the source node to send the signal to the destination node. Based on the process which operates on the received signal at the relays before broadcasting, the two most popular relay strategies can be identified as follows:

1.3.1.1 Amplify and forward method (non regenerative)

In this technique cooperating relays retransmit a scaled version of the received signals (signals in their noisy form). Due to the simple implementation, such that the cooperating relays do not require any complex computation, this method has attracted much attention [30], and it is adopted in all work in this thesis.
1.3.1.2 Decode and forward method (regenerative)

The cooperating relays decode the signals from the source before re-encoding them for transmission. This approach needs a full code-book(s) from the transmitter and requires much computation at the relays [31], hence, this method may not be suitable for a delay limited networks.

1.4 Relay selection

As mentioned in the previous section, cooperative communication is one of the most effective ways to mitigate the fading effect of wireless channels in a network by having the relay nodes in the network help communication transmission between the source and the destination nodes. However, the relay nodes have different locations so the transmitted signals from the source node to the destination node must pass through different paths causing different attenuations within the signals received at the destination which results in reducing the overall system performance. To minimize this effect and gain better performance from cooperative diversity, high quality channels should be used. It is possible that better performance can be achieved if the relays adaptively adjust their transmit power according to the quality of the channels. There has been some work on cooperative communication with relay adaptive power control [32], [33], [34], [35]. However, this technique needs overhead in processing, feedback and arbitrary power adjustment may not be practical or desirable. Recently, with the increasing interests in wireless communication, research in cooperative diversity attracts considerable attention in selecting the cooperating relays to improve the network performance, especially for networks with simple nodes and complexity constraints [36]. There are various techniques proposed to select the best relays from available relays in the literature. For example, some works in [36], [37], [38], [39] have considered selecting the best relay from a cooperative networks using max-
min and max-harmonic mean schemes and can be written as follows [36]. Note that for single path, frequency flat channels \( L = 1 \), whereas for multi-path frequency-selective channels \( L > 1 \), where \( L \) represents the channel length.

\[
R_{\text{best relay}} = \arg \max(\min(\|h_{m,1,L}\|^2, \|h_{m,2,L}\|^2))
\]

\[
R_{\text{best relay}} = \arg \max(2 \|h_{m,1,L}\|^2 \|h_{m,2,L}\|^2 \|h_{m,1,L}\|^2 + \|h_{m,2,L}\|^2)
\]

where \( h_{m,1,L} \) represents the channel coefficient vector of the first-hop, for example, between \( T_1 \) and the \( m^{th} \) relay node, \( T_1 \rightleftharpoons R_m \), with channel length \( L \), and \( h_{m,2,L} \) represents the channel of the second-hop, for example, between \( T_2 \) and the \( m^{th} \) relay node, \( T_2 \rightleftharpoons R_m \), as shown in Figure 1.4.

In this thesis, the relay selection schemes will be analysed in term of their outage probability for one-way and two-way cooperative networks. In the next section, a brief introduction to Orthogonal Frequency Division Multiplexing (OFDM) is given.

### 1.5 Orthogonal frequency division multiplexing

OFDM is the optimal form of a multi-carrier modulation scheme [40], [41], [42] which forms the basis of many wireless standards such as the 802.11 Wi-Fi standard, the 802.16 WiMAX standard, the digital video broadcasting (DVB) standard and the asymmetric digital subscriber line (ADSL) standard [43]. It employs modern digital modulation techniques and both the inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT), which in effect contain a bank of oscillators, demodulators and filters. In fact, IFFT and FFT algorithms are efficient methods to compute the inverse discrete Fourier transform (IDFT) at the modulator and a discrete Fourier transform (DFT) at the demodulator. In the OFDM technique the whole bandwidth is divided into many sub-carriers, which are orthogonal to each other with
perfect synchronization between the transmitter and the receiver. It has the capability to reduce inter-symbol interference (ISI) because each sub-carrier is modulated at a very low symbol rate which makes the symbols much longer than the channel impulse response, and as a result the accurate data information can be extracted from each sub-carrier [44]. In addition, a Cyclic Prefix (CP) is inserted between consecutive OFDM symbols as a guard interval [40]. Therefore, the OFDM is an affective technique for cooperative wireless systems that suffer from multi-path interference, which will be discussed in Chapter 5. Figure 1.5 illustrates a basic block diagram of the OFDM system. At the transmitter side, a sequence of data symbols in

\[ x(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X(k)e^{j2\pi kn/N} \quad \text{for } n = 0, \ldots, N - 1 \]

**Figure 1.5.** Basic block diagram of the conventional OFDM system, exploiting the IFFT and FFT.
where $N$ denotes the duration of one OFDM symbol, $k$ is the frequency index for the IFFT and $n$ is the index for the sample of $x$. The $N$ outputs of the IFFT are then converted to a serial data stream that can be modulated by a single carrier. At the receiver side, the received data streams are converted into $N$ parallel streams that are processed by a size $N$ FFT and can be represented as follows

$$X(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} x(n)e^{-\frac{j2\pi kn}{N}} \quad \text{for } k = 0, \ldots, N - 1$$

This means the IFFT converts the input signal from the frequency-domain into a time-domain signal whilst maintaining the orthogonality and the FFT converts the output signal time-domain into the frequency-domain to recover the information that was originally sent. Next, the motivation for the research contribution of this thesis is given.

### 1.6 Motivation of the proposed research work

The work presented in this thesis has been inspired by the contribution of [8], [45] on space-time block codes (STBCs) as applied to MIMO and by [36] on cooperative relay networks. The motivating factors of the work are as follows.

In the work presented in [8] by Alamouti, a transmit diversity scheme was presented. It was shown that, using two transmit antennas and one receive antenna, the same diversity order as provided by the maximal-ratio receiver combining (MRRC) with one transmit and two receive antennas can be achieved. It is also shown that the scheme may easily be generalized to two transmit antennas and $M$ receive antennas to provide a diversity order of $2M$. The new scheme does not require any bandwidth expansion nor feedback from the receiver to the transmitter and its computation complexity is similar to MRRC.
Another class of STBC was proposed in [45] called EOSTBC. This scheme can be used to achieve full diversity by transmitting over four transmit antennas in MIMO systems, if the symbols transmitted from two out of the four transmit antennas are rotated by a phase angle obtained by feedback from the receiver; and hence the overall operation is called closed-loop EOSTBC. This scheme has the potential to achieve better end-to-end performance than other EOSTBC schemes because of its advantage in exploiting both diversity and array gain.

MIMO is based on the use of multiple antenna systems within the mobile terminal as well as the base station. Therefore, it offers significant increases in data throughput and link range without additional bandwidth or increased transmit power. Because of these properties, MIMO is an important part of modern wireless communication standards such as IEEE 802.11n (Wi-Fi), 4G, 3GPP Long Term Evolution and WiMAX.

The design challenges involved in the use of multiple antennas on limited sized devices, e.g., mobile terminals, to ensure uncorrelated channels has reduced the successful deployment of STBC in practical MIMO systems. A solution to overcome this correlated channel problem in MIMO systems was suggested in [36] where distributed spacetime coding was proposed to achieve cooperative diversity in wireless relay networks without channel information at the relays. Using this scheme, antennas of the distributive relays work as transmit antennas of the transmitter and thereby form a virtual antenna array, hence it is less likely that the different channels from these relays are correlated. Under the assumption of perfect cooperation among the relays within a virtual antenna array, an uncorrelated MIMO channel can be established between the transmitter and the receiver. Moreover, using relays with only a single antenna will reduce the complexity of the radio frequency chains required as a single link. An important issue in cooperative communication is due to the random nature of the wireless environment. The
channel gains between the source and relay nodes and between the relays and destination node are different, which results in some relays providing a poor channel quality. This issue can badly affect the transmission quality. Therefore, in this thesis, single and multi-relay selection schemes are utilized to overcome this problem and decrease the outage probability of cooperative networks.

On the basis of this foundation work the aims and objectives of this thesis are listed in the next section.

1.6.1 Aims and objectives

The aims of this thesis are to:

- Extend and transfer the advantage of STBC, EOSTBC and closed-loop EOSTBC in one-way transmission schemes to two-way cooperative communication; and thereby provide a framework in which the advantage of these codes is more likely to be practically realised due to the rate advantage.

- Modify the Parallel Interference Cancelation (PIC) detection scheme [46] to be suitable for two-way cooperative communication.

- Model multi-path fading channels in two-way systems, which exploit OFDM type transmission.

- Propose the use of relay selection techniques to improve cooperative communication over frequency-selective channels.

- Evaluate the improvement of one-way and two-way schemes over flat and frequency-selective fading channels with relay selection through outage probability analysis.
At the end of the study the objectives are to have

- Demonstrated that two-way schemes for cooperative relay systems, in various scenarios, can achieve full data rate and full diversity.

- Performed different types of outage probability analyses for one-way and two-way cooperative relaying communication system transmitting over flat and frequency selective fading channels.

- Published the research findings in international conferences and journals.

To accomplish these target, the following steps have been taken in this thesis.

### 1.7 Organisation of the thesis

A general introduction to wireless communication systems including the basic concepts was provided together with brief background in STC and OFDM type transmission in Chapter 1. In Chapter 2, a brief introduction is provided together with the necessary theoretical background for point-to-point MIMO systems. Details of transmit and receiver diversity are also given, followed by an overview of STBC design principles and performance. The simplest STBC designed by Alamouti [8] is also included. Then the possibility of expanding wireless network coverage with the use of cooperative relay networks is highlighted. Various theoretical and practical issues are also reviewed and motivated by the difficulty in deploying multiple antennas in the mobile terminals. Finally, the problem of synchronization among the relay nodes is addressed and discussed which shows that the conventional DOSTBC for one-way transmission is very sensitive to synchronization error. The core research is presented in Chapters 3, 4, 5 and 6.
With the aim of establishing new schemes for two-way cooperative relay networks to achieve full data rate, Chapter 3 investigates wireless relay networks for two-way communication with a number of relays. Firstly, two-way communication over a four node network based on a closed-loop E-DOSTBC is proposed to aid the communication between both terminals. Full data rate and full cooperative diversity is obtained by using closed-loop E-DOSTBC. Only limited feedback information based upon channel state information (CSI) available at one of the receiving terminals is required.

Secondly, a DOSTBC is proposed within an asynchronous two-way cooperative wireless relay network using two relay nodes. A parallel interference cancelation (PIC) detection scheme is applied at the terminal nodes in order to overcome the effect of imperfect synchronization among the cooperative relay nodes.

In Chapter 4, a novel robust scheme for two-way OFDM transmission over four relay nodes with imperfect synchronization is proposed. With a feedback technique, an approach that can achieve full cooperative diversity, array gain and end-to-end data rate of $2/3$ is presented.

In Chapter 5, outage probability analysis for a one-way cooperative AF relay system using transmission over multi-path channels with single and two relay pair selection are proposed. And the robustness of the best two relay pair selection scheme over the single relay selection scheme is confirmed. Moreover, increasing the channel length and/or the number of relays improves the outage probability.

In Chapter 6, two types of outage probability analysis strategies for two-way cooperative AF relaying communication system which transmits over flat and frequency selective channels with best single and $M^{th}$ relay selection are presented. New exact analytical expressions for the probability density function, and cumulative density function of the received signal-to-noise ratio (SNR) are derived. These expressions are given in closed form for best relay
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selection and in integral form for $M^{th}$ relay selection in the high SNR region for transmission over Rayleigh frequency flat fading and frequency selective channels. Moreover, simulation results validate the accuracy of the derived closed-form expressions.

Finally, conclusions are drawn in Chapter 7. A brief summary is also provided and potential future directions are identified.
Space-time coding (STC) finds potential application in many networks such as cellular communications and wireless local area networks. There are various coding schemes for space-time block codes (STBCs). The key issue in these schemes is to exploit the redundancy of the signal to achieve high reliability, spectral efficiency and performance gain [47]. The design of STBCs amounts to finding code matrices that meet certain properties. In the last few years researchers have made an enormous effort to understand such space-time codes, their performance and limits. This chapter provides an overview of STBC design principles and performance, and also discusses the simplest STBC designed by Alamouti [8]. The system bit error rate (BER) performance is analyzed through simulation. Then the distributed space time block coding (DSTBC) is considered together with the problem of asynchronism.
2.1 Point-to-point STBC

In wireless communication, transmission over wireless channels suffers from severe attenuation in signal strength due to fading effect. The multiple-input multiple-output (MIMO) systems have the potential to improve transmission reliability by transmitting multiple copies of signals. Each antenna in the receiver receives an independent copy of the same signal. The probability that all signals are in deep fade simultaneously is then significantly reduced. The classical maximal-ratio receiver combining (MRRC) approach uses multiple antennas at the receiver in order to mitigate multi-path fading in the wireless channel and improve the quality of the signal. However, the major problems with using receive diversity are the cost, size of the amplifier and power of the remote units [8]. The motivation of adopting diversity techniques is that when some channels undergo deep fading, other channels may still have strong signal level. Different schemes have been proposed to achieve these demands. The widely applied technique to mitigate multi-path fading in wireless communication systems is STBC. STBC potentially provides improvement in system capacity and can be designed to achieve full data rate, maximum diversity of $N_t \times N_r$ (frequency flat channels), where $N_t$ is the number of transmit antennas and $N_r$ is the number of receive antennas, and the highest possible throughput, because of its low complexity and maximum likelihood (ML) decoding [1]. This technique was first proposed by Alamouti for the case of a two transmit and one receive antennas system, which provides a diversity order of two, which is equivalent to applying MRRC with one transmit and two-receiver antennas system. He also proposed the case of a two transmit and two receive antennas MIMO system, which provides a diversity order of four. In this section, reviews of the MRRC scheme and Alamouti scheme are first given and their associated performance will be compared.
2.1.1 Maximum ratio receiver combining

As shown in Figure 2.1, at a given time, a symbol $s_0$ is sent from one transmit antenna through two different uncorrelated channels. Because of two receive antennas, the channels between the transmit antenna and the two receive antennas are denoted as $h_0$ and $h_1$, respectively. The two channels can be expressed as $h_0 = \alpha_0 e^{j\theta_0}$ and $h_1 = \alpha_1 e^{j\theta_1}$, where $h_0$ and $h_1$ are independent and identically distributed complex circularly symmetric Gaussian random variables. These complex values have magnitudes which follow a Rayleigh distributed and thereby represent uncorrelated frequency flat fading channels [8], [48]. The received signals $r_0$ and $r_1$ in which noise is added at the receiver.

Figure 2.1. System configuration of the classical two branch MRRC.
through different paths can be given as [8]

\begin{align*}
    r_0 &= s_0 h_0 + v_0 \\
    r_1 &= s_0 h_1 + v_1
\end{align*}

(2.1.1)

where \( v_0 \) and \( v_1 \) are independent circularly symmetric complex variables with zero mean and unit variance, representing additive white Gaussian noise (AWGN) and interference. Then, the receiver combines the received signals \( r_0 \) and \( r_1 \) as follows

\begin{align*}
    \hat{s}_0 &= h_0^* r_0 + h_1^* r_1 \\
    &= (\alpha_0^2 + \alpha_1^2) s_0 + h_0^* v_0 + h_1^* v_1
\end{align*}

(2.1.2)

where * represents the complex conjugate operation. In order to minimize the bit error rate (BER), and under the assumption that the probability of signals at both channels will fade at the same time is very low, the combined signal \( \hat{s}_0 \) is passed to the ML detector, to produce an output signal which is a ML estimate of \( s_0 \), as shown in Figure 2.1.

### 2.1.2 Alamouti scheme

The Alamouti scheme provides a new form of transmit diversity which provides full diversity, full data rate and improves the quality of the received signal by spreading the information across multiple antennas at the transmitter with different time symbol periods. This scheme provides the same diversity order as MRRC with one transmit and two receive antennas and it can be easily generalized to two transmit antennas and \( N_r \) receiver antennas to provide a diversity order of \( 2N_r \). As shown in Figure 2.2, the Alamouti scheme can be defined by three functions, the encoding and transmission sequence of information symbols at the transmitter; the combining scheme at the receiver; and the decision rule for ML detection. Although practi-
cally the channel experienced between each transmit to receive antenna is randomly varying in time, in the scheme the channel is assumed to remain constant over two time slots and perfect channel state information (CSI) is available at the receiver [8].

![System configuration of two branch transmit - Alamouti scheme.](image)

**Figure 2.2.** *System configuration of two branch transmit - Alamouti scheme.*

### 2.1.2.1 The encoding and transmission sequence

From the system configuration shown in Figure 2.2, in the first symbol period at time $t$, the signals $s_0$ and $s_1$ are transmitted from antenna one and two, respectively. In the next symbol period $t + T_s$, where $T_s$ is the symbol duration, antenna one transmits symbol $-s_1^*$ and symbol $s_0^*$ is transmitted from antenna two. This encoding and transmission sequence is performed
in space and time and is termed as space time coding as shown in (2.1.3)

\[
S = \begin{bmatrix}
s_0 & s_1 \\
-s_1^* & s_0^*
\end{bmatrix}
\]  

where the columns of the matrix \(S\) represent the number of transmitter antennas and the rows represent the number of time symbol periods. The \(h_0\) and \(h_1\) parameters are the fading channel coefficients from antenna one and two. As mentioned before, the fading is constant across these two symbol transmission periods and it can be written as

\[
h_0(t) = h_0(t + T_s) = h_0 = \alpha_0 e^{j\theta_0}
\]
\[
h_1(t) = h_1(t + T_s) = h_1 = \alpha_1 e^{j\theta_1}
\]

At the receiver antennas, the received signals \(r_0\) and \(r_1\) in which noise is added at the receiver through different path can be expressed as

\[
r_0 = h_0s_0 + h_1s_1 + v_0
\]
\[
r_1 = -h_0^*s_1^* + h_1^*s_0^* + v_1
\]  

(2.1.4)

where \(r_0\) and \(r_1\) are the received signals at time symbol periods \(t\) and \(t + T_s\), and \(v_0, v_1\) represent additive Gaussian noise and interference across the channel at symbol transmission periods \(t\) and \(t + T_s\), respectively.

2.1.2.2 The combining step

In this stage, the receiver passes the received signals \(r_0\) and \(r_1\) through a matched filter for processing, which can be found by conjugating the signal \(r_1\) in Equation (2.1.4), then the received signals can be written equivalently as

\[
r_0 = h_0s_0 + h_1s_1 + v_0
\]
\[
r_1^* = -h_0^*s_1^* + h_1^*s_0^* + v_1^*
\]  

(2.1.5)
Equations (2.1.5) can be rewritten as

\[
\begin{bmatrix} r_0 \\ r_1^* \end{bmatrix} = \begin{bmatrix} h_0 & h_1 \\ h_1^* & -h_0^* \end{bmatrix} \begin{bmatrix} s_0 \\ s_1 \end{bmatrix} + \begin{bmatrix} v_0 \\ v_1^* \end{bmatrix}
\] (2.1.6)

And then can be represented in matrix form as

\[
r = Hs + v
\] (2.1.7)

where \( r \) represents an \( N_r \times 1 \) column vector, \( H \) is an \( N_r \times N_t \) matrix, \( s \) is an \( N_t \times 1 \) column vector and \( v \) is an \( N_r \times 1 \) column vector.

Since the channel coefficients are known at the receiver, Alamouti’s combiner can be performed by multiplying both sides of Equation (2.1.7) by \( H^H \), where \((.)^H\) denotes the Hermitian conjugate, i.e., \( H^H = ((.)^*)^T \) where \((.)^*\) is the conjugate of \( H \) and \((.)^T\) is the transpose. The following are the two combined signals that are sent to the ML detector:

\[
\begin{bmatrix} \tilde{s}_0 \\ \tilde{s}_1 \end{bmatrix} = \begin{bmatrix} \lambda & 0 \\ 0 & \lambda \end{bmatrix} \begin{bmatrix} s_0 \\ s_1 \end{bmatrix} + \begin{bmatrix} h_0^* & h_1 \\ h_1^* & -h_0 \end{bmatrix} \begin{bmatrix} v_0 \\ v_1^* \end{bmatrix}
\] (2.1.8)

Thus

\[
\begin{align*}
\tilde{s}_0 &= \lambda s_0 + h_0^* v_0 + h_1 v_1^* \\
\tilde{s}_1 &= \lambda s_1 - h_0 v_1^* + h_1^* v_0
\end{align*}
\] (2.1.9)

where \( \lambda = |h_0|^2 + |h_1|^2 \). It is important to note that the resulting combined signals in (2.1.9) are equivalent to those obtained from the two-branch MRRC. Only the phase rotations on the noise components are different which do not degrade the effective Signal-to-Noise Ratio (SNR) [49].
2.1.2.3 The ML detection

Due to the decision for $\tilde{s}_0$ depending only on $s_0$ and the decision for $\tilde{s}_1$ depending only on the value of $s_1$, symbol wise decoding is possible. As before the channel coefficients $h_0$ and $h_1$ are assumed to be perfectly known at the receiver. The combined signals $\tilde{s}_0$ and $\tilde{s}_1$ are sent to the ML detector, which minimizes the following sum of decision metrics

$$ |r_0 - h_0 s_0 - h_1 s_1|^2 + |r_1 + h_0 s_1^* - h_1 s_0^*|^2 $$

(2.1.10)

over all possible values of $s_0$ and $s_1$. Due to the orthogonality of the transmitted code blocks, Equation (2.1.10) can be extended and simplified to have two separate minimization expressions as follows:-

The minimization expression to detect $s_0$ is

$$ |r_0 h_0^* + r_1^* h_1 - s_0|^2 + \lambda |s_0|^2 $$

(2.1.11)

and the minimization expression to detect $s_1$ is

$$ |r_0 h_1^* - r_1^* h_0 - s_1|^2 + \lambda |s_1|^2 $$

(2.1.12)

Therefore, the decision rule for each combined signal $\tilde{s}_j$, $j = 0, 1$, can be expressed as below, where $s_i$ is chosen if and only if [8]

$$ (\alpha_0^2 + \alpha_1^2 - 1)|s_i|^2 + d^2(\tilde{s}_j, s_i) \leq (\alpha_0^2 - \alpha_1^2 - 1)|s_k|^2 + d^2(\tilde{s}_j, s_k), \forall i \neq k $$

(2.1.13)

Where $d^2(.,.)$ is the squared Eucliden distance between two signals. It can be concluded that in the context of Almouti STBC the ML is a very simple
decoding scheme which includes decoupling of the signals transmitted from different antennas via linear processing at the receiver. Alamouti further extended this scheme to the case of two transmit antennas and \( N_r \) receive antennas and showed that the new scheme provided a maximal diversity order of \( \text{"}2N_r\text{"} \) [2].

2.1.3 Extended space time block coding

The pioneering work of Alamouti has been a basis to create orthogonal space time block codes OSTBCs for more than two transmit antennas. OSTBCs are an important subclass of linear STBCs that guarantee that the ML detection of different symbols \( s_i \) is decoupled and at the same time the transmission scheme achieves a diversity order equal to \( N_t \times N_r \). The derivations of many of the results associated with OSTBC have been studied in [16], [50] and important links to the theory of orthogonal designs are also established.

2.1.3.1 The encoding and transmission sequence

Alamouti’s codeword matrix in (2.1.3) can be used to build a new class of codes named extended OSTBC (E-OSTBC), which was introduced in [17]. This code achieves full data rate with symbol-wise decoding by transmitting two symbols over two symbol transmission periods through four transmitting antennas. Therefore, the codeword matrix of E-OSTBC is represented as

\[
S = \begin{bmatrix}
s_0 & s_1 & s_0 & s_1 \\
-s_1^* & s_0^* & -s_1^* & s_0^*
\end{bmatrix}
\] (2.1.14)

where the columns of the matrix \( S \) represent the number of transmitter antennas and the rows represent the number of time symbol periods. It is assumed that the codeword matrix \( S \) is transmitted over four transmit antennas with each path experiencing independent flat fading with a Rayleigh distribution and the fading is constant across these two symbol transmission
periods. Then the received signal vector at the receiver over two symbol transmission periods and after taking the complex conjugates of the symbols in the second symbol transmission period can be written as

\[
\begin{bmatrix}
    r_0 \\
    r_1^* 
\end{bmatrix} = \begin{bmatrix}
    (h_0 + h_2) & (h_1 + h_3) \\
    (h_1^* + h_3^*) & -(h_0^* + h_2^*)
\end{bmatrix} \begin{bmatrix}
    s_0 \\
    s_1 
\end{bmatrix} + \begin{bmatrix}
    v_0 \\
    v_1^*
\end{bmatrix}
\] (2.1.15)

This can be written in matrix form as

\[ r = Hs + v \] (2.1.16)

### 2.1.3.2 The combining and decoding step

Since the channel state information CSI is known at the receiver, Alamouti's combiner can be performed by multiplying both sides of Equation (2.1.15) by \( H^H \). The matrix \( H^H H \) can be obtained as follows

\[
H^H H = \begin{bmatrix}
    \lambda_g + \lambda_i & 0 \\
    0 & \lambda_g + \lambda_i
\end{bmatrix}
\] (2.1.17)

where \( \lambda_g = |h_0|^2 + |h_1|^2 + |h_2|^2 + |h_3|^2 \) is the conventional channel gain for all transmit antennas and \( \lambda_i = 2\Re(h_0 h_2 + h_1 h_3) \) can be interpreted as the channel dependent interference parameter. It can be seen that, the matrix \( H^H \) in (2.1.17) is orthogonal, therefore after the combiner combines the received signals, the codeword in (2.1.14) can be decoded using simple receiver decoding with linear detected signal as follows

\[
\begin{bmatrix}
    \tilde{s}_0 \\
    \tilde{s}_1
\end{bmatrix} = H^H H \begin{bmatrix}
    s_0 \\
    s_1
\end{bmatrix} + H^H \begin{bmatrix}
    v_0 \\
    v_1^*
\end{bmatrix}
\] (2.1.18)

Then, the ML decision is used at the receiver to estimate which symbol was actually transmitted as shown in the previous section. However, although
the E-OSTBC scheme can have better performance than traditional STBC and the decoding complexity is low, in some cases, \( \lambda_i \) in (2.1.17) may be negative, which leads to some diversity loss [17], [45]. In order to mitigate this problem and to maximize the diversity order achieved by the codeword in (2.1.14), several feedback techniques have been proposed to ensure the channel dependent interference, \( \lambda_i \), is positive during the transmission periods so as to achieve full data rate and full diversity order with the array gain [51], [52], [17]. The full analysis of these closed-loop methods is presented in the next chapters 3 and 4.

2.1.4 Simulation results

In this section the comparison of the BER performance of the Alamouti scheme, the MRRC system, and the E-STBC scheme with and without feedback is simulated in an uncorrelated Rayleigh fading channel using quadrature phase shift keying (QPSK) modulation. All the simulations are under the consideration of perfect channel evaluation, that means the receiver has perfect knowledge of the complex gain of each channel branch. From Figure 2.3, it can be seen that the performance of the Alamouti scheme with two transmitters and a single receiver is 3\( \text{dB} \) worse than two-branch MRRC. For example, to achieve a BER of 10\(^{-3} \) with the MRRC, with two receive antennas an SNR of 14\( \text{dB} \) is required and for the Alamouti scheme, with two transmit and one receiver antennas the SNR required is 17\( \text{dB} \) as shown in Figure 2.3. This means the Alamouti scheme, with two transmit antennas and one receive antenna, is 3\( \text{dB} \) worse than MRRC. The 3\( \text{dB} \) difference is incurred because the simulations assume that each transmit antenna radiates half the energy in order to ensure the same total radiated power as with one transmit antenna. Figure 2.4 shows that, if each transmit antenna was to radiate the same energy as the single transmit antenna for MRRC, the performance would be identical. Figure 2.5 shows the performance of
the E-STBC scheme with and without feedback. It can be observed that
the end-to-end BER performance of the E-STBC without feedback is worse
than the end-to-end BER performance with feedback. For example, at av-
erage BER $10^{-3}$ approximately $13.5dB$ of SNR is necessary in the case of
no feedback, however, in the case of feedback approximately $7.5dB$ of SNR
is required. Also the simulation shows that the Alamouti scheme $2 \times 1$ and
E-STBC scheme $4 \times 1$ without feedback are identical due to diversity loss
in E-STBC scheme by channel dependent interference $\lambda_i$, as discussed in
Section 2.1.3.2. However when comparing Alamouti scheme $2 \times 2$ and E-
STBC scheme $4 \times 1$ with feedback, the Alamouti scheme $2 \times 2$ gives better
performance by about $1dB$. This is due to the noise effective variance being
reduced in the process of the measurements of the two antennas as part of
the symbol decoding.

![Figure 2.3. BER performance comparison of coherent QPSK with MRRC and the Alamouti scheme.](image-url)
Figure 2.4. Identical performance when the radiated power is the same in both schemes.
Figure 2.5. BER performance comparison of coherent QPSK with Alamouti and the E-OSTBC scheme.
In recent years, there has been much interest in modulation techniques to achieve transmit diversity motivated by the increased capacity of multiple-input multiple-output (MIMO) channels. To achieve transmit diversity the transmitter needs to be equipped with multiple antennas in the case of point-to-point wireless systems [1]. The antennas should be placed several wavelengths apart to have uncorrelated fading among the different antennas; hence, higher diversity orders and higher coding gains are achievable. It is reasonable to equip base stations with more than one antenna, but, in some cases, such as in cellular, ad hoc, and sensor networks, there is a difficulty to equip the small units with more than one antenna and achieve uncorrelated fading channel [8], [18], [19]. This is because the multiple antennas have to be well separated so that the channel between each transmit and receive antenna experiences uncorrelated fading [8]. Therefore, using multiple antennas spaced sufficiently far apart is practically not possible. As a consequence, recently, there has been increasing research in ad hoc wireless networks looking for methods to exploit the spatial diversity provided by antennas of different users to improve the reliability and capacity of transmission [26], [53]. This improvement is called cooperative diversity and can be achieved by allowing single-antenna nodes to work together to achieve some of the benefits of MIMO systems [54]. The basic idea of cooperative diversity or distributed space-time coding is that a collection of distributed single-antenna mobiles or relays in a multi-user scenario can share their antennas to create a virtual antenna array for MIMO operation. In this section, the design of protocols that allow several nodes to cooperate via forwarding each others’ data, which can increase the system reliability by achieving spatial cooperative diversity, is considered in the following sections.
2.2.1 Wireless relay network model and DSTBC

Figure 2.6 shows a wireless network with $R + 2$ nodes, one transmit node, one receive node and all the other $R$ nodes work as relays. Each node has one antenna operates in half-duplex mode, which can be used for both transmission and reception. There is assumed to be no direct link between the transmit node and receive node. The channel between the transmitter and the $i^{th}$ relay is denoted by $h_{i,1}$ and between the $i^{th}$ relay and the receiver is denoted by $h_{i,2}$. The channels are assumed to be flat fading, independent and identically distributed (i.i.d.) zero-mean and unit-variance complex Gaussian random variables.

![Figure 2.6](image)

**Figure 2.6.** Wireless relay network with $R$ relay nodes and single transmitter + receiver.

The idea is to send information from the transmitter to the receiver with the help of relay nodes by applying a simple operation on the received signal, in a way such that the antennas of the relays work as transmit antennas of the transmitter to obtain diversity. The main difference between this model and the Alamouti scheme is that the antennas of the transmitter, as shown in Sections 2.1.2 and 2.1.3, can cooperate fully while in the relays they do
not communicate with each other and can only cooperate in a distributed fashion [20].

### 2.2.2 Distributed orthogonal space-time block coding

This section discusses different schemes of distributed orthogonal space-time block coding (DOSTBC) at the receiver by designing the $A_i$ and $B_i$ matrices used at the relays. In Section 2.2.2.1 and 2.2.2.2, the scheme generates $N_s \times R$ DOSTBC at the receiver, where $N_s$ is the number of information symbols and $R$ is the number of relays. The time interval used for the two steps are the same, $N_{s,1} = N_{s,2} = N_s$. Therefore, the symbol rate of the code is one over each hop, whereas the end-to-end symbol rate is $\frac{1}{2}$. On the transmitter side, the information bits are encoded into $N_s$ symbols $s = [s_1, s_2, ..., s_{N_s}]^T$ with the normalization $E\{s^H s\} = 1$ where $E\{\cdot\}$ denotes the expectation of a random variable.

The transmission in the network involves a two-step protocol, as depicted in Figure 2.6, where the transmitter sends the information $\sqrt{P_1 N_s} s$ to the relays at time 1 to $N_s$, $P_1$ is the average power per transmission used at the transmitter. The received signal vector at the $i^{th}$ relay is corrupted by the fading $h_{i,1}$ and the noise vector $v_i$, and is given by [16]

$$r_i = \sqrt{P_1 N_s} h_{i,1} s + v_i \quad (2.2.1)$$

In the second step, from $N_s + 1$ to $2N_s$, the $i^{th}$ relay transmits the signal vector $t_i$ which corresponds to the received signal vector $r_i$ multiplied by a scaled unitary matrix. The transmit signal vector $t_i$ at the $i^{th}$ relay is in fact a linear function of the received signal, as given by

$$t_i = \sqrt{\frac{P_2}{P_1 + 1}} (A_i r_i + B_i r_i^*) \quad (2.2.2)$$
where $P_2$ is the average transmit power used at each relay, $1$ is the noise power, and $\mathbf{A}_i$ and $\mathbf{B}_i$ are two $N_s \times N_s$ complex matrices that depend on the distributed space time code, as will be shown in the next section. Then the received signal vector at the receiver can be modeled as

$$\mathbf{x} = \sum_{i=1}^{R} \mathbf{h}_{i,2} \mathbf{t}_i + \mathbf{w}$$

(2.2.4)

where, $\mathbf{w}$ is the terminal noise vector at the receiver. The special case when either $\mathbf{A}_i = 0, \mathbf{B}_i$ is unitary or $\mathbf{B}_i = 0$, and $\mathbf{A}_i$ is unitary is considered, where $0$ is an $m \times n$ matrix with all zeros. Under this special case, the following variables are defined as [16],

$$\mathbf{\tilde{A}}_i = \mathbf{A}_i, \quad \mathbf{\hat{h}}_{i,1} = \mathbf{h}_{i,1}, \quad \mathbf{\hat{v}}_i = \mathbf{v}_i, \quad \mathbf{s}^{(i)} = \mathbf{s}, \quad \text{if } \mathbf{B}_i = 0$$

$$\mathbf{\tilde{A}}_i = \mathbf{B}_i, \quad \mathbf{\hat{h}}_{i,1} = \mathbf{h}_{i,1}^*, \quad \mathbf{\hat{v}}_i = \mathbf{v}_i, \quad \mathbf{s}^{(i)} = \mathbf{s}, \quad \text{if } \mathbf{A}_i = 0$$

Thus, equation (2.2.3) can be written as,

$$\mathbf{t}_i = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \mathbf{h}_{i,1} \mathbf{A}_i \mathbf{s}^{(i)} + \sqrt{\frac{P_2}{P_1 + 1}} \mathbf{A}_i \mathbf{v}_i$$

and from equation (2.2.4), the received signal can be calculated to be

$$\mathbf{x} = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \mathbf{S} \mathbf{h} + \mathbf{w}$$

(2.2.5)

where $\mathbf{S} = [\mathbf{\tilde{A}}_1 \mathbf{s}^{(1)}, ..., \mathbf{\tilde{A}}_R \mathbf{s}^{(R)}]$ is a space time codeword generated by the relays, $\mathbf{h} = [\mathbf{\hat{h}}_{1,1} h_{1,2}, ..., \mathbf{\hat{h}}_{R,1} h_{R,2}]^T$ is the equivalent channel vector and
\( \mathbf{w} = [w_1 \ldots w_R]^T \) is the equivalent noise vector

\[
\mathbf{w} = \sqrt{\frac{P_2}{P_1 + 1}} \sum_{i=1}^{R} h_i \hat{A}_i \hat{\mathbf{v}}_i + \mathbf{w},
\]  

(2.2.6)

When the channel vector \( \mathbf{h} \) is known at the receiver, the ML decoding is

\[
\arg \min_{\mathbf{S} \in \mathbb{S}} \| \mathbf{x} - \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \mathbf{S} \mathbf{h} \|
\]

where \( \| \cdot \| \) indicates the Euclidean norm and \( \mathbb{S} \) all the possible code matrices.

When the total consumed power, \( P \), in the whole network is fixed, the optimal power allocation that maximizes the expected signal-to-noise ratio (SNR) at the receiver is [27]

\[
P_1 = \frac{P}{2} \quad \text{and} \quad P_2 = \frac{P}{2R}
\]

### 2.2.2.1 Complex orthogonal designs

This section describes the use of complex orthogonal designs and Alamouti type designs in networks with two relays, \( N_s = R = 2 \). The matrices \( \mathbf{A}_i \) and \( \mathbf{B}_i \) used at the two relays are defined as [26]

\[
\begin{align*}
\mathbf{A}_1 &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, & \mathbf{A}_2 = \mathbf{B}_1 = 0, & \mathbf{B}_2 &= \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\end{align*}
\]

The distributed space-time coding protocol described by (2.2.1), (2.2.2), and (2.2.4) is used. As mentioned earlier, the \( i \)th column of the code matrix can only contain either the information symbols or their conjugates.

In the first step, at times 1 to \( N_s \), the transmitter sends \( \mathbf{s} = [s_1 \ s_2]^T \) to the relays. The two relays receive \( \mathbf{r}_1 = [r_{1,1} \ r_{1,2}]^T \) and \( \mathbf{r}_2 = [r_{2,1} \ r_{2,2}]^T \), as described in equation (2.2.1).
In the next step, from $N_s + 1$ to $2N_s$, the first relay sends

$$t_1 = \sqrt{\frac{P_2}{P_1 + 1}} (A_1 r_1 + B_1 r_1^*)$$

and the second relay sends

$$t_2 = \sqrt{\frac{P_2}{P_1 + 1}} (A_2 r_2 + B_2 r_2^*)$$

after expanding equation in (2.2.4), the receiver obtains

$$x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = h_{1,2} t_1 + h_{2,2} t_2 + \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}$$

Thus, the space-time code word generated by the relays has the following form:

$$S = \begin{bmatrix} s_1 & -s_2^* \\ s_2 & s_1^* \end{bmatrix}$$

(2.2.7)

where the first column contains information symbols and the second column has their conjugates. This code is the transpose of the Alamouti structure. By defining $s = [s_1 - s_2^*]$ the space-time coding generated by the relays has the Alamouti structure form

$$S = \begin{bmatrix} s_1 & s_2 \\ -s_2^* & s_1^* \end{bmatrix}$$

(2.2.8)

### 2.2.2.2 Extended distributed orthogonal space time block coding

A wireless network with four relays is considered, $R = 4$ and $N_s = 2$. During the first step, the transmitter sends both $\sqrt{P_1 N_s} s_0$ and $\sqrt{P_1 N_s} s_1$. At the second step, the $i^{th}$ relay sends signal vector, $t_i$, to the receiver. The signal
vector, \( t_i \), is designed as

\[
    t_i = \sqrt{\frac{P_2}{(P_1 + 1)}} \left[ A_i \quad B_i \right] r_i
\]  

(2.2.9)

where \( P_1 \) is the average power used at the transmitter per transmission, \( P_2 \) is the average power used at the \( i^{th} \) relay per transmission, and \( A_i \) and \( B_i \) are \( N_s \times N_s \) matrices that are used at the relays. The system equation and the channel \( h \) are the same as (2.2.5), and the \( N_s \times R \) DSTC generated by the relays is

\[
    S = \left[ \begin{array}{c} A_1 \quad B_1 \quad s \quad \ldots \quad A_R \quad B_R \quad s \end{array} \right]
\]

The matrices \( A_i \) and \( B_i \) that can be used at the relays in networks with \( N_s = 2 \) and \( R = 4 \) are defined as

\[
    A_1 = A_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad A_3 = A_4 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = 0_2
\]

\[
    B_1 = B_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = 0_2, \quad B_3 = B_4 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]

Thus, the space-time code word generated by the relays has the following form:

\[
    S^{(i)} = \begin{bmatrix} s_0 & s_0 & -s_1^* & -s_1^* \\ s_1 & s_1 & s_0^* & s_0^* \end{bmatrix}
\]  

(2.2.10)

Then, after expanding equation in (2.2.4), the receiver obtains

\[
    \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = h_{1,2} t_1 + h_{2,2} t_2 + h_{3,2} t_3 + h_{4,2} t_4 + \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}
\]
Then, the ML decision is used at the receiver to estimate which symbol was actually transmitted. However, as mentioned in Section 2.1.3.2, the extended distributed orthogonal space time block coding (E-DOSTBC) can have better performance than traditional DOSTBC and the decoding complexity is low at the expense of losing some degree of cooperative diversity. In order to mitigate this problem and to maximize the diversity order achieved by the codeword in (2.2.10), a feedback technique is needed to ensure the channel dependent interference is positive during the transmission periods to achieve full data rate and full diversity order with the array gain. The analysis of the closed-loop method is presented in the next chapter, Section 3.2.

2.2.2.3 Simulation results

This section presents the end-to-end BER comparisons for cooperative networks with QPSK modulation. All schemes are under the consideration of perfect channel evaluation and have the same total power as in [27]. Firstly, it can be seen that with increasing number of relays, the BER is decreased, i.e., in Figure 2.7, when the SNR is $25\text{dB}$, the BER of a single relay, two relays and four relays are approximately $10^{-2}$, $0.2 \times 10^{-2}$, $0.4 \times 10^{-3}$ and $10^{-4}$, respectively. The end-to-end BER performance is an important parameter for cooperative wireless networks, and this simulation confirms the advantage of the DOSTBC scheme which exploits cooperative diversity. Secondly, the E-DOSTBC scheme without feedback provides approximately $3.5\text{dB}$ gain over the DOSTBC scheme, while the E-DOSTBC scheme with feedback provides approximately $6\text{dB}$ over the DOSTBC scheme, this improvement is because it achieves full cooperative diversity of order four at the expense of a required feedback channel.
Figure 2.7. Comparison of BER performance for DOSTBC and E-DOSTBC as a function of total transmit power using two and four relays.
2.3 DOSTBC for asynchronous cooperative wireless relaying

Wireless communication systems in practice operate under non-ideal conditions such as timing synchronization errors. This error can significantly degrade the performance gain of the system unless they are synchronized in real time. Some previous works on cooperative communications [25], [55], [56], [57] have studied performance improvements in different terms such as outage behavior, energy efficiency, and BER for several cooperative relaying strategies. However, these studies have ignored some practical aspects of cooperative communication networks, i.e. it is assumed that the transmitters and receivers are perfectly synchronized in time. Therefore, in this section the DOSTBC schemes are applied within an asynchronous cooperative wireless relay network to achieve significant performance gain for the case of two relay nodes. Since interference at the symbol level is an issue that reduces the performance gain in cooperative relay networks, a parallel interference cancelation (PIC) detection scheme at the destination node is applied to overcome the impact of imperfect synchronization among the cooperative relay nodes. The end-to-end BER simulation results show that the PIC detection algorithm can mitigate the inter symbol interference (ISI) greatly, and a small number of iterations is necessary within the PIC detection to improve the system performance, with low structural and computational complexity.

2.3.1 System model

The DOSTBC for a two hop asynchronous cooperative communication scenario, with single source node, single destination node and two relay nodes $R_j, j = 1,2$ located in the middle without direct transmission (DT) between source and the destination node is considered. All nodes are equipped with single antennas as shown in Figure 2.8. It is assumed that the distance be-
between source and destination is such that the link is unusable. Therefore, the destination node only relies on the signals from the relay nodes. The channel coefficients between the source node and relay nodes are denoted as $h_{j,1}$ and the channel coefficients from relay nodes to the destination node are denoted as $h_{j,2}$. All these channel coefficients are assumed unchanged during the transmission of a signal code block (quasi-static frequency-flat fading) between any two nodes and are supposed to be perfectly known to the destination node. Therefore, all channel coefficients $h_{j,1}$ and $h_{j,2}$, $j = 1, 2$ are assumed to be zero-mean and unit variance complex Gaussian random variables i.e. $h_{j,1}$ and $h_{j,2}$ are $CN(0, 1)$. As in most cooperative communication systems, the transmission process can be divided into two phases. In the first phase, the source groups the information as two symbols $s(i) = \sqrt{P_1}[s(1, i), s(2, i)]^T$, where $P_1$ denotes the average transmit power at the source for every channel use. The source node broadcasts them in two different time slots to relay nodes $R_j$, $j = 1, 2$. At the relay nodes the receive signal vector is denoted as $r_j(i) = [r_j(1, i), r_j(2, i)]^T$, $j = 1, 2$, which is corrupted by both the fading coefficients $h_{j,1}$ and the noise at each relay. In the second phase the relay nodes, which operate in a distributed space time protocol, transmit the received signal vector from the source node

Figure 2.8. Basic structure of distributed space time coding with cooperative transmission and offset delay between $R_2$ and the destination node.
and its conjugate denoted by \( t_j(i) = [t_{j}(1, i), t_{j}(2, i)]^T \). Therefore, the received signal at the destination node in two different time slots is denoted as \( x(i) = [x(1, i), x(2, i)]^T \), where \( i \) denotes the time slot. At the destination node ML detection is used to detect which symbols reach the destination node.

### 2.3.2 Receive and transmission processes at the relay nodes

As shown in Figure 2.8 and as mentioned in the above section the received signal vector during the first phase at the relay nodes can be expressed as follows, where \( j = 1, 2 \)

\[
\mathbf{r}_j(i) = \sqrt{P_1 N_s h_{j,i}} \begin{bmatrix} s(1, i) \\ s(2, i) \end{bmatrix} + \begin{bmatrix} v_j(1, i) \\ v_j(2, i) \end{bmatrix} \tag{2.3.1}
\]

where \( \mathbf{v}_j(i) = [v_j(1, i), v_j(2, i)]^T \in \mathcal{C}\mathcal{N}(\mathbf{0}, \mathbf{I}_2) \) is additive Gaussian noise at the relay nodes. During the second phase the relay nodes transmit the received signal from the source node. Each relay node has a pair of fixed \( 2 \times 2 \) unitary matrices, which are designed as

\[
\mathbf{A}_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \mathbf{B}_1 = 0, \mathbf{A}_2 = 0, \mathbf{B}_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \tag{2.3.2}
\]

The transmitted signal vectors at both relays are modelled as follows

\[
\mathbf{t}_j(i) = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} (h_{j,1} \mathbf{A}_j \mathbf{s}(i) + h_{j,i}^* \mathbf{B}_j \mathbf{s}^*(i)) + \sqrt{\frac{P_2}{P_1 + 1}} (\mathbf{A}_j \mathbf{v}_j(i) + \mathbf{B}_j \mathbf{v}_j^*(i)) \tag{2.3.3}
\]
By substituting (2.3.2) in (2.3.3) the transmitted signal vector from \( R_1 \) can be expressed as

\[
\begin{bmatrix}
t_1(1, i) \\
t_1(2, i)
\end{bmatrix} = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \begin{bmatrix}
h_{1,1}s(1, i) \\
h_{1,1}s(2, i)
\end{bmatrix} + \sqrt{\frac{P_2}{P_1 + 1}} \begin{bmatrix}
v_1(1, i) \\
v_1(2, i)
\end{bmatrix}
\] (2.3.4)

and the transmitted signal vector from \( R_2 \) can be expressed as

\[
\begin{bmatrix}
t_2(1, i) \\
t_2(2, i)
\end{bmatrix} = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \begin{bmatrix}
-h_{2,1}^* s^*(2, i) \\
h_{2,1}^* s^*(1, i)
\end{bmatrix} + \sqrt{\frac{P_2}{P_1 + 1}} \begin{bmatrix}
-v_2^*(2, i) \\
v_2^*(1, i)
\end{bmatrix}
\] (2.3.5)

Due to imperfect synchronization resulting from different delays the transmitted signal \( t_2(i) \) will most likely arrive at the destination node at different time instants. This lack of synchronization will induce inter symbol interference (ISI) at the destination node, which will destroy the structure of the STBC at the destination node. This ISI caused by the neighboring symbols is caused by sampling or matched filtering (whatever pulse shaping is used) [58].

As can be seen from Figure 2.9, there is normally a timing misalignment of \( \tau \) among the received signals at the destination node and assuming that \( \tau \) is smaller than the sample period. Without loss of generality, assume that \( R_1 \) is perfectly synchronized to the destination node. An interference term is added to the received signals due to inter relay node synchronization with the \( R_2 \) node. The received signal vectors over two independent time intervals
Figure 2.9. Representation of cooperative transmission for two node cooperative relay network under imperfect synchronization, the received signal at the destination node is the superposition of two symbols.
at the destination node can then be represented as follows

$$
\begin{bmatrix}
    x(1,i) \\
    x(2,i)
\end{bmatrix}
= h_{1,2}
\begin{bmatrix}
    t_1(1,i) \\
    t_1(2,i)
\end{bmatrix}
+ h_{2,2}(-1)
\begin{bmatrix}
    t_2(1,i) \\
    t_2(2,i)
\end{bmatrix}
+ I_1(1,i)
\begin{bmatrix}
    w_1(1,i)
\end{bmatrix}
+ I_2(2,i)
\begin{bmatrix}
    w_2(1,i)
\end{bmatrix}
$$

(2.3.6)

where

$$
\begin{bmatrix}
    I_1(1,i) \\
    I_2(2,i)
\end{bmatrix}
\triangleq h_{2,2}(-1)
\begin{bmatrix}
    t_2(2,i - 1) \\
    t_2(1,i)
\end{bmatrix}
$$

and represents the ISI from $R_2$ and $w_j(i) = [w_j(1,i), w_j(2,i)]^T$ is additive Gaussian noise at the destination node. Due to imperfect synchronization $h_{2,2}(-1)$ reflects the ISI from the previous symbols under imperfect inter node synchronization. The relative strengths of $h_{2,2}(-1)$ can be expressed as a ratio as follows [58]

$$
\beta = \frac{|h_{2,2}(-1)|^2}{|h_{2,2}|^2}
$$

(2.3.7)

where $\beta$ is defined to reflect the impact of time delay $\tau$ between $R_1$ and $R_2$ at the destination node and the pulse shaping waveforms. When $\beta = 0$ that means all relay node transmissions are perfectly synchronized at the destination node i.e. $\tau = 0$. On the other hand, when $\beta = 1$ (i.e. 0dB), that means there is time delay between the transmitted signal $R_1$ and $R_2$ to the destination node and $\tau = 0.5$. The total transmission power in the whole network is denoted as $P$, therefore the optimal power allocation that maximizes the expected receiver SNR is $P_1 = \frac{P}{2}$ and $P_2 = \frac{P}{2R}$ where $R$ is the number of relay nodes [16].

Substituting (2.3.4) and (2.3.5) into (2.3.6) the received signal vectors at the destination node, conjugated for convenience at two independent time
intervals can be represented as follows

\[
\begin{bmatrix}
  x(1, i) \\
  x^*(2, i)
\end{bmatrix} = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \begin{bmatrix}
  h_{1,2} h_{1,1} & h_{2,2}^* h_{2,1} \\
  h_{2,2}^* h_{2,1} & -h_{2,2}^* h_{2,1}^*
\end{bmatrix} \begin{bmatrix}
  s(1, i) \\
  s(2, i)
\end{bmatrix}
\]

\[
\begin{aligned}
&+ \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} \begin{bmatrix}
  h_{2,2}(-1) h_{2,1}^* s^*(1, i - 1) \\
  h_{2,2}^*(-1) h_{2,1} s^*(2, i)
\end{bmatrix} \\
&+ \sqrt{\frac{P_2}{P_1 + 1}} \begin{bmatrix}
  w(1, i) \\
  w^*(2, i)
\end{bmatrix}
\end{aligned}
\]

\[
\text{(2.3.8)}
\]

where

\[
\begin{bmatrix}
w(1, i) \\
w(2, i)
\end{bmatrix} = \sum_{j=1}^{2} (h_{j,2}(A_j \begin{bmatrix}
v_j(1, i) \\
v_j(2, i)
\end{bmatrix} + B_j \begin{bmatrix}
v_j^*(1, i) \\
v_j^*(2, i)
\end{bmatrix})) \\
+ \begin{bmatrix}
w_j(1, i) \\
w_j(2, i)
\end{bmatrix}
\]

\[
\text{(2.3.9)}
\]

Therefore equation (2.3.8) can be written in matrix form as

\[
x(i) = \sqrt{\frac{P_1 P_2 N_s}{P_1 + 1}} (hs(i) + I(i)) + w(i)
\]

\[
\text{(2.3.10)}
\]

where \(I(i) = [I_1(1, i), I_2(2, i)]^T\) is the ISI from neighboring symbols at the destination node, where

\[
I(1, i) = h_{2,2}(-1) h_{2,1}^* s^*(1, i - 1)
\]

\[
\text{(2.3.11)}
\]

and

\[
I(2, i) = -h_{2,2}^*(-1) h_{2,1} s^*(2, i)
\]

\[
\text{(2.3.12)}
\]
Since the channel vector $h$ is known at the destination node, the ML decoding can be expressed as

$$
\hat{s}(j, i) = \arg\left\{ \min_{s_m \in \mathcal{S}} \| x(i) - (|h_{1,1}h_{1,2}|^2 + |h_{2,1}h_{2,2}|^2)s_m \| \right\} \text{ for } j = 1, 2
$$

(2.3.13)

where $\mathcal{S}$ is the alphabet containing 16 symbols for QPSK. This decoding can suffer from synchronization error, because the $I(i)$ component in (2.3.10) will destroy the orthogonality of DOSTBC.

### 2.3.3 Parallel interference cancellation algorithm

To remove the impact of the interference component $I(i)$ from (2.3.10), the PIC detection algorithm is applied at the destination node to allow ML decoding within the DSTBC structure. Assume all channel coefficients to be perfectly known at the destination node. Since $s^*(1, i - 1)$ in (2.3.11) is in fact already known if the detection process has been initialized properly, therefore $I(1, i)$ in (2.3.11) can be mitigated during the initialization stage. The impact of $I(i)$ can be eliminated by apply PIC iteration process as follows

**Initialization:**

1. Initialize iteration number $k$ to zero

2. From the received signal $x(i)$ in (2.3.10) calculate

$$
\hat{x}^{(0)}(i) = \begin{bmatrix} x(1, i) - I(1, i) \\ x^*(2, i) \end{bmatrix}
$$

(2.3.14)

3. Substitute $x(i)$ with $\hat{x}^{(0)}(i)$ and then apply the ML decoding in (2.3.13) to obtain $s^{(0)}(i) = [s^{(0)}(1, i), s^{(0)}(2, i)]^T$
4. increment iteration number \( k \) by 1

5. Remove \( I(2, i) \) in (2.3.12) by calculating

\[
\hat{x}^{(k)}(i) = \begin{bmatrix} x(1, i) - I(1, i) \\ x^*(2, i) - I^{(k-1)}(i) \end{bmatrix}
\]  

(2.3.15)

where

\[
I^{(k-1)}(i) = h_{2,2}^*(-1)h_{2,1}s^{*^{(k-1)}}(2, i)
\]

6. Substitute \( x(i) \) with \( \hat{x}^{(k)}(i) \) and then apply the ML decoding in (2.3.13) to obtain \( s^{(k)}(i) = [s^{(k)}(1, i), s^{(k)}(2, i)]^T \)

7. Repeat the process from point 4 until \( k \geq N \)

8. \( \hat{s}(i) = s^{(k)}(i) \), which is the actually transmitted detection signal to be chosen.
2.3.4 Simulation results

Simulation results demonstrate how the synchronization errors can cause a degradation in the QPSK system end-to-end bit error rate (BER) performance and how they can be mitigated by applying PIC detection with $k = 3$. In Figure 2.10 the effect of synchronization error between $R_1$ and $R_2$ on end-to-end BER is shown by changing delay asynchronism value $\beta = 3, 0, -3$ and $-6dB$. Also, Figure 2.10 shows the effect of the conventional ML detector in DSTBC is not effective to mitigate ISI even under small time misalignments $\beta = -6dB$. The end-to-end BER performance with PIC detection is much improved in the system performance as shown in Figure 2.11. Clearly, PIC detection is not only simple but also very effective even under some relatively large $\beta$ values, while the conventional ML detector fails even under small $\beta$ values.

![Figure 2.10. End-to-end BER performance of conventional detector under different $\beta$ values.](image-url)
Figure 2.11. End-to-end BER performance of PIC detector under different $\beta$ values and when the number of iterations $N=3$. 
2.4 Summary

In this chapter, firstly, an orthogonal STBC has been investigated, simulated and the performances of the MRRC and Alamouti schemes with perfect channel evaluation have been compared. It was shown that receive diversity and transmit diversity can mitigate fading and significantly improve the performance of the system. The results showed the similarity in performance and complexity for the two schemes, and that the Alamouti scheme provided the same diversity order as MRRC. The Alamouti schemes using a MIMO systems produce high order of diversity and considerable improvement in BER as the number of antennas increased on Transmitter or receiver side.

Secondly, the chapter proceeded to discuss the expanding wireless network coverage with the use of cooperative relay networks. Various theoretical and practical issues were also reviewed and motivated by the difficulty in deploying multiple antennas in the mobile terminals; it was then highlighted that researchers have focused their attention into ways of using multiple single antennas to create a virtual MIMO channel through the use of cooperation, this was later extended to cooperative relay networks and the advantages of distributed STBCs were also shown. Finally, the problem of synchronization among the relay nodes was addressed and discussed which showed that the conventional DOSTBC detector is very sensitive to synchronization error, so much so that the link would be unusable. However, the Alamouti scheme for one-way distributed systems provides full diversity order but is limited to half data rate. In the next chapter, a two-way system for cooperative relay systems that can achieve full diversity order and full data rate with the same low order complexity will be proposed, which is the main research focus in this thesis.
This chapter investigates wireless relay networks for two-way communication over a number of relays based on orthogonal space time block codes (OSTBCs) with all relays forming a distributed orthogonal space time block code (DOSTBC) to aid the communication between both terminals. Firstly, two-way communication over a four node Gaussian relay channel based on a closed-loop extended distributed orthogonal space time block code (E-DOSTBC) is used to aid the communication between both terminals. Full data rate and full cooperative diversity can be obtained by using closed-loop E-DOSTBC. Only limited feedback information based upon channel state information (CSI) available at one of the receiving terminals is required. Secondly, a DOSTBC is applied within an asynchronous two-way cooperative wireless relay network using two relay nodes. A parallel interference cancelation (PIC) detection scheme with low structural and computational complexity is applied at the terminal nodes in order to overcome the effect of imperfect synchronization among the cooperative relay nodes.
3.1 Introduction

A cooperative wireless relay network is one of the most popular techniques to exploit spatial diversity in wireless systems, in practice, through DOSTBC [15], [16]. Relay nodes not only provide independent channels between the source node and the destination node, to leverage space diversity, but also can help two terminals with no or weak direct connection acquire a robust link [14]. Recent research has proposed distributed MIMO to leverage diversity gain on the basis of simple single antenna nodes cooperating to form virtual MIMO transmission [15], [21], [59], [9]. In [16], [27] distributed space time block coding has been designed for this situation and early work focused on one-way transmission from the source to destination node through a number of relay nodes. They consider the simplest transmission protocol of the form of amplify-and-forward (AF) which is preferred in terms of complexity over decode-and-forward (DF). They use OSTBCs [8], [60] and quasi orthogonal STBCs (QOSTBCs) [61], [62] and apply a linear dispersion (LD) space-time code using the AF protocol, where both the diversity and coding gains were analyzed with half data rate between source and destination node. Although these techniques achieve the maximal spatial diversity, i.e. diversity of two [16] and diversity of four [45], their end-to-end data rate is only a half data rate. Therefore, two-way communication is considered for wireless relay networks where two terminals exchange their information between each other and thereby achieve overall full data rate and full diversity order in each terminal. The first two-way channel without relay scenario was studied and proposed by Shannon [63]. DSTBCs for two-way wireless relay networks with two relay nodes using two, three, and four time slots were proposed in [64]. In [65], the achievable diversity multiplexing tradeoff has been analyzed for a multi-hop MIMO relay network with two-way data transmission.
3.2 Distributed closed-loop E-DOSTBC for two-Way wireless relay networks

In this section, a closed-loop E-DOSTBC [45] for two-way communication relay wireless networks for quasi-static flat fading channels in the presence of feedback is proposed, where two terminals exchange their information with the help of four relay nodes to achieve overall full data rate and full cooperative diversity in each terminal at the same time. The associated simulations show that the proposed approach provides a significant improvement in BER performance as compared to what was previously achieved in [64].

3.2.1 System model

Consider wireless relay networks for two-way communications using two time slots as shown in Figure 3.1 with relay nodes $R_m$, $m = 1...M$, and two terminal nodes $T_j$, $j = 1, 2$. The two terminals exchange their information between each other through the relay nodes using the DOSTBC. There is assumed to be no direct link between $T_1$ and $T_2$, for example due to shadowing, or distance, and all nodes are equipped with a single antenna, operating in half-duplex mode, that cannot transmit and receive simultaneously. For simplicity, the fading coefficient between $T_j$ to the $m^{th}$ relay is identical to the fading coefficient between $m^{th}$ relay to $T_j$. Denote the fading coefficient

\[ h_{m,j} \]

Figure 3.1. Basic structure of relay network for two-way communications using two time slots.
between $T_1$ to the $m^{th}$ relay as $h_{m,1}$ and the fading coefficient between $T_2$ to the $m^{th}$ relay as $h_{m,2}$, $m = 1...M$. Assume that the channel coefficients are unchanged during the transmission of a signal code block (quasi-static frequency-flat Rayleigh fading) between any two nodes and they are known to the receiving nodes. Therefore, assume that $h_{m,1}$ and $h_{m,2}$, $m = 1...M$, are independent and identically distributed (i.i.d) zero-mean complex Gaussian random variables with unity variance (i.e., $\sigma^2 = 1$). $T_1$ and $T_2$ communicate with each other with the assistance of $R_m$ nodes sending the signal $s_{T_j} = [s_{j,1}, s_{j,2}]^T$, where $s_{T_j} \in \tilde{A}_j$, $j = 1,2$, and $\tilde{A}_j$ is a finite constellation with the normalization $E\{s^H s\} = 1$. All relay nodes receive signals from both terminals in the broadcast phase, and the received signal vector at each relay can be expressed as

$$r_m = \sqrt{P_{T_1} N_s h_{m,1}} s_{T_1} + \sqrt{P_{T_2} N_s h_{m,2}} s_{T_2} + v_{r,i} \quad \text{for } m = 1 ... M \quad (3.2.1)$$

where $P_{T_j}$ is the average power of terminal $T_j$, $s_{T_j}$ is the transmitted signal by $T_j$, $j = 1,2$, $N_s$ is the number of information symbols and $v_{r,i}$ is the additive noise vector at the $m^{th}$ relay node. Assume all noise terms are additive zero-mean white circular complex Gaussian variables with unity variance (i.e., $\sigma^2 = 1$). For fair comparison, the total power in the whole system is denoted as $P$ [16], where $P = P_{T_1} + P_{T_2} + P_R$, where $P_R$ is the total power at the relays. Under the condition $P_{T_1} = P_{T_2}$, $P_{T_1} = P_{T_2} = \frac{P}{2}$ and $P_R = \frac{P}{2}$, where each relay has equal power $\frac{P}{M}$. Due to the symmetry and since each terminal sends every two time slots then $N_s = 2$.

The relay node next amplifies the received signal vector $r_m$ and transmits a linear function of its received signal and its conjugate and relays the signal to both terminals and can be expressed as

$$t_m = \Psi(A_m r_m + B_m \bar{r}_m) \quad (3.2.2)$$
where the matrices $A_m$ and $B_m$ have dimension $N_s \times N_s$ and are used to perform the DSTBC at the $m^{th}$ relay [16] and $\Psi = \sqrt{\frac{2P_R}{N(2P_1+2P_2+1)}}$ is the amplification factor to maintain an average transmit power $P_R$ at the relay nodes [64]. In the relaying phase, both terminals receive signals from the $m^{th}$ relay, and the received signal vectors at both terminals are expressed as

\begin{equation}
\mathbf{x}_T^{(1)} = \sum_{m=1}^{M} h_{m,1} \mathbf{t}_m + \mathbf{w}_{T_1}^{(1)} \tag{3.2.3}
\end{equation}

\begin{equation}
\mathbf{x}_T^{(2)} = \sum_{m=1}^{M} h_{m,2} \mathbf{t}_m + \mathbf{w}_{T_2}^{(2)} \tag{3.2.4}
\end{equation}

where $\mathbf{w}_{T_j}$ is an additive white Gaussian noise vector at $T_j$.

With (3.2.3) and (3.2.4), the received signals at the two terminals can be modeled as follows

\begin{equation}
\mathbf{x}_T^{(1)} = \Psi (\sqrt{2P_{T_2}} \mathbf{S}_{T_2} \mathbf{h} + \sqrt{2P_{T_1}} \mathbf{S}_{T_1} \mathbf{g}) + \mathbf{w}_{T_1}^{(1)} \tag{3.2.5}
\end{equation}

\begin{equation}
\mathbf{x}_T^{(2)} = \Psi (\sqrt{2P_{T_1}} \mathbf{S}_{T_1} \mathbf{h} + \sqrt{2P_{T_2}} \mathbf{S}_{T_2} \mathbf{g}) + \mathbf{w}_{T_2}^{(2)} \tag{3.2.6}
\end{equation}

where

\begin{equation}
\mathbf{S}_{T_j} = [\hat{A}_1 \mathbf{s}^{(1)}_{T_j} \cdots \cdots \hat{A}_M \mathbf{s}^{(M)}_{T_j}] \quad j = 1, 2
\end{equation}

and

\begin{equation}
\mathbf{h} = [\hat{h}_{1,j} h_{1,j} \cdots \cdots \hat{h}_{M,j} h_{M,j}]^T \quad \text{for } j, j = 1, 2 \text{ and } j \neq \tilde{j} \tag{3.2.7}
\end{equation}

\begin{equation}
\mathbf{g} = [\hat{h}_m h_m \cdots \cdots \hat{h}_M h_M]^T \quad \text{for } m = 1 \cdots M \tag{3.2.8}
\end{equation}
where

\[ h_m = \begin{cases} 
  h_{m,1} & \text{if } j = 1 \\
  h_{m,2} & \text{if } j = 2 
\end{cases} \]  

(3.2.9)

The total noise vector term at each terminal can be expressed as

\[ \mathbf{w}_{T_j} = \Psi \sum_{m=1}^{M} h_m \hat{\mathbf{A}}_m \hat{\mathbf{v}}_m + w_{T_j} \]  

(3.2.10)

Since the channel vectors \( \mathbf{h} \) and \( \mathbf{g} \) are known at the receiving terminal, and the original \( \mathbf{s}_{T_j} \) is known at the receiving terminal, the maximum-likelihood (ML) decoding can be written as

\[ \hat{s}_{T_j} = \begin{bmatrix} \hat{s}_{j,1} \\ \hat{s}_{j,2} \end{bmatrix} = \arg \min_{\hat{s} \in \hat{\mathcal{S}}} \| \mathbf{x}_{T_j} - \Psi (\sqrt{2P_{T_j}} \hat{\mathbf{S}} \mathbf{h} + \sqrt{2P_{T_j}} \mathbf{S}_j \mathbf{g}) \| \]  

(3.2.11)

where \( j = 1, 2 \) and \( \hat{\mathcal{S}} \) is the possible code matrices which for QPSK modulation contain 16 elements and \( \| . \| \) denotes the Euclidean norm.

### 3.2.2 Distributed closed-Loop E-OSTBC for two-way communications using two time slots

In this section, the four relay node distributed closed-loop E-OSTBC scheme for two-way communications is considered, as shown in Figure 3.2. There is no CSI at the relay nodes, however the full CSI is assumed available at both terminals. In the broadcast phase the data symbols are grouped into two symbols \( \mathbf{s}_{T_j} = [s_{j,1}, s_{j,2}]^T, j = 1, 2 \) and then the data symbols are transmitted from both terminals in two different time slots to all relay nodes. The E-DOSTBC code word which has to be generated at both terminals has
the following form

\[
S_{Tj} = \begin{bmatrix}
    s_{j,1} & s_{j,1}^* & -s_{j,2}^* & -s_{j,2} \\
    s_{j,2} & s_{j,2}^* & s_{j,1}^* & s_{j,1}
\end{bmatrix}
\]  

(3.2.12)

In the relaying phase, the \(m^{th}\) relay pre-codes the received data packet from both terminals, as in (3.2.2) and then transmits the data back to both terminals. In the proposed approach, the four relay nodes are designed to use

\[\begin{align*}
A_1 &= A_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, && A_3 = A_4 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = 0_2 \\
B_1 &= B_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = 0_2, && B_3 = B_4 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\end{align*}\]

\textbf{Figure 3.2.} Basic structure of relay network for two-way communications using two time slots with feedback.
where the matrices $A_m$ and $B_m$ are two $2 \times 2$ complex matrices that depend on the distributed space time code. The special case when either $A_m = 0$ and $B_m$ is unitary or $B_m = 0$ and $A_m$ is unitary is considered as in [16]. Under this special case, the $m^{th}$ column of the code matrix can contain only the information symbols or their conjugates, as in (3.2.12). The following variables can be defined as follows

$$
\begin{align*}
\hat{A}_m &= A_m, \quad \hat{h}_{m,1} = h_{m,1}, \quad \hat{h}_{m,2} = h_{m,2} \\
\hat{h}_m &= h_m, \quad \hat{v}_m = v_m, \quad s_{s_j}^{(m)} = s_{T_j}
\end{align*}
$$

and

$$
\begin{align*}
\hat{A}_m &= B_m, \quad \hat{h}_{m,1} = h_{m,1}^*, \quad \hat{h}_{m,2} = h_{m,2}^* \\
\hat{h}_m &= h_m^*, \quad \hat{v}_m = v_m^*, \quad s_{s_j}^{(m)} = s_{T_j}^*
\end{align*}
$$

if $B_m = 0$ and $A_i = 0$, respectively.

The proposed E-DOSTBC achieves a full rate at the expense of losing some degree of cooperative diversity when operating in an open loop manner. Therefore, in order to achieve full diversity order, the CSI at the relay is exploited through feedback from either of the terminal nodes. Such feedback is only necessary for two relay nodes which will perform different coding which is enough to achieve maximum system gain as in [45], [17], [52]. In the four relay mode, the data signals transmitted from the first and third relays, $t_1$ and $t_3$ are multiplied by $U_1$ and $U_3$, before they transmit to both terminals, while the other two relay nodes are kept unchanged. In this model the feedback scheme in [45] to determine the values of $U_1$ and $U_3$ is adopted, as follows

$$
U_1 = e^{j\theta_1} \quad (3.2.13)
$$

$$
U_3 = e^{j\theta_3} \quad (3.2.14)
$$

where phase angles $\theta_1$ and $\theta_3$ can be calculated as follows

$$
\begin{align*}
\theta_1 &= -\text{angle}(h_{1,1}h_{2,1}^*, h_{1,2}h_{2,2}^*) \\
\theta_2 &= -\text{angle}(h_{3,1}h_{4,1}^*, h_{3,2}h_{4,2}^*)
\end{align*}
$$

(3.2.15)
where \( \text{angle}(\cdot) \) denotes the phase angles, in radians, for each complex element. Therefore, the data signal vectors transmitted from the relays to \( T_1 \) and \( T_2 \) are as in (3.2.2) and can be written as:

\[
\mathbf{t} = \Psi\left( \sum_{m=1,3} \sqrt{P_{T_1}} U_m \hat{h}_{m,1} \hat{A}_{m} \hat{s}_{m,1} \right) + \sum_{m=2,4} \sqrt{P_{T_1}} \hat{h}_{m,1} \hat{A}_{m} \hat{s}_{m,1} + \Psi\left( \sum_{m=1,3} \sqrt{P_{T_2}} U_m \hat{h}_{m,2} \hat{A}_{m} \hat{s}_{m,2} \right) + \sum_{m=2,4} \sqrt{P_{T_2}} \hat{h}_{m,2} \hat{A}_{m} \hat{s}_{m,2} + \Psi\left( \sum_{m=1,3} U_m \hat{A}_{m} \hat{v}_{m} + \sum_{k=2,4} \hat{A}_{m} \hat{v}_{m} \right) \tag{3.2.17}
\]

Therefore, the received signals at both terminals can be represented as in (3.2.5) and (3.2.6), where the channel vectors in (3.2.5) and (3.2.6) can be written as:

\[
\mathbf{h} = [U_1 \hat{h}_{1,1} \hat{h}_{1,2} U_3 \hat{h}_{3,1} \hat{h}_{3,2} U_4 \hat{h}_{4,1} \hat{h}_{4,2}]^T \tag{3.2.18}
\]

\[
\mathbf{g} = [U_1 \hat{h}_{1,1} \hat{h}_{2,1} U_3 \hat{h}_{3,1} \hat{h}_{4,1}]^T \tag{3.2.19}
\]

where \( h_m, m = 1, 2, 3 \) and \( 4 \), can be obtained as in (3.2.9). The received signal in each terminal can be presented as shown in (3.2.5) and (3.2.6) and the total noise vector in the proposed model closed-loop E-DOSTBC can be calculated as:

\[
\mathbf{w}_{T_j} = \Psi\left( \sum_{m=1,3} U_k h_m \hat{A}_{m} \hat{v}_{m} + \sum_{m=2,4} h_m \hat{A}_{m} \hat{v}_{m} \right) + w_{T_j} \quad j = 1, 2(3.2.20)
\]

since both terminals know the channel vectors \( \mathbf{h} \) in (3.2.18) and \( \mathbf{g} \) in (3.2.19), and the original \( s_{T_j} \) is known at the receiving terminal, the ML decoding in (3.2.11) can be used in the proposed approach.
3.2.3 Reduction of feedback

It is essential to make the number of feedback bits needed from the receiver to the transmitter as small as possible because of the practical constraints. In [45] a method was provided for the reduction of the number of feedback bits to maintain an acceptable performance of the forward link at the same time.

Quantization

A very large feedback overhead is introduced when a near exact value of the phase angle is fed back with floating point representation for instance. The very limited feedback bandwidth imposes a constraint that makes this practically impossible. Hence, quantization of phase angles should be performed and after that the resultant quantization levels are fed back to the relay nodes. Assuming two bit feedback for each phase angle, then only four phase level angles can be fed back in a way that the phase angles are from the set of \( \{ \Theta_1, \Theta_2 \} \in \Omega = \{ 0, \frac{\pi}{2}, \pi, \frac{3\pi}{2} \} \) [45], then for the first antenna phase adjustment, the discrete feedback information related to phases can be chosen according to

\[
\Theta_1 = \arg \max_{\theta_1 \in \Omega} \Re \{(h_{1,1}h_{2,1}^*h_{1,2}h_{2,2}^*)e^{j\theta_1}\} \quad (3.2.21)
\]

Likewise, for the third antenna phase adjustment, phases may be chosen according to

\[
\Theta_2 = \arg \max_{\theta_2 \in \Omega} \Re \{(h_{3,1}h_{3,1}^*h_{4,2}h_{4,2}^*)e^{j\theta_2}\} \quad (3.2.22)
\]

The specific selection that results in the largest values of (3.2.21) and (3.2.22) may be desirable as it may provide the largest array gain and ensure the full diversity advantage is achieved.
3.2.4 Simulation results

Simulation results of the proposed closed-loop E-DOSTBC for two-way transmission using QPSK modulation with four relays is given in this section. The BER of the closed-loop method based on E-DOSTBC with the distributed Alamouti (D-Alamouti) scheme which is proposed in [64] is compared. All schemes use QPSK modulation and have the same total power. Figure 3.3 shows the performance of the two-way open-loop E-DOSTBC, closed-loop E-DOSTBC for four relay nodes and D-Alamouti is included as a reference. It can be seen that both E-DOSTBC schemes are better than D-Alamouti with two relays. In particular, in comparison with the D-Alamouti two relay scheme, at BER of $10^{-3}$ the open-loop E-DOSTBC scheme, the phase rotation and two bit feedback information which proposed in [66] provide an approximately $2.5dB$, $7.5dB$ and $7dB$ respectively. The improvement of the closed-loop E-DOSTBC is because it achieves full cooperative diversity of order four and array gain at the expense of the required feedback channel. Also Figure 3.3 shows that the phase rotation with or without quantization method improves the BER performance over the closed-loop E-DOSTBC feedback scheme in [66]. For example, at a BER of $10^{-3}$, the phase rotation provides about $0.5dB$ improvement. The practical scenario of a quantization method is shown in Figure 3.4. The performance of the quantized method is very close to the performance of the un-quantized scheme (exact phase rotation method), but still significantly better than that of the previous closed-loop scheme.
Figure 3.3. Comparison of BER performance for two-way communication as function of total transmit power of different DSTBC using 2 and 4 relays.

Figure 3.4. Comparison of BER performance for two-way closed-loop E-DOSTBC communication using quantized channel information with 4 relays.
3.3 Two-way DOSTBC for asynchronous wireless relay networks

In wireless communication systems, the relay nodes within cooperative systems are spread over different locations which makes synchronization between these nodes difficult and in most cases it is impossible to achieve perfect synchronization among distributed nodes. These imperfections provide a number of technical challenges for reliable wireless communication systems. In order to achieve full cooperative diversity gain, most previous authors made an assumption that perfect timing synchronisation between the cooperative relay nodes is required or propagation delays are identical e.g. [67], [68], [64], [69]. However, in a practical distributed MIMO system, this assumption is not a real representation of the transmission environment, relay nodes are located at different places [70]. The lack of perfect synchronisation will introduce inter symbol interference (ISI) between the received symbols from the different relay nodes at the terminal nodes even in a flat fading environment, thus damaging the orthogonality of the STBC signal structure and can lead the conventional efficient maximum likelihood decoding to fail.

Asynchronous one-way cooperative relay networks over frequency flat fading channels have been discussed [70], [51], [58]. Therefore, the interference cancellation problem in two-way relay networks by using the DSTBCs described in [16] is considered, by applying the PIC detection scheme at the terminal nodes to mitigate the impact of imperfect synchronisation caused by timing misalignment among system nodes and thereby reduce computational complexity at the relays.

3.3.1 System Model

Consider wireless relay networks for two-way communications under imperfect synchronization as shown in Figure 3.5 with relay nodes $R_m$, $m = 1, 2$
and two terminal nodes $T_j$, $j = 1, 2$. The two terminals $T_1$ and $T_2$ exchange their information between each other through two phases which are the broadcasting and relaying phases. Denote the fading coefficient between $T_1$ to the $m^{th}$ relay as $h_{m,1}$, the fading coefficient between $T_2$ and the $m^{th}$ relay as $h_{m,2}$, $m = 1, 2$. Assume that $h_{m,1}$, $h_{m,2}$ are independent and identically distributed zero-mean complex Gaussian random variables with unity variance (i.e., $\sigma^2 = 1$). Without loss of generality, assume that the longer link between $T_1$ and $R_2$ and the longer link between $T_2$ and $R_1$ cause imperfect synchronization as depicted in Figure 3.5.

![Figure 3.5. Basic structure of a relay network for two way communications using two time slots.](image)

### 3.3.1.1 Broadcasting phase

In the first two time slots, both terminals $T_1$ and $T_2$ broadcast their information symbol vectors simultaneously $s_j(n) = [s_j(1, n), s_j(2, n)]^T$ to all relays, where $s_j \in \tilde{A}_j$, $j = 1, 2$, and $\tilde{A}_j$ is a finite constellation with the normalization $E\{s^Hs\} = 1$. Due to the different propagation delays resulting from the different relays locations, the transmitted signals from both terminal nodes will most likely arrive at relays at different time instants. Since accurate synchronization is difficult or impossible [70], there is normally a timing misalignment of $\tau_{m,j}$ between the received signals at the relays. The
received signal vectors from both terminals can be expressed as

\[ \mathbf{r}_m = P_{T_1} h_{m,1} \mathbf{s}_1 + P_{T_2} h_{m,2} \mathbf{s}_2 + P_{T_j} I_{R_m} + \mathbf{v}_{r,i} \quad \text{for} \quad m = 1, 2 \quad (3.3.1) \]

where \( P_{T_j} \) is the average power of terminal \( T_j \), \( \mathbf{s}_j \) is the transmitted signal by \( T_j, j = 1, 2 \), \( \mathbf{v}_{r,i} \) is the additive noise vector at the \( m^{th} \) relay node. All noise components within the vector terms are zero-mean white circular complex Gaussian variables with unity variance (i.e., \( \sigma^2 = 1 \)) is assumed. Since each terminal transmits every two time slots, the transmit power \( P_j \) is \( \sqrt{2P_{T_j}} \), and

\[
I_{R_1} = \begin{bmatrix} h_{1,1}(-1)s_2(2,n-1) \\ h_{1,2}(-1)s_2(1,n) \end{bmatrix}, \quad I_{R_2} = \begin{bmatrix} h_{2,1}(-1)s_1(2,n-1) \\ h_{2,1}(-1)s_1(1,n) \end{bmatrix} \quad (3.3.2)
\]

where \( I_{R_1} \) and \( I_{R_2} \) represent the ISI from \( R_1 \) and \( R_2 \), respectively. The relative strengths of \( h_{1,2}(-1) \) and \( h_{2,1}(-1) \) can be expressed as ratios as follows \[58\]

\[ \beta_1 = \frac{|h_{2,1}(-1)|^2}{|h_{2,1}|^2}, \quad \beta_2 = \frac{|h_{1,2}(-1)|^2}{|h_{1,2}|^2} \quad (3.3.3) \]

where \( \beta_1 \) reflects the impact of time delay \( \tau \) between \( T_1 \) and \( T_2 \) at \( R_2 \) and between \( R_1 \) and \( R_2 \) at \( T_1 \), and where \( \beta_2 \) reflects the impact of time delay \( \tau \) between \( T_1 \) and \( T_2 \) at \( R_1 \) and between \( R_1 \) and \( R_2 \) at \( T_2 \).

### 3.3.1.2 Relaying phase

In the second two time slots, the relay node amplifies the received signal and transmits a linear function of its received signal and its conjugate and relays the signal to both terminals and can be expressed as

\[ \mathbf{t}_m = \Psi (\mathbf{A}_m \mathbf{r}_m + \mathbf{B}_m \mathbf{r}_m^*) \quad (3.3.4) \]
where $\Psi = \sqrt{\frac{2P_R}{M(2P_{T_1} + 2P_{T_2} + 1)}}$ is the amplification factor to maintain an average transmit power $P_R$ at the relay nodes, each individual relay has power $\frac{P_R}{M}$, where $M$ is number of relays [64]. The matrices $A_m$ and $B_m$ have dimension $2 \times 2$ and are used to perform the DOSTBC at the $m^{th}$ relay and are designed to use the following matrices [16]:

$$A_1 = I_2, B_1 = 0_2, A_2 = 0_2, B_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$$

In the relaying phase, with perfect synchronization, both terminals would receive signals from the $m^{th}$ relay, and the received signals at both terminals would be modeled, respectively and can be expressed as

$$x_{T_1} = \sum_{m=1}^{M} h_{m,1} t_m + w_{T_1}, \quad x_{T_2} = \sum_{m=1}^{M} h_{m,2} t_m + w_{T_2} \quad (3.3.5)$$

where $w_{T_1}$ is the total noise vector at $T_1$ and $w_{T_2}$ is the total noise vector at $T_1$. However, due to factors such as different propagation delays and different relays locations, the relayed signals from both relay nodes will most likely arrive at the terminals at different time instants. Due to symmetry, the received signal at $T_1$ will only be considered, as in [58], and can be modeled as

$$x_{T_1} = \sum_{m=1}^{M} h_{m,1} t_m + \Psi I_{T_1} + w_{T_1} \quad (3.3.6)$$

where

$$I_{T_1} = h_{2,1}(-1)P_1 \begin{bmatrix} h_{2,1}^*(n-1)s_1^*(1,n-1) \\ -h_{2,1}^*(n)s_1^*(2,n) \end{bmatrix} + h_{2,1}(-1)P_2 \begin{bmatrix} h_{2,2}^*(n-1)s_2^*(1,n-1) \\ -h_{2,2}^*(n)s_2^*(2,n) \end{bmatrix} + h_{2,1}(-1)P_1 I_{T_2} \quad (3.3.7)$$
where $I_{R_2}$ is the previous index of $I_{R_2}$, $\hat{I}_{R_2} = \begin{bmatrix} h_{2,1}(-1)s_1(2, n-2) \\ h_{2,1}(-1)s_1(1, n-1) \end{bmatrix}$.

The special case when either $A_m = 0$ and $B_m$ is unitary or $B_m = 0$ and $A_m$ is unitary is considered as in [16].

\[
\hat{A}_m = A_m; \quad \hat{h}_{m,1} = h_{m,1}; \quad \hat{h}_{m,2} = h_{m,2}; \quad \hat{v}_m = v_m, s_j^{(m)} = s_j, \text{if } B_m = 0
\]

\[
\hat{A}_m = B_m; \quad \hat{h}_{m,1} = h_{m,1}^*; \quad \hat{h}_{m,2} = h_{m,2}^*; \quad \hat{v}_m = \bar{v}_m, s_j^{(m)} = \bar{s}_j, \text{if } A_m = 0
\]

With (3.3.6), the received signals at the terminal $T_1$ can be modeled as follows

\[
x_{T_1} = \Psi(P_2 S_{T_2} h + P_1 S_{T_1} g) + P_1 h_{1,1} I_{R_1} + P_2 h_{2,1} I_{R_2} + I_{T_1}) + w_{T_1}
\]  \hspace{1cm} (3.3.8)

where

\[
S_{T_j} = \begin{bmatrix} \hat{A}_1 s_j^{(1)} \\ \hat{A}_2 s_j^{(2)} \end{bmatrix} \quad j = 1, 2
\]

\[
h = [h_{1,1} \hat{h}_{1,2} \ h_{2,1} \hat{h}_{2,2}]^T
\]

\[
g = [h_{1,1} \hat{h}_{1,1} \ h_{2,1} \hat{h}_{2,1}]^T
\]

The total noise vector at both terminals can be expressed as

\[
w_{T_1} = \Psi \sum_{m=1}^{M} h_{m,1} \hat{A}_m \hat{v}_m + w_{T_1}.
\]  \hspace{1cm} (3.3.9)

Since the channel vectors $h$ and $g$ are known at the receiving terminal, and the original $s_{T_1}$ is known at the receiving terminal, the maximum-likelihood (ML) decoding can be written as

\[
\hat{s}_{T_1} = \begin{bmatrix} \hat{s}_{2}(1, n) \\ \hat{s}_{2}(2, n) \end{bmatrix} = \arg \min_{\hat{s}_2} \| x_{T_1} - \Psi(P_{T_2} \hat{S} h + P_{T_1} S_1 g) \| \quad (3.3.10)
\]
where $\hat{S}$ are the possible code matrices which for QPSK modulation and $\|\|$ denotes the Euclidean norm. Because of $I_{R_1}, I_{R_2}$ and $I_{T_1}$ components in (3.3.8) the orthogonality of DSTBC will be destroyed, thus the ML decoder can suffer from significant detection errors (i.e. synchronization error). As mentioned in Section 3.2.1, $P = P_{T_1} + P_{T_2} + P_R$ and under the condition $P_{T_1} = P_{T_2}, P_{T_1} = P_{T_2} = \frac{P}{4}$ and $P_R = \frac{P}{2}$, then each relay has equal power $\frac{P_R}{2}$.

### 3.3.1.3 Parallel interference cancelation at the terminal node

To remove the impact of the interference components $I_{R_1}, I_{R_2}$ and $I_{T_1}$ from (3.3.8), the PIC detection algorithm is employed at the terminal node to allow ML decoding within the DSTBC structure. All channel coefficients are assumed to be perfectly known at the terminal nodes. Since $s_1(1, n), s_1(2, n)$, and the previous estimated signals $s_2(1, n - 1), s_2(2, n - 1)$ are known at the receiving terminal $T_1$ and $s_2(1, n)$ in $I_{R_1}$ and $s_2(2, n)$ in $I_{T_1}$ are unknown in this stage, therefore, the known interference components in $I_{R_1}, I_{R_2}$ and $I_{T_1}$ can be mitigated before $T_1$ sends the received signal in (3.3.8) to the ML decoding in (3.3.10) and then the PIC iteration process can be carried out as follows

1. Initialize iteration number $k$ to zero
2. Remove the known interference components by calculating

$$x_{T_1}^{(0)} = x_{T_1} - \Psi I_1 \quad (3.3.11)$$
where

\[
I_1 = \begin{bmatrix} I_{R_1}(1) \\ 0 \end{bmatrix} + P_{T_2} h_{2,1} I_{R_2}
\]

\[
+ P_{T_1} h_{2,1}(-1) \begin{bmatrix} h_{2,1}(n-1)s_1^*(1,n-1) \\ -h_{2,1}(n)s_1^*(2,n) \end{bmatrix}
\]

\[
+ P_{T_2} h_{2,1}(-1) \begin{bmatrix} h_{2,2}(n-1)s_2^*(1,n-1) \\ 0 \end{bmatrix}
\]

\[
+ P_{T_2} h_{2,1}(-1) I_{R_2}
\]

3. Apply the ML decoding to \(x_{T_1}^{(0)}\) to obtain \(\hat{s}_{T_1}^{(0)} = [\hat{s}_2^{(0)}(1,n), \hat{s}_2^{(0)}(2,n)]^T\)

(i.e. substitute \(x_{T_1}\) in (3.3.10) with \(x_{T_1}^{(0)}\))

4. increment iteration number \(k\) by 1

5. Remove the unknown interference components in \(I_{R_1}\) and \(I_{T_1}\)

\[
x_{T_1}^{(k)} = x_{T_1}^{(0)} - \Psi I_{2}^{(k-1)}
\]  \hspace{1cm} (3.3.12)

where

\[
I_{2}^{(k-1)} = P_{T_1} h_{1,1} \begin{bmatrix} 0 \\ I_{R_1}(2) \end{bmatrix} + P_{T_2} h_{2,1}(-1) \begin{bmatrix} 0 \\ -g_2(n)s_2^*(2,n) \end{bmatrix}
\]

6. Apply the ML decoding to \(x_{T_1}^{(k)}\) to obtain \(\hat{s}_{T_1}^{(k)} = [\hat{s}_{2,1}^{(k)}, \hat{s}_{2,2}^{(k)}]^T\)

(i.e. substitute \(x_{T_1}\) in (3.3.10) with \(x_{T_1}^{(k)}\))

7. Repeat the process from setp 4 until \(k \geq N\)
3.3.2 Simulation results

Simulation results of the proposed DSTBC for two-way transmission with an asynchronous cooperative wireless relay network using QPSK modulation are presented in this section. These results confirm how the synchronization errors can cause degradation in the system end-to-end bit error rate (BER) performance and how they can be mitigated by applying PIC detection. Figure 3.6 shows the BER performance of conventional detector when there is perfect synchronization in the DSTBC two-way system and also when there is imperfect synchronization under different delay asynchronism value $\beta$ e.g., $\beta = 3, 0, -3, -6$. The figure shows that even if the time misalignment is relatively small i.e. $\beta = -6$, the conventional detector in DSTBC for two-way system fails to mitigate the impact of the imperfect synchronization. When the PIC detection is introduced to the same scheme, the improvement in the end-to-end BER performance, as shown in Figure 3.7. For example at BER equals $10^{-3}$, the power required is approximately 29dB in the case of perfect synchronization, however, in the case of PIC detection approximately 40dB is required when $\beta = 0$dB (under large time misalignments) and approximately 30dB when $\beta = -6$dB about 1 dB more than the perfect synchronization.

Then the system is simulated when $\beta = -3$dB with different iterations $k = 1, 2, 3, 4$ as shown Figure 3.8. The results show that when the iterations $k = 2$, the performance of the DSTBC two-way transmission detector with PIC schemes approaches perfect synchronization. For example, the value of $10^{-2}$ of BER can not be achieved by the conventional detector whereas by PIC scheme just required about 23dB when $k = 2$ to achieve it. Clearly, applying the PIC detection scheme in two-way transmission with an asynchronous cooperative wireless relay network is very effective in mitigating synchronization errors even under large time misalignments and normally only two iterations will deliver most of the performance gain.
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Figure 3.6. End-to-end BER performance of conventional detector with different β values.

Figure 3.7. End-to-end BER performance of PIC detector with different β values and when the number of iterations N=2.
Figure 3.8. End-to-end BER performance of PIC detector for different number of iterations ( $\beta = -3$dB ).
3.4 Summary

In this chapter, a closed loop phase feedback E-DOSTBC method for two-way wireless relay communication was proposed. Simulation results showed that two-way E-DOSTBC scheme provides better performance than the two-way D-Alamouti scheme when using both closed-loop and open-loop schemes. In terms of data rate both proposed schemes provided full rate in the whole system which is double the data rate of a one-way communication system. These results can be extended straightforwardly to wireless relay networks with two antennas in each relay node for two-way communication systems. Then, Section 3.3 investigated applying DSTBC for two-way asynchronous cooperative wireless relays. Simulation results show the conventional DSTBC detector is very sensitive to synchronization error, so much so that the link could be unusable. The proposed signal detector based on PIC offers improved system performance and mitigates the interference induced by time misalignments among system nodes. However, this detection scheme is proposed for use in a system with two relay nodes and employs the PIC scheme to mitigate the impact of the timing errors. The limitations of this scheme, however, are that it is suitable just for two relay nodes system and assumes there are perfect knowledge of the amount of time misalignment, an assumption that may be unrealistic in a practical system. Therefore next chapter employs another technique to mitigate time misalignments among system nodes for two and four relays systems.
Chapter 4

TWO-WAY COOPERATIVE RELAY NETWORKS FOR FREQUENCY-FLAT AND FREQUENCY-SELECTIVE FADING CHANNELS USING OFDM-BASED TRANSMISSION

Employing multiple distributed relay nodes between two terminal nodes can improve cooperative diversity in wireless relay systems as shown in Chapter 3. However, in practice, there is an effective problem of synchronization between these distributed relay nodes due to several factors such as different propagation delays and relay locations. As a result, the transmitted signals arrive at different time instants at the relays and receiver node which may cause a symbol-level synchronization problem. In this chapter, a novel robust scheme for two-way transmission over four relay nodes to employ in coop-
ervative relay networks with imperfect synchronization between relay nodes and both terminals is proposed. Based on extended distributed orthogonal space-time block code (E-DOSTBC) type transmission coding, with a feedback technique, an approach that can achieve full cooperative diversity, array gain and end-to-end data rate of $2/3$ will be presented. An orthogonal frequency division multiplexing (OFDM) data structure is employed with cyclic prefix (CP) insertion at the two terminal nodes to combat the effects of time asynchronicity at the relay nodes.

4.1 Introduction

One of the main challenges to design a reliable and high-performance cooperative space-time coding systems is the symbol-level synchronization between distributed relay nodes. In point-to-point space-time coding system equipped with multiple antennas, as discussed in Chapter 2, co-located antennas avoid this issue. In cooperative systems, the relay nodes are located at different locations which makes perfect synchronization among these distributed relay nodes difficult to achieve or impossible in some cases. Recently, there have been several studies on such asynchronous cooperative relay systems [70], [71], [72]. Most of these studies consider flat fading channels which limits their applicability to narrow-band systems. In [73], [74], [75], [76], [77] an OFDM-based transmission approaches are proposed to combat the timing errors from relay nodes. In [78], another scheme is proposed in which the OFDM pre-coding over relay nodes is avoided which results in reduced computational complexity. However, this scheme is restricted to a wireless system with only two relays and therefore the maximum achievable cooperative diversity is order two. Utilizing more than two relay nodes will result in improved diversity; hence, better mitigating the detrimental effects of fading channels. However, extracting full diversity and complex orthog-
nal space-time codes with full rate is not possible for more than two relays. In addition, most of the previous work considers the timing error from one relay node to the destination node and assumes perfect synchronization between the source node to the relay nodes; i.e. the signals are assumed to arrive at the relay nodes at the same time. However, this assumption may not be satisfied in practice. Therefore, in this chapter, two and three timing errors are considered in the channels. In Section 4.2 an OFDM type pre-coding at the source node with a CP addition for two relay systems is presented, and then, in Section 4.3 closed-loop schemes based on E-DOSTBC transmission is proposed for asynchronous cooperative relay systems which are equipped with four relay nodes. It will be shown that full cooperative diversity can be achieved and timing errors and fading can be effectively resolved.

4.2 DOSTBC for imperfect synchronization

In this section, a simple DOSTBC scheme using OFDM for an asynchronous cooperative system is presented, where OFDM is implemented at both terminals, and simple operations i.e. time-reversion and complex conjugation are implemented at the relay nodes. The cyclic prefixes (CP) at both terminals are used for combating the timing errors introduced by the relay nodes. The received signals at both terminals have the OSTBC structure on each subcarrier and thus fast symbol-wise maximum likelihood (ML) decoding is possible.

4.2.1 System model

Consider a wireless cooperative system for two-way communications with relay nodes $R_m$, $m = 1, 2$ and two terminal nodes $T_j$, $j = 1, 2$, as shown in Figure 4.1. Every node in the system has only one antenna, i.e all nodes operate in half-duplex mode. There is no direct link between $T_1$ and $T_2$,
due to shadowing effects or path loss. The information needs two stages to reach its intended terminal.

\[ h_{2,2}, h_{1,2}, h_{2,1} \]

**Broadcasting phase**

**Relaying phase**

**Figure 4.1.** Basic structure of relay network for two-way communications using two time slots.

In the first stage which is the broadcasting phase, each terminal node broadcasts the information to the relay nodes. In the second stage which is the cooperation or relaying phase, the relay nodes process the received noisy signals before relaying them to the two terminals. Denote the channel coefficient between \( T_1 \to R_m \) as \( h_{m,1} \) and the channel coefficient between \( T_2 \to R_m \) as \( h_{m,2}, m = 1, 2 \). Assume that the channel coefficients are unchanged during the transmission of a signal code block (quasi-static frequency-flat Rayleigh fading) between any two nodes and they are known to the receiving terminals. In order to achieve full diversity order over frequency-flat channels and without a synchronous transmission assumption among relays, the two-way relay system is designed to perform the following processes.

### 4.2.1.1 Transmission process at terminals and relay nodes

Before the two terminals, \( T_1 \) and \( T_2 \), broadcast sequentially the information is first modulated onto complex symbols and then fed to an OFDM modulator with \( N \) subcarrier. The transmission symbol vector \( s_{T_j} = [\text{IFFT}(s_{1,j}), \text{IFFT}(s_{2,j})] \), where \( \text{IFFT}(.) \) is the IDFT operation and \( s_{n,j} = [s_{0,n,j}, s_{1,n,j}, \ldots, s_{N-1,n,j}]^T \), \( m \in \{1, 2\} \) are the OFDM symbol vectors and \( N \) represents the OFDM symbol length. Each OFDM symbol is preceded by a cyclic prefix (CP)
with length $l_{cp}$ before broadcasting it to the relay nodes. Assume that $l_{cp}$ is not less than the maximum channel memory length and time spread delay between the two received signals at each relay node $\tau_{m,j}$ after transmission by the two terminals. These signals will most likely arrive at the relay nodes at different time instants due to some factors such as different propagation delays, different relay locations and different oscillators in the terminals and relays. Therefore, there is normally a timing misalignment of $\tau_{m,j}$ between the received versions of these signals. Without loss of generality, assume that there is imperfect synchronization between $T_1 \rightleftharpoons R_2$ and between $T_2 \rightleftharpoons R_1$ as shown in Figure 4.1. Such a relative delay will cause inter-symbol interference (ISI) between subcarriers. However, because $l_{cp}$ is not less than the maximum channel memory length and relative delay times, each relay still can overcome the effect of ISI.

The received signals at the $m^{th}$ relay for two successive OFDM symbol durations can be written as

$$r_m = \begin{bmatrix} r_{m,1} \\ r_{m,2} \end{bmatrix} = \sqrt{2P_{T_1}}h_{m,1}s_{T_1}^*c\mathbf{f}^{m,1} + \sqrt{2P_{T_2}}h_{m,2}s_{T_2}^*c\mathbf{f}^{m,2} + v_m \quad \text{for } m = 1, 2$$

(4.2.1)

where $\circ$ is the Hadamard product, $v_m$ is an additive white Gaussian noise (AWGN) vector at each relay node with elements having zero-mean and unit-variance, and $\mathbf{f}^{m,j}$ is the delay vector in the time domain, between $T_j \rightleftharpoons R_m$, and can be interpreted as a phase change in the frequency domain

$$\mathbf{f}^{m,j} = \begin{bmatrix} f_0^{\tau_{m,j}} \\ f_1^{\tau_{m,j}} \\ f_2^{\tau_{m,j}} \\ \vdots \\ f_{N-1}^{\tau_{m,j}} \end{bmatrix}$$

(4.2.2)

where $f_k^{\tau_{m,j}} = e^{-2\pi j k \tau_{m,j}}$ and $k = 0, 1, ..., N - 1$. The optimum power allocation proposed in [27] is used in this scheme. Therefore, let $P$ denote the total transmission power in the whole system, where $P = P_{T_1} + P_{T_2} + P_R$, where $P_R$ is the total relay node power and under the condition $P_{T_1} = P_{T_2}$,
then $P_{T_1} = P_{T_2} = \frac{P}{4}$ and $P_R = \frac{P}{2}$, where each relay has equal power $\frac{P}{2}$. The relay node next pre-codes the received data packet $r_m$ from both terminals, and then transmits the data back to both terminals which can be expressed as

$$t_m = \Psi(A_m r_m + B_m \zeta(r_m)^*)$$

(4.2.3)

where $\Psi = \sqrt{\frac{2P_R}{N(2P_{T_1}+2P_{T_2}+1)}}$ is the amplification factor to maintain an average transmit power at the relay nodes, $\zeta(.)$ denotes the time-reversal of the signal, i.e. $\zeta(r(k)) = r(N-k), \; k = 0, 1, N - 1$, and $(.)^*$ represents the complex conjugate. The matrices $A_m$ and $B_m$ have dimension $2 \times 2$ and are used to perform the DOSTBC at the $m^{th}$ relay and are designed to use the following matrices [16]:

$$A_1 = I_2, B_1 = 0_2, A_2 = 0_2, B_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$$

From (4.2.3), the DOSTBC code word that has been generated by the two relays has the following form

$$\Psi \begin{bmatrix} r_{1,1} & -\zeta(r_{2,2})^* \\ r_{1,2} & \zeta(r_{2,1})^* \end{bmatrix}$$

(4.2.4)

where $r_{m,n}$ is the OFDM symbol vector. From (4.2.4), it is clear that, the first relay node just performs transmission operation while the second relay performs transmission operation after implementing very simple operations on their received noisy signal in the form of time reversal and complex conjugation.
4.2.1.2 Information extraction process at the receiver node

The relayed signals arrive at each terminal at different time instants. To remove the impact of timing errors, both terminals perform the following operations:

1. Remove the CP from each received OFDM symbol.

2. Perform the reordering process on the OFDM received frames to correct for the misalignment caused by the time reversal by shifting the last $l_{cp}$ samples of the N-point vector as the first $l_{cp}$ samples.

3. Each terminal subtracts its own signal.

After each terminal removes the CP, the N-point DFT transformation process is applied and then its own signal is removed, by substituting (4.2.1) into (4.2.3), the received data signals at each terminal can be expressed as follows

$$x_{1,1} = \Psi(\sqrt{2P_t}(h_{1,2}h_{1,1}FFT(\text{IFFT}(s_{1,2})) \circ f^{1,2}$$

$$- h_{2,2}^* h_{2,1} FFT((\zeta(\text{IFFT}(s_{2,2})))^* \circ f^{2,1}) + h_{1,1} v_{1,1}$$

$$- h_{2,1} v_{2,1}^* \circ f^{2,1} + w_{T_1})$$

$$x_{2,1} = \Psi(\sqrt{2P_t}(h_{1,1}h_{1,2}FFT(\text{IFFT}(s_{2,2}))) \circ f^{1,2}$$

$$+ h_{2,2}^* h_{2,1} FFT((\zeta(\text{IFFT}(s_{1,2})))^* \circ f^{2,1}) + h_{1,1} v_{1,2}$$

$$+ h_{2,1} v_{2,2}^* \circ f^{2,1} + w_{T_1})$$
Similarly, at terminal T_2, the received signals, \( x_{m,2} \), can be expressed as

\[
\begin{align*}
x_{1,2} &= \Psi(\sqrt{2P_{T_1}}(h_{1,1}f FT(IFT(s_{1,1}))) \circ f^{1,2} ) - h_{2,2} h_{2,1}^* F FT(\zeta(IFT(s_{2,1}))) \circ f^{\tau_2,1} + h_{1,2} f^{\tau_1,2} v_{1,1} \\
& - h_{2,2} v_{2,1}^* + w_{T_1} \\
x_{2,2} &= \Psi(\sqrt{2P_{T_1}}(h_{1,2} F FT(IFT(s_{2,1}))) \circ f^{\tau_1,2} ) + h_{2,2} h_{2,1}^* F FT(\zeta(IFT(s_{1,1}))) \circ f^{\tau_2,1} + h_{1,2} v_{1,2} f^{\tau_1,2} \\
& + h_{2,2} v_{2,2}^* + w_{T_1}
\end{align*}
\]

where \( x_{m,j} = [x_{0,m,j}, x_{1,m,j}, \ldots, x_{N-1,m,j}] \), \( m, j \in [1, 2] \), \( m \) represents the received signals for two successive OFDM blocks, and \( j \) represent the terminals. Taking into account the identities \( \zeta(IFT(x)) = IFFT(x) \),

\( \zeta(IFT(x)) = F FT(x), (FFT(x))^* = IFFT(x^*) \) and \( (IFT(x))^* = FFT(x^*) \), the received data signals, (4.2.6) and (4.2.7), at each subcarrier \( k, k \in \{0, N - 1\} \), can be expressed as

\[
\begin{bmatrix}
x_{1,1}^k \\
x_{1,2}^k
\end{bmatrix} = \Psi \sqrt{2P_{T_2}} \begin{bmatrix}
s_{1,2}^k & -s_{2,2}^k \\
s_{2,2}^k & s_{1,2}^k
\end{bmatrix} \begin{bmatrix}
h_{1,2}^k h_{1,1} j_k^k \\
h_{2,2}^k h_{2,1} j_k^2
\end{bmatrix} + \begin{bmatrix}
w_{T_1,1}^k \\
w_{T_1,2}^k
\end{bmatrix}
\]

where \( w_{T_1,1}^k = \Psi(h_{1,1}^k v_{1,1}^k - h_{2,1}^k v_{2,1}^k j_k^{\tau_2,1}) + w_{T_1}^k \) and \( w_{T_1,2}^k = \Psi(h_{1,1}^k v_{1,1}^k + h_{2,1}^k v_{2,2}^k j_k^{\tau_2,1}) + w_{T_1}^k \)

and

\[
\begin{bmatrix}
x_{2,1}^k \\
x_{2,2}^k
\end{bmatrix} = \Psi \sqrt{2P_{T_1}} \begin{bmatrix}
s_{1,2}^k & -s_{2,2}^k \\
s_{2,2}^k & s_{1,2}^k
\end{bmatrix} \begin{bmatrix}
h_{1,2}^k h_{1,1} j_k^k \\
h_{2,2}^k h_{2,1} j_k^2
\end{bmatrix} + \begin{bmatrix}
w_{T_2,1}^k \\
w_{T_2,2}^k
\end{bmatrix}
\]
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where \( w_{k}^{T_{2,1}} = \Psi(h_{1,2}^{k}\tau_{1,2}v_{1,1}^{k}-h_{2,2}^{k}\tau_{2,1}^{k}) + w_{T_{1}}^{k} \) and \( w_{k}^{T_{2,2}} = \Psi(h_{1,2}^{k}\tau_{1,2}v_{1,2}^{k} + h_{2,2}^{k}\tau_{2,2}^{k}) + w_{T_{1}}^{k} \).

The codes in (4.2.8) and (4.2.9) are equal to the codes in Chapter 3, (3.3.5) and (3.3.6), and also show that the timing errors, \( f_{m}^{T_{m,1}} \), only cause phase shift in the channel and the orthogonality of the code is still available. Therefore, the fast symbol-wise ML decoding can be applied at each terminal node.

4.3 E-DOSTBC scheme for asynchronous two-way relay networks

In this section, a new robust closed-loop extended orthogonal space-time block coding (E-DOSTBC) scheme for two-way four relay networks over frequency selective fading channels with imperfect synchronization is proposed. The information needs three time slots to reach its intended terminal, where the first slot is specified for the two terminals while the other two slots are specified for amplify-and-forward (AF) relays. An orthogonal frequency division multiplexing (OFDM) data structure is employed at the two terminals using cyclic prefix (CP) insertion to combat the effect of multipaths and time asynchronicity. Full spatial diversity with array gain and data rate of \( \frac{2}{3} \) is achieved through applying a simple feedback approach over only two relays. Simulation results are used to show the performance improvements resulting from the proposed system.

4.3.1 System model

Consider a wireless network with four half-duplex relay nodes \( R_{m}, m = 1, 2, 3, 4 \) and two terminal nodes \( T_{j}, j = 1, 2 \), as shown in Figure 4.2. Every node in the network has only one antenna. Assume that there is no direct path between the two terminals due to shadowing effects or path loss. The two terminals depend on the relay nodes, which exploit an AF protocol, to exchange their information. So the information needs two stages
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In the first stage which is the broadcasting phase, each terminal node broadcasts the information to the relay nodes. In the second stage which is the cooperation phase or relaying phase, the relay nodes process the received noisy signals before broadcasting them to the two terminals. In order to achieve full diversity order under frequency-selective channels and without the synchronous transmission assumption among relays, the proposed two-way relay system is designed to perform the following processes.

Figure 4.2. Asynchronous two-way wireless relay network with relative time delays for each path between the two terminals, $T_1$ and $T_2$. 
4.3.1.1 Transmission process at terminals and relay nodes

The two terminals simultaneously broadcast sequentially two consecutive OFDM symbols \( s_{T,j} = [s_{1,j}, s_{2,j}]^T \). The first OFDM symbol \( s_{1,j} = Q^* x_{1,j} \) where \( Q^* \) represents the IDFT operation while the second OFDM symbol \( s_{2,j} \) needs further operations which are complex conjugation and reversed cyclic shift, i.e., \( s_{2,j} = P \left( Q^* x_{2,j} \right)^* \), where \( x_{2,n} = [x_{0,n}, x_{1,n}, ..., x_{N-1,n}]^T \), \( n \) indexes the two OFDM symbol durations, i.e., \( n = 1, 2 \) and \( N \) represents the OFDM symbol length. Each OFDM symbol is preceded by a cyclic prefix (CP) with length \( l_{cp1} \) before broadcasting. Assume that \( l_{cp1} \) is not less than the maximum channel memory length and time spread delay between the two received signals at each relay node \( \delta_m \) after transmission by the two terminal. The two transmissions will most likely arrive at the relay nodes at different time instants due to factors such as different propagation delays, different relay locations and different oscillators in the terminals and relays. Therefore, there is normally a timing misalignment of \( \delta_m \) between

![Figure 4.3](image)

Figure 4.3. (a) E-DOSTBC pair structure. (b) CP removal at \( m^{th} \) relay with respect to terminal \( T_1 \) synchronization. (c) CP removal at terminal \( T_2 \) with respect to \( T_1 \) synchronization (similarly the CP removal at \( T_1 \) but with respect to relay 4 synchronization).

the received versions of these signals. Without loss of generality, assume that the relays \( R_m \) are perfectly synchronized to terminal \( T_1 \) and there is a \( \delta_m \)-sample misalignment with terminal \( T_2 \), as shown in Figure 4.3(b). Such a relative delay will cause inter-symbol interference (ISI) between subcarriers.
However, because $l_{cp1}$ is not less than the maximum channel memory length and relative delay times, each relay still can overcome the effect of ISI. The optimal power allocation in [27], which assumes that the relay nodes use half of the total network power and the other half is used by the two terminal is adopted. The total power for all the relays is denoted as $P_R$, so

$$P_R = P_{T1} + P_{T2} = \frac{P}{2} \quad (4.3.1)$$

where $P_{T1}, P_{T2}$ are the transmit powers of $T_1$ and $T_2$, respectively, and $P$ is the total network transmit power. Each relay has power $P_m = P_R/4$, where $4$ is the total number of relays, and assume that the two terminals are symmetric, i.e. $P_{r1} = P_{r2} = P_{r}$.

The received signals at the $m^{th}$ relay for two successive OFDM symbol durations $n$ after CP removal can be written as

$$y_m^n = \sqrt{P_T} F_m^1 s_{n,1} + \sqrt{P_T} D_m G_m^1 s_{n,2} + v_{n,m} \quad (4.3.2)$$

where $F_m^1$ and $G_m^1$ denote the NxN channel circulant matrices whose first column is equal to $h_{m,1,L}$ and $h_{m,2,L}$ respectively, where $h_{m,1,L}$ and $h_{m,2,L}$ denote the channel impulse responses (CIRs) between $T_1 \leftrightarrow R_m$ and $T_2 \leftrightarrow R_m$, respectively, and $L$ represents the channel length. The channels $h_{m,1,L}$ and $h_{m,2,L}$ are assumed to be quasi-static frequency-selective Rayleigh fading, as such each path is modeled as an independent complex circular Gaussian random variable with zero-mean and unit-variance. The noise vector $v_{n,m}$ corresponds to the zero mean additive white Gaussian noise (AWGN) terms at relay node $m$ with elements having zero-mean and unit-variance, in two successive OFDM symbol durations $n$. Due to the unit variance assumption of the additive noise $v_{n,m}$ in (4.3.2), the mean power of the signal $y_m^n$ at a relay node is $\sqrt{2P_T + 1}$. So, to ensure that the average transmission power at relay nodes is $P_m$, the relay scales the received signals by a factor $\sqrt{\frac{1}{2P_T + 1}}$. 
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i.e., the scalar amplification factor at the relay nodes is \( \Psi = \sqrt{\frac{P_m}{2P_m + 1}} \).

However, to obtain signals at each terminal receiver in the form of E-DOSTBC, the relay nodes implement very simple operations on their received noisy signals which are conjugation, reversed cyclic shift and minus multiplication. In fact, only two relay nodes are designed to perform these simple operations.

\[
\Psi (A_i y^m_n + B_m P(y^m_n)^*)
\]

where

\[
A_1 = A_2 = I_2, \quad B_1 = B_2 = 0_2,
\]

\[
A_3 = A_4 = 0_2, \quad B_3 = B_4 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]

Therefore, the relay nodes use the following distributed encoding matrix for transmission process

\[
\Psi \begin{bmatrix} y_1^1 & y_1^2 & -P(y_2^3)^* & -P(y_2^4)^* \\ y_2^1 & y_2^2 & P(y_3^3)^* & P(y_3^4)^* \end{bmatrix}
\]

(4.3.3)

After that, each relay node appends each new symbol with a length-\(l_{cp2}\) CP and broadcasts it to the two terminals. Assume that \(l_{cp2}\) is not less than the maximum channel memory length between the four relay nodes and each terminal node and the maximum relative delay from the relay nodes to \(T_2\), is \(\tau_m\), or to \(T_1\), is \(\omega_m\).

4.3.1.2 Information extraction process

As mentioned earlier, accurate synchronization is difficult or impossible to achieve at the two terminal receivers due to the distributed nature of the relay nodes and timing errors. There is normally a timing misalignment
between the received versions of these signals. Without loss of generality, assume that $T_2$ is perfectly synchronized to $R_1$ and $\tau_m$-sample misalignment with the other $R_m$, where $m = 2, 3, 4$, while $T_1$ is perfectly synchronized to $R_4$ and $\omega_1$-sample misalignment with the other $R_m$, where $m = 1, 2, 3$, as shown in Figure 4.3(c). Such a relative delay will cause ISI between subcarriers. However, because $l_{cp}$ is not less than the maximum channel memory length and relative delay times, i.e., $\tau_m$ or $\omega_m$, each terminal still can overcome the effect of ISI. Assume that perfect channel state information (CSI) and all time delays are available at the two terminals. For extracting the desired data, each terminal $T_j$ performs the following processes:

1. Removing the CP from its received signals.

2. Applying DFT transform (i.e. $Q$).

3. Subtracting its own signals (i.e. $r_j^n = Qz_j^n - \text{own terms}$).

So, the received signals at $T_2$, $z_{2n}^2$, after CP removal can be expressed as

$$z_{21}^2 = \Psi \left[ G_1 y_1^1 + D_{\tau_2} G_2 y_1^2 - D_{\tau_3} G_3^3 P(y_3^3)^* - D_{\tau_4} G_4^4 P(y_4^4)^* \right] + w_{12}^2 \quad (4.3.4)$$

$$z_{22}^2 = \Psi \left[ F_1 y_2^1 + D_{\tau_2} F_2 y_2^2 + D_{\tau_3} F_3^3 P(y_3^3)^* + D_{\tau_4} F_4^4 P(y_4^4)^* \right] + w_{22}^2 \quad (4.3.5)$$

Similarly, the received signal vectors $z_{1n}$ at $T_1$ after CP removal, taking into account the different relaying paths and signals experiences, can be expressed as

$$z_{11}^1 = \Psi \left[ D_{\omega_1} G_1 y_1^1 + D_{\omega_2} G_2 y_1^2 - D_{\omega_3} G_3^3 P(y_3^3)^* - G_4^4 P(y_4^4)^* \right] + w_{11}^1 \quad (4.3.6)$$

$$z_{12}^1 = \Psi \left[ D_{\omega_1} G_1 y_2^1 + D_{\omega_2} G_2 y_2^2 + D_{\omega_3} G_3^3 P(y_3^3)^* + G_4^4 P(y_4^4)^* \right] + w_{21}^1 \quad (4.3.7)$$

where $w_{jn}$ are the AWGN vectors at $T_j$ with zero-mean and unit-variance elements. Then, the two received OFDM symbols, $z_j^n = [z_{j0,n}, z_{j1,n}, ..., z_{jN-1,n}]^T$, pass through the DFT transform. For calculations, the following identities
are taken into account \( QQ^* = QPQ = I_N, \ F_m = Q^H \Lambda_F^* Q, \ PF_m^* P = F_m^H \)
and \( F^H_m = Q^H \Lambda_F^* Q \) where \( \Lambda_F \) is defined as an \( N \times N \) diagonal matrix whose \((k, k)\)th entry is equal to the \( k\)th FFT coefficient of the respective CIR, i.e. \( h_{m,1:L} \). The same is performed for \( G_m, D_{\delta m}, D_{\tau m} \) and \( D_{\omega m} \). As a result, the received data vector at \( T_j, r^j_n \), after removing its own transmitted data \( x^j_n \) can be expressed as

\[
\begin{align*}
\textbf{r}^j_1 &= \rho \left[ (A^j_1 + A^j_2) \textbf{x}^j_1 - (A^j_3 + A^j_4) \textbf{x}^j_2 \right] + \textbf{w}^j_1 \\
\textbf{r}^j_2 &= \rho \left[ (A^j_3 + A^j_4) (\textbf{x}^j_1)^* + (A^j_1 + A^j_2) (\textbf{x}^j_2)^* \right] + \textbf{w}^j_2
\end{align*}
\]  

where \( \rho = \sqrt{P_T}, j \neq j, j \in \{1,2\} \) and \( \textbf{w}^j_1 \) and \( \textbf{w}^j_2 \) are related noise vectors.

Thus two successively received samples, \( (r^2_n)_k, k = 0,1,\ldots,N-1 \), conjugated for convenience, can be expressed as follows

\[
\begin{bmatrix}
(r^j_1)_k \\
(r^j_2)_k^*
\end{bmatrix} = \rho \begin{bmatrix}
(A^j_1 + A^j_2)_{k,k} & -(A^j_3 + A^j_4)_{k,k} \\
(A^j_3 + A^j_4)_{k,k}^* & (A^j_1 + A^j_2)_{k,k}^*
\end{bmatrix} \begin{bmatrix}
x^j_{k,1} \\
x^j_{k,2}
\end{bmatrix} + \begin{bmatrix}
w^j_1(k) \\
w^j_2(k)^*
\end{bmatrix}
\]

where \( H^j_k \) are the equivalent channel coefficients at each terminals. They include all channel fading coefficients and timing delays. Since TWRN has two different relay paths, the equivalent channels elements of \( H^1_k \) and \( H^2_k \) are different. In the following, all element vectors of the two equivalent channels \( H^j \) are presented in addition to the related noise element vectors \( n^j_n \). For the \( H^1 \) elements,

\[
\begin{align*}
A^2_1 &= \Lambda_{G_1} \Lambda_{F_1} \\
A^2_2 &= \Lambda_{D_{\delta 2}} \Lambda_{G_2} \Lambda_{F_2} \\
A^2_3 &= \Lambda_{D_{\tau 3}} \Lambda_{G_3} \Lambda_{F_3}^* \\
A^2_4 &= \Lambda_{D_{\omega 4}} \Lambda_{G_4} \Lambda_{F_4}^*
\end{align*}
\]
and the related noise vectors can be written as

\[ w_2^1 = Q(\Psi [G^1 v_{1,1} + D_{\tau 2} G^2 v_{1,2} - D_{\tau 3} G^3 P(v_{2,3})^* - D_{\tau 4} G^4 P(v_{2,4})^*] + w_1^1) \]

\[ w_2^2 = Q(\Psi [G^1 v_{2,1} + D_{\tau 2} G^2 v_{1,2} + D_{\tau 3} G^3 P(v_{1,3})^* + D_{\tau 4} G^4 P(v_{1,4})^*] + w_2^1) \]

Similarly, for the \( H^2 \) elements,

\[
A_1^1 = \Lambda_{D_{\omega 1}} A_{D_{\omega 1}} \Lambda_{D_{\omega 1}} \Lambda_{G_{\omega 1}} \\
A_2^1 = \Lambda_{D_{\omega 2}} A_{D_{\omega 2}} \Lambda_{D_{\omega 2}} \Lambda_{G_{\omega 2}} \\
A_3^1 = \Lambda_{D_{\omega 3}} A_{D_{\omega 3}} \Lambda_{D_{\omega 3}} \Lambda_{G_{\omega 3}} \\
A_4^1 = \Lambda_{F_k} A_{D_{\omega 4}} \Lambda_{G_{\omega 4}}
\]

and the related noise vectors can be written as

\[ w_1^1 = Q(\Psi [D_{\omega 1} F^1 v_{1,1} + D_{\omega 2} F^2 v_{1,2} - D_{\omega 3} F^3 P(v_{2,3})^* - F^4 P(v_{2,4})^*] + w_1^1) \]

\[ w_2^1 = Q(\Psi [D_{\omega 1} F^1 v_{2,1} + D_{\omega 2} F^2 v_{1,2} + D_{\omega 3} F^3 P(v_{1,3})^* + F^4 P(v_{1,4})^*] + w_1^1) \]

where \( w_n^j \) are the AWGNs at \( T_j \) with zero-mean and unit-variance elements.

It is noticeable that the equivalent channel coefficients of the asynchronous TWRN are different from those of the conventional asynchronous one-way relay network because the TWRN is affected by timing errors which never occur in one-way network which are arrivals of signals from the two terminals at one node at different times in the broadcasting phase as shown in Figure 4.3(b).

Applying matched filtering at each terminal \( T_j \) with the equivalent channel matrices \( H_k^j \) as in (4.3.10), the Gramian matrix \( G_k^j \) can be obtained for each of the \( k \) sub-carriers as follows

\[ G_k^j = (H_k^j)^H H_k^j = \begin{bmatrix} \gamma_k^j & 0 \\ 0 & \gamma_k^j \end{bmatrix} \]  

(4.3.11)
where $\gamma_k^j$ is the channel gain such that $\gamma_k^j = \alpha_k^j + \beta_k^j$ with

$$
\alpha_k^j = \sum_{m=1}^{4} |(A_j^m)_{k,k}|^2 \quad \beta_k^j = 2\text{Re}\left\{ (A_j^1)_{k,k}(A_j^2)^*_{k,k} \right\} + 2\text{Re}\left\{ (A_j^3)_{k,k}(A_j^4)^*_{k,k} \right\}
$$

where $\alpha_k^j$ is the diversity gain and $\beta_k^j$ is an interference factor due to the correlation between channel coefficients.

The average value of the channel gain can therefore be expressed as

$$
E\{\gamma_k^j\} = E\{\alpha_k^j + \beta_k^j\} = 4 + E\{\beta_k^j\} \quad (4.3.12)
$$

As shown in (4.3.11), the diagonal matrix $G_k^j$ proves the orthogonality for the extended STBC that is constructed at each terminal, therefore the data can be extracted through using a simple fast ML decoder.

### 4.3.2 Feedback schemes for asynchronous two-way cooperative relay networks

To ensure that the system performance achieves maximum cooperative diversity, the term $\beta_k^j$ should be always positive. Therefore, a simple feedback approach as in, Chapter 3 Section 3.2, [68], [79], to achieve array gain in addition to diversity gain without increasing the transmit power is proposed. It requires only two feedback links from each terminal to send back two phase shift angles $\vartheta_1^j$, $\vartheta_2^j$ to certain two relay nodes each transmitting different information signals, $R_1$ and $R_3$ in this system, where $\vartheta_n^j = [(\vartheta_n^j)_{k+1}(\vartheta_n^j)_{k+2}... (\vartheta_n^j)_{k+N-1}]$, $k$ is the subcarrier, $j$ and $n$ represent the terminal and symbol duration, respectively. So, the transmitted signals from the first and third relay nodes are rotated by the appropriated phase angles, while the other two transmitted signals from the second and fourth relay nodes are kept unchanged. Although the original implementation of [68]...
Figure 4.4. Asynchronous two-way wireless relay network with relative time delays for each path between the two terminals, $T_1$ and $T_2$. 
was designed for equivalent timing errors between to any nodes $T_j \rightarrow R_m$, this can be extended to a two-way scheme by applying the approach in [68] for each terminal has independent timing error. This is because in TWRN there are two different relaying paths each has different channel coefficients and timing errors which result in different rotation angles. So to achieve the maximum array gain and diversity gain at each terminal in the TWRN scenario, apply the feedbacks independently in two time slots in the cooperation phase is proposed. Therefore, the system shown in Figure 4.2 is designed to work on a three time slot basis where the first time slot is specified for the broadcasting phase while the other two time slots are specified for the cooperation or relaying phase as shown in Figure 4.4. Therefore, at the first

<table>
<thead>
<tr>
<th>Broadcasting Phase</th>
<th>Relaying Phase (after feedback)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Time Slot</td>
<td>1 Time Slot</td>
</tr>
<tr>
<td>$T_1$ and $T_2 \rightarrow R_m$</td>
<td>$T_1 \rightarrow R_m$</td>
</tr>
</tbody>
</table>

time slot of the cooperation or relaying phase, the relay nodes apply only the feedbacks received from $T_1$, i.e. the transmitted signals from the first and third relay nodes are rotated by $\theta^1_1$ and $\theta^1_2$, respectively. During this time, $T_2$ switches to off mode or does not receive these forward signals, as shown in Table 4.1. In the second such time slot, the relay nodes apply only the feedbacks received from $T_2$, i.e. the transmitted signals from the first and third relay nodes are rotated by $\theta^2_1$ and $\theta^2_2$, respectively. During this time, $T_1$ switches to off mode, as shown in Table 4.1. In so doing, it is ensured that the two terminal nodes achieve maximum performance, i.e. full cooperative diversity and array gain. Therefore, the received signal vectors $r^j_n$ at each
terminal $T_j$ are given by

$$\mathbf{r}_n^j = \rho \mathbf{h}_n^j \mathbf{U}^j \mathbf{c}_n^j + \mathbf{v}_n^j$$  \(4.3.13\)

with

$$\mathbf{h}_1^j = \begin{bmatrix} \mathbf{A}_1^j & \mathbf{A}_2^j & -\mathbf{A}_3^j & -\mathbf{A}_4^j \end{bmatrix}$$

$$\mathbf{h}_2^j = \begin{bmatrix} \mathbf{A}_3^j & \mathbf{A}_4^j & \mathbf{A}_1^j & \mathbf{A}_2^j \end{bmatrix}$$

$$\mathbf{c}_1^j = \begin{bmatrix} \mathbf{x}_1^j & \mathbf{x}_1^j & \mathbf{x}_2^j & \mathbf{x}_2^j \end{bmatrix}^T$$

$$\mathbf{c}_2^j = \begin{bmatrix} (\mathbf{x}_1^j)^* & (\mathbf{x}_1^j)^* & (\mathbf{x}_2^j)^* & (\mathbf{x}_2^j)^* \end{bmatrix}^T$$

$$\mathbf{U}^j = \begin{bmatrix} 1 & e^{j\theta_1^j} \\ e^{j\theta_2^j} & 1 \end{bmatrix}$$

where \(\theta_1^j\) and \(\theta_2^j\) are the rotation angle vectors at each terminal.

As shown the diagonal weighted matrix $\mathbf{U}^j$ is applied on relay nodes to align two transmitted signals which result in achieving array gain. The equivalent channel at each terminal $T_j$, $\hat{\mathbf{H}}_k^j$, is therefore given by

$$\hat{\mathbf{H}}_k^j = \begin{bmatrix} (\mathbf{u}_1^j)_k (\mathbf{A}_1^j)^*_{k,k} + (\mathbf{u}_2^j)_k (\mathbf{A}_3^j)^*_{k,k} - (\mathbf{u}_2^j)_k (\mathbf{A}_3^j)^*_{k,k} - (\mathbf{A}_4^j)^*_{k,k} \\ (\mathbf{u}_2^j)_k (\mathbf{A}_3^j)^*_{k,k} + (\mathbf{u}_1^j)_k (\mathbf{A}_1^j)^*_{k,k} (\mathbf{u}_1^j)_k (\mathbf{A}_1^j)^*_{k,k} + (\mathbf{A}_2^j)^*_{k,k} \end{bmatrix}$$  \(4.3.14\)

where $(\mathbf{u}_1^j)_k = e^{j(\theta_1^j)_k}$ and $(\mathbf{u}_2^j)_k = e^{j(\theta_2^j)_k}$.

Consequently,

$$\alpha_k^j = \sum_{m=1}^4 |(\mathbf{u}_1^j)_k|^2 |(\mathbf{A}_m^j)^*_{k,k}|^2$$

$$\beta_k^j = 2 \Re\{ (\mathbf{u}_1^j)_k (\mathbf{A}_1^j)^*_{k,k} + 2\Re\{ (\mathbf{u}_1^j)_k (\mathbf{A}_3^j)^*_{k,k} (\mathbf{A}_4^j)^*_{k,k} \}$$
Then
\[
(\hat{H}_k^j)^H \hat{H}_k^j = \begin{bmatrix}
\alpha_k^j + \beta_k^j & 0 \\
0 & \alpha_k^j + \beta_k^j
\end{bmatrix}
\]

This process ensures that the values of $\beta_k^j$ are always positive which means that the system can obtain additional performance gain (i.e., array gain). The average value of the channel gain can therefore be expressed as

$$E\{\alpha_k^j + \beta_k^j\} = 4 + E\{\beta_k^j\}$$

The rotation angles $(\theta_1^j)_k$ and $(\theta_2^j)_k$ are computed as

$$\begin{align*}
(\theta_1^j)_k &= -\text{angle}(A_{1k}^j)(A_{2k}^j)^* \\
(\theta_2^j)_k &= -\text{angle}(A_{3k}^j)(A_{4k}^j)^*
\end{align*}$$

The advantage of the exact phase feedback scheme can be retained by exploiting some quantization of the feedback coefficients as discussed in Chapter 3, to yield a more practical scheme with limited feedback.

On the other hand, to obtain end-to-end unity code rate and full data rate at one of the terminals, the system can be designed to employ a two-time slot framework based on exploiting the feedback information of only one terminal e.g. $T_2$. However, the system can achieve end-to-end full data rate with full cooperative diversity at the exploited terminal, $T_2$, while the end-to-end BER performance of the other terminal, $T_1$, will be better than the open-loop scheme but not full diversity order. Similarly, the proposed closed-loop asynchronous cooperative scheme can be designed for three relay nodes with only one feedback link, as shown in the next section.
4.3.3 Simulation results

In this section, simulation results for asynchronous two-way E-DOSTBC proposed scheme are discussed and a comparison with previous asynchronous schemes is provided. The two terminals transmit symbols with OFDM using a 64 point IFFT. The transmit power follows equation (4.3.1) and the CP lengths $l_{cp1}$ and $l_{cp2}$ are 16. The delay is chosen randomly from 0 to 8 with uniform distribution. Due to the symmetry, the BER performance of $T_2$ is only shown. However, the BER performance of $T_1$ is the same.

In Figure 4.5, the end-to-end BER performance of the proposed scheme is compared with the previous asynchronous OSTBC scheme in [80], developed for four relay nodes over frequency-selective 2 tap channels. The data symbols are drawn from QPSK and for fair comparison the total average terminal and relays transmit power of the two schemes are the same. In fact, the two schemes need the same time slots to transmit the data symbols to the two terminals so they achieve the same data rate. The simulation results in Figure 4.5 confirm that the proposed scheme significantly improves the BER performance over the previous scheme. For example, at BER of $10^{-4}$, the proposed scheme provides approximately $2.5dB$ improvement which means the new proposed scheme adds more robustness for the transmission link.

This improvement is because in the proposed scheme the feedback is used to leverage the channel gain to the maximum so there is full cooperative diversity gain of order four and array gain while in the previous scheme there is only full cooperative diversity. Furthermore, it is clear in Figure 4.5 that if one of the relay nodes fails completely, the proposed scheme still extracts data; therefore ensuring a more robust transmission scheme. Also, in this case, the proposed closed scheme improves the end-to-end BER performance over one without feedback channels. For example, at BER of $10^{-3}$, the proposed new scheme with one relay off requires approximately $19dB$ terminal transmit power while the scheme without feedback requires $22dB$. On the
other hand, the scheme without feedback needs only two-time slots to complete the transmission process which means that the scheme can achieve full data rate at the expense of diversity.
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**Figure 4.5.** Comparison of BER performance of the new EO-STBC scheme with the previous OSTBC scheme in two way relay networks over frequency-selective 2 tap channels.

In Figure 4.6, the end-to-end BER performance of the proposed asynchronous two-way scheme with the previous asynchronous one-way scheme [79] over frequency-selective 5 tap channels is compared. In this case BPSK modulation is considered. From Figure 4.6, it is clear that the slope of the BER curve of the proposed new two-way scheme approaches the slope of the previous one-way scheme when $P_T$ increases. It implies that the proposed scheme can achieve diversity order 4 when $P_T$ is large. In order to set the total network power of the proposed two-way scheme and the previous one-way scheme the same, repeat the previous scheme simulation by doubling the average transmit power of the source node to be equal to $2P_T$ which is equal to the average transmit power of the two terminals together in the
new scheme. As shown in Figure 4.6, the proposed scheme end-to-end BER performance is almost the same as the previous scheme when the source node transmit power equal to the power of each terminal in the proposed scheme while the previous scheme end-to-end BER performance outperforms the proposed scheme when its source node transmit power equal to double of each terminal power in the proposed two-way scheme. For example, at BER of $10^{-3}$, the proposed scheme and the previous scheme of $P_T$ source transmit power require the same average transmit power of $13\, dB$ while the previous scheme provides improvement of $3\, dB$ when its source transmit power is $2P_T$. On the other hand, the proposed scheme in this case can achieve maximum $\frac{2}{3}$ data rate while the maximum data rate that the one-way scheme can achieve is half data rate. In fact, in a two-time slots basis, the proposed scheme can achieve maximum full data rate. The performance of the proposed scheme without feedback in a two-time slot basis is also depicted in Figure 4.6.
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**Figure 4.6.** Comparison of BER performance of the new two-way EO-STBC scheme with the previous one-way scheme over frequency-selective 5 tap channels.
4.4 Summary

In this chapter, an E-DOSTBC scheme for asynchronous two-way cooperative four relay networks was proposed. By applying a simple feedback approach over only two relay nodes, full cooperative diversity and array gain can be achieved which results in improving the robustness of the system in the presence of multi-path fading and timing errors. This scheme can achieve $\frac{2}{3}$ code rate. Simulation results show that the proposed scheme yields a significant improvement in BER performance over the previous OSTBC scheme which was implemented over four relays. Furthermore, this scheme can extract the data even if one relay node completely fails. This scheme can be extended to use any number of relay nodes which can add more spatial diversity gain. However, the channel gains between two terminal nodes are different from one link to another due to the random nature of the wireless environment which induces different attenuations into the signals received at the receiver node, thereby reducing the overall system performance. In fact, it is possible to exploit this variation in channels gain to add extra improvements to the system by using selection techniques. In the next chapter, relay selection techniques are exploited to enhance the system performance, e.g. outage probability, which can restrict the transmission process over only the best channel gains.
In this chapter, the outage probability analysis of a cooperative communication system which transmits over multi-path channels with best single and best two relay selection is proposed. The probability density function of the multi-path links is modeled in the time domain with an Erlang distribution function. The analytical expressions for the probability density function and cumulative density function of the end-to-end signal-to-noise ratio are ob-
tained for an arbitrary number of relay nodes and multi-path channel lengths of two and three with best single and best two relay pair selection from $M$ available relays; from which outage probabilities are calculated. The spatial and temporal cooperative diversity of the network is then analysed. Finally, the theoretical results are compared with simulations to confirm the validity of the analysis, and the advantage of two relay selection is verified through bit error rate evaluation.

5.1 Introduction

Cooperative multi-node transmission is an important technique to exploit spatial and temporal diversity within a multi-path fading environment for future wireless services. Many relays can help the source to transmit to the destination, however, some relays provide a poor channel quality which can affect the transmission quality to a certain extent [81]. Therefore, the use of relay selection schemes is attracting considerable attention to overcome this problem and preserve the potential diversity gains, [82], [83].

Outage probability is a common measure of performance for cooperative communication systems and most previous works have focused on the context of Rayleigh flat fading and relay selection [84], [85], [86], [87], [88]. Particularly in [84], [86], the incremental-best-relay cooperative diversity can achieve the maximum possible diversity order, compared with the regular cooperative-diversity networks, with higher channel utilization. In [87], [88], outage probabilities for several DF cooperative diversity schemes with single relay selection were calculated. Closed form expressions for Rayleigh frequency selective fading scenarios have generally not been studied with multiple relay selection. Recently, in [89], an OFDM-based relay network with single relay selection employing both DF and AF approaches was considered and a lower-bound on the outage probability and the diversity order
achievable in frequency selective fading channels were derived. Therefore, finding the outage probability for multi-path fading channels for multiple relay selection is valuable, particularly if some form of distributed space-time/frequency scheme was used for transmission. Additionally, theoretical spatial and temporal cooperative diversity order is analysed and compared with measured values.

In this work, therefore, the strengths of the $L$ path time domain multi-path channels within a two-hop wireless multi-node cooperative network are modelled with Erlang distributions [90], [91], [92]. The best single and the best two relay pairs which maximize the end-to-end signal-to-noise ratio are selected for transmission. The closed form expression of the outage probability is then derived for the selection of the best single and the best two relay pair from $M$ available relays, when $L = 2$ and $3$, the same approach can be used for larger $L$ but the complexity of the closed form expression increases substantially. The spatial and temporal cooperative diversity gains are then analysed. The outage probability of the best single relay with the best two relay pair selection is compared. In addition, the evaluation of end-to-end bit error rate (BER) performance of the best single and best two relay pair selection of different number of relays $M$ is evaluated when distributed space time block coding (DSTBC) [80] is used. Selection of multiple relays can potentially overcome performance degradation due to feedback errors in a single relay selection scheme [38], [36].

### 5.2 System model

As is shown in Figure 5.1, a cooperative multi-node communication system over multi-path channels is considered. There is one source node $S$, one destination node $D$ and $M$ relay nodes $R_m$, where $m = 1, 2, \ldots, M$. No direct link is assumed to exist between the source node and the destination.
node, i.e., the destination node can only receive signals from the relay nodes, as a consequence of shadowing or distance [27], [93], and every node operates in half-duplex mode that can not transmit and receive simultaneously. Moreover, the communication is based on the AF protocol which means the cooperative transmission is performed in two phases as in Figure 5.1. In the first transmission phase, the source node $S$ broadcasts the data to the $M$ relay nodes and then stops sending during the second phase, during which, the relay nodes retransmit the data to the destination node. In addition, the channel impulse response (CIR) from the source node $S$ to the relay nodes $R_m$ with channel length $L$, is $h_{m,1,L} = [h_{m,1,1}, h_{m,1,2}, \cdots, h_{m,1,L}]$ and from $R_m$ to the destination node $D$ with the same channel length is $h_{m,2,L} = [h_{m,2,1}, h_{m,2,2}, \cdots, h_{m,2,L}]$. Relay selection is also shown in Figure 5.1, the solid lines represent the selected relay paths whereas the broken lines are not selected. These channel coefficients are assumed to represent quasi-static multi-path channels of the form $h_{m,i,L} = \sum_{l=1}^{L} h_{m,i,l} \delta(t - \tau_{m,i,l})$ where $L$ is the number of multi-paths, $h_{m,i,l}$ and $\tau_{m,i,l}$ are the complex fading amplitude and time delay of the $L^{th}$ path, respectively [89] and $t$ is the continuous time index. It is assumed that all channel coefficients within $h_{m,1,L}$ and $h_{m,2,L}$ are uncorrelated with each other, with distribution $CN(0, N_0)$, where $N_0$ is the noise variance. Equations (5.2.1) and (5.2.2) represent the transmitted signal vector models over the first and second hops, respectively

$$y_{SR_m}[n] = \sqrt{E_s}H_{m,1,L} [n|x[n] + w_{R_m}[n], \quad m = 1, \ldots, M \quad (5.2.1)$$

and

$$y_{R_m,D}[n] = \sqrt{P_m}H_{m,2,L}[n]y_{m,1,L}[n] + w_{D}[n], \quad m = 1, \ldots, M \quad (5.2.2)$$

where $H_{m,1,L}[n]$ and $H_{m,2,L}[n]$ represent convolution matrices formed from the coefficients of the source to relays channels and relays to destination
channels, respectively. The elements of \( w_{R_m}[n] \sim CN(0, \sigma_1^2) \) and \( w_D[n] \sim CN(0, \sigma_2^2) \) are additive white Gaussian noise (AWGN) at the \( m^{th} \) relay and the destination, respectively. The relay gain denoted by \( \sqrt{P_m} \) is calculated from \( P_m = E_s/(E_s||h_{m,1,L}||^2 + N_0) \) where \( E_s \) is the average energy per symbol, \( ||h_{m,1,L}||^2 \) is the channel gain between source and \( m^{th} \) relay node and \( N_0 \) is the noise variance [25]. Then, the instantaneous end-to-end SNR for the \( m^{th} \) relay is given by

\[
\gamma_{D_m} = \frac{\gamma_{m,1,L} \gamma_{m,2,L}}{1 + \gamma_{m,1,L} + \gamma_{m,2,L}}, \quad m = 1, \ldots, M, \tag{5.2.3}
\]

where \( \gamma_{m,1,L} = ||h_{m,1,L}||^2 E_s/N_0 \) and \( \gamma_{m,2,L} = ||h_{m,2,L}||^2 E_s/N_0 \) are the instantaneous SNRs of the \( S \rightarrow R_m \) and \( R_m \rightarrow D \) links, respectively. The full outage probability analysis of selecting the best single and the best two relay pair together with the spatial and temporal cooperative diversity order of the network over frequency selective fading channels, will be explained in the next section.
5.3 Outage probability analysis of frequency selective fading channels

As the most important criteria in designing MIMO and cooperative communication systems, the outage behavior needs to be investigated for such systems. Practically, there is more interest in the probability that the system will not be able to guarantee a target rate [94]. This probability is called the outage probability $P_{\text{out}}$. In other words, the outage probability is defined as when the average end-to-end SNR falls below a certain predefined threshold value, i.e. $\gamma = 2^{2R} - 1$, where $R$ is the target rate [95], [13]. The outage probability can be expressed as

$$P_{\text{out}} = \int_{0}^{\gamma} f_{\gamma}(\gamma)d\gamma = F_{\gamma}(\gamma), \quad (5.3.1)$$

where $f_{\gamma}(\gamma)$ is the probability density function (PDF) and $F_{\gamma}(\gamma)$ is the cumulative distribution function (CDF) of the SNR.

For frequency selective Rayleigh fading channels, the PDF and CDF of the sum of $L$ independent paths of each channel can be modeled as an Erlang distribution, with $u \in SR_m, R_mD$ links, which is given by

$$f_{\gamma_u}(\gamma) = \frac{\gamma^{L-1}e^{-\gamma}}{\Gamma(L)\gamma^L}, \quad (5.3.2)$$

where $\Gamma(L) = \int_{0}^{\infty} s^{L-1}e^{-s}ds = (L - 1)!$ which is termed the complete Gamma function, where $L$ is called the shape parameter which represents the number of paths in each channel, $\gamma$ is called the scale parameter and is denoted as the average SNR. Equation (5.3.2) has the same distribution as the sum of $L$ independent exponential distribution random variables with circular complex normal distribution $CN(\mu, \sigma^2)$ where $\mu = L\gamma$ and $\sigma^2 = L\gamma^2$ are the mean and the variance of the Erlang distribution, respectively, as in Figure 5.2. This illustrates that the PDF of the sum squared coefficients of
the frequency selective channel is an Erlang distribution with different numbers of paths $L$ so when $L = 1$ the PDF is exponentially distributed which is equivalent to the flat fading channel [96]. Thus, the CDF can be obtained by taking the integral of the PDF in (5.3.2) with respect to $\gamma$, yielding (5.3.3)

$$F_{\gamma_u}(\gamma) = 1 - e^{-\frac{\gamma}{\bar{\gamma}}} \sum_{k=0}^{L-1} \frac{\gamma^k}{k!} \frac{1}{\bar{\gamma}^k},$$

(5.3.3)

where $\bar{\gamma}$ denotes the mean SNR for all links.
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**Figure 5.2.** Different probability density functions used to model the sum squared coefficients of a frequency selective fading channel where $L$ is the number of paths and the average SNR ($\bar{\gamma}$) is 5 in (5.3.2).

In order to calculate the outage probability, similarly to [97], the following upper-bound on the SNR is employed

$$\gamma_m = \min(\gamma_{m,1,L}, \gamma_{m,2,L}) > \gamma_{D_m},$$

(5.3.4)
and therefore, the CDF of $\gamma_m = \min(\gamma_{m,1,L}, \gamma_{m,2,L})$ can be expressed as

$$F_{\gamma_m}(\gamma) = 1 - P_r(\gamma_{m,1,L} > \gamma)P_r(\gamma_{m,2,L} > \gamma) = 1 - [1 - P_r(\gamma_{m,1,L} \leq \gamma)][1 - P_r(\gamma_{m,2,L} \leq \gamma)].$$

By substituting (5.3.3) into (5.3.5), the CDF of the end-to-end SNR can be expressed as

$$F_L^L(\gamma) = 1 - e^{-2\gamma} \left[ \sum_{k=0}^{L-1} \frac{\gamma^k}{k!} \right] \left[ \sum_{k=0}^{L-1} \frac{\gamma^k}{k!} \right] (5.3.6)$$

a superscript $L$ to the left hand side is added to denote the channel length of a link. For algebraic convenience, simplify (5.3.6) by limiting the channel length to $L = 2$ and $L = 3$, yielding

$$F_2^2(\gamma) = 1 - e^{-2\gamma} - \frac{2e^{-2\gamma}}{2\gamma} - \frac{e^{-2\gamma}\gamma^2}{2!}$$

and

$$F_3^3(\gamma) = 1 - e^{-2\gamma} - \frac{2e^{-2\gamma}}{2\gamma} - \frac{2e^{-2\gamma}\gamma^2}{2!} - \frac{e^{-2\gamma}\gamma^3}{3!} - \frac{e^{-2\gamma}\gamma^4}{4!}. (5.3.8)$$

The full outage probability analysis of selecting the best single relay from $M$ relays will be considered in the next subsection.

### 5.3.1 Outage probability analysis of selecting the best single relay from $M$ available relays

In this approach, one best relay is selected from $M$ available relays, namely, select the maximum $\gamma$ from the $M$ relays instantaneous SNR. Lower and upper bounds for the equivalent SNR can be given as

$$\gamma_{\text{low}} \leq \gamma_D < \gamma_{\text{up}},$$

(5.3.9)
where $\gamma_{\text{low}} = \frac{1}{2} \sum_{m=1}^{M} \gamma_m$ and $\gamma_{\text{up}} = \sum_{m=1}^{M} \gamma_m$ [98]. According to the relay selection scheme in [99], the general expression for selecting the best relay from $M$ available relays is

$$
\gamma_{\text{opt}} = \max_{m \in \{1, \ldots, M\}} \{ \min(\gamma_{m,1,L}, \gamma_{m,2,L}) \}. \quad (5.3.10)
$$

Building upon (5.3.6), the CDF and PDF of $\gamma_{\text{opt}}$ can be expressed as

$$
F_{\gamma_{\text{opt}}}^L(\gamma) = [F_{\gamma_m}^L(\gamma)]^M \quad \text{and} \quad f_{\gamma_{\text{opt}}}^L(\gamma) = M f_{\gamma_m}^L(\gamma)[F_{\gamma_m}^L(\gamma)]^{M-1} \quad (5.3.11)
$$

where $M$ represents the number of available relay nodes in the system. Then, by substituting (5.3.7) and (5.3.8) into the left side of (5.3.11), the CDF of $\gamma_{\text{opt}}$ for $L = 2$ and $3$, can be obtained as, respectively

$$
F_{\gamma_{\text{opt}}}^2(\gamma) = e^{-\frac{2M\gamma}{\tau}} \left( -\frac{e^{\frac{2\tau}{\gamma}} + \left( \tau + \gamma \right)^2}{\tau^{2M}} \right)^M \quad (5.3.12)
$$

and

$$
F_{\gamma_{\text{opt}}}^3(\gamma) = e^{-\frac{2M\gamma}{\tau}} \left( -4\tau^2 e^{\frac{2\tau}{\gamma}} + (2\tau^2 + 2\tau \gamma + \gamma^2)^2 \right)^M \quad (5.3.13)
$$

Next, the full outage probability analysis of selecting the best two relay pair from $M$ available relays will be considered.

### 5.3.2 Outage probability analysis for the best two relay pair selection from M available relays

In this approach, the best two relay nodes from $M$ available relays in the same cluster are selected, namely, select $\gamma_{\text{opt}}$ and $\gamma_{\text{opt}-1}$ which are the maximum and second largest, from the $M$ relays instantaneous SNR. To find
these values, the following relay selection criteria are adopted

\[
\gamma_{\text{opt}} = \max_{m \in \{1, \ldots, M\}} \{ \min(\gamma_{m,1,L}, \gamma_{m,2,L}) \}
\]

(5.3.14)

\[
\gamma_{\text{opt} - 1} = \max_{\hat{m} \in \{1, \ldots, M\}, \hat{m} \neq m} \{ \min(\gamma_{\hat{m},1,L}, \gamma_{\hat{m},2,L}) \}
\]

Clearly, choosing the second largest is dependent on the first maximum, therefore, according to [100], the joint distribution of the two most maximum values can be obtained by using the CDF expression in (5.3.6) and its derivative to provide the PDF. Then the joint distribution of \( \gamma_{\text{opt}} \) and \( \gamma_{\text{opt} - 1} \) can be expressed as

\[
f_{X,Y}(x, y) = M(M - 1)f_{X}^{L}(x)f_{Y}^{L}(y)[F_{Y}^{L}(y)]^{M - 2}
\]

(5.3.15)

where \( M \) is the number of relay nodes in the system, \( \gamma_{\text{opt}} = X \) and \( \gamma_{\text{opt} - 1} = Y \) which are the first and second largest maximum values, respectively. Equation (5.3.15) represents the general PDF form of the multi-path environment transmission with \( L \) paths per link and \( M \) relays. To simplify (5.3.15), in this work, the channel length is limited to be either \( L = 2 \) or \( 3 \), then (5.3.15) can be rewritten as either:

\[
f_{X,Y}^{2}(x, y) = M(M - 1)\left[ \frac{2e^{-\frac{2\pi}{\gamma} x}}{\gamma^2} + \frac{2e^{-\frac{2\pi}{\gamma} x^2}}{\gamma^3} \right] \left[ \frac{2e^{-\frac{2\pi}{\gamma} y}}{\gamma^2} + \frac{2e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^3} \right] \left[ 1 - e^{-\frac{2\pi}{\gamma} - \frac{2e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^2}} \right]^{M - 2}
\]

(5.3.16)

or

\[
f_{X,Y}^{3}(x, y) = M(M - 1)\left[ \frac{e^{-\frac{2\pi}{\gamma} x^2}}{\gamma^3} + \frac{e^{-\frac{2\pi}{\gamma} x^3}}{\gamma^4} + \frac{e^{-\frac{2\pi}{\gamma} x^4}}{2\gamma^5} \right] \left[ \frac{e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^3} + \frac{e^{-\frac{2\pi}{\gamma} y^3}}{\gamma^4} + \frac{e^{-\frac{2\pi}{\gamma} y^4}}{2\gamma^5} \right] \left[ 1 - e^{-\frac{2\pi}{\gamma} - \frac{2e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^2} - \frac{2e^{-\frac{2\pi}{\gamma} y^3}}{\gamma^3} - \frac{e^{-\frac{2\pi}{\gamma} y^4}}{4\gamma^4}} \right]^{M - 2}
\]

(5.3.17)
where again the superscripts in the left-hand side correspond to $L$. Then, integrate (5.3.15) to find the outage probability, yielding

$$F_{\gamma_{\text{opt}}}^L(\gamma) = \int_0^{\gamma/2} \int_0^{\gamma-y} f_X^L(x,y) \, dx \, dy \quad (5.3.18)$$

Without loss of generality, the CDF of channel length two can be calculated by substituting (5.3.16) in (5.3.18) as

$$F_2^2(\gamma_{\text{opt}}) = M(M-1) \sum_{k=0}^{M-2} {M-2 \choose k} (-1)^k \sum_{i=0}^{k} \sum_{j=0}^{i} \binom{i}{j} \int_0^{\gamma/2} \int_0^{\gamma-y} \frac{e^{-\frac{2\pi}{\gamma} x^2}}{\gamma^2} \frac{e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^2} e^{-\frac{2\pi}{\gamma} y^2} \, dx \, dy$$

and likewise for channel length ($L = 3$)

$$F_3^3(\gamma_{\text{opt}}) = M(M-1) \sum_{k=0}^{M-2} {M-2 \choose k} (-1)^k \sum_{i=0}^{k} \sum_{j=0}^{i} \sum_{t=0}^{j} \sum_{f=0}^{t} \binom{j}{i} \binom{i}{t} \frac{e^{-\frac{2\pi}{\gamma} x^2}}{\gamma^2} \frac{e^{-\frac{2\pi}{\gamma} y^2}}{\gamma^2} e^{-\frac{2\pi}{\gamma} y^2} \, dx \, dy$$

and to evaluate (5.3.19), first calculate the part of the expression in the outer most summation for when $k = 0$

$$F_{\gamma_{\text{opt}}}^{2,k=0}(\gamma) = \frac{1}{2} \left( \frac{2\gamma^5 + 15\gamma^4 \gamma + 40\gamma^3 \gamma^2 + 60\gamma^2 \gamma^3 + 60\gamma \gamma^4 + 30\gamma^5}{60\gamma^5} e^{-\frac{2\pi}{\gamma}} \right)$$

and then the full closed form expression for the CDF when $L = 2$ becomes
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\[ F_{\gamma_{\text{opt}}}^2(\gamma) = M(M - 1) \left[ F_{\gamma_{\text{opt}}^0}^2(\gamma) + \sum_{k=1}^{M-2} \binom{M - 2}{k} (-1)^k \sum_{i=0}^{k} \binom{k}{i} \sum_{j=0}^{k} \binom{i}{j} \right. \\
\left. - 2^{-2(2+j)} \gamma^{i+j} - 2^{-i-j} \gamma^j - \frac{2^k}{\gamma^k} \left( - \frac{8 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(2+i+j) - \Gamma(2+i+j, \frac{\gamma}{\eta}))}{k^2} \\
- \frac{8 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(2+i+j) - \Gamma(2+i+j, \frac{\gamma}{\eta}))}{k^2} \\
\right) + \frac{8 \gamma^2 e^{\frac{2\gamma}{\eta}} (\frac{\gamma}{\eta})^{-i-j} (\Gamma(2+i+j) - \Gamma(2+i+j, \frac{\gamma}{\eta}))}{(2+k)^2} \\
\right. \\
\left. - \frac{4 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(3+i+j) - \Gamma(3+i+j, \frac{\gamma}{\eta}))}{k^3} + \frac{4 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(3+i+j) - \Gamma(3+i+j, \frac{\gamma}{\eta}))}{k^3} \\
\right) + \frac{12 \gamma^2 e^{\frac{2\gamma}{\eta}} (\frac{\gamma}{\eta})^{-i-j} (\Gamma(3+i+j) - \Gamma(3+i+j, \frac{\gamma}{\eta}))}{(2+k)^3} \\
\left. + \frac{4 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(4+i+j) - \Gamma(4+i+j, \frac{\gamma}{\eta}))}{k^4} + \frac{2 \gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(4+i+j) - \Gamma(4+i+j, \frac{\gamma}{\eta}))}{k^4} \\
\right) + \frac{6 \gamma^2 e^{\frac{2\gamma}{\eta}} (\frac{\gamma}{\eta})^{-i-j} (\Gamma(4+i+j) - \Gamma(4+i+j, \frac{\gamma}{\eta}))}{(2+k)^4} \\
\left. - \frac{\gamma^2 (\frac{\gamma}{\eta})^{-i-j} (\Gamma(5+i+j) - \Gamma(5+i+j, \frac{\gamma}{\eta}))}{k^5} + \frac{\gamma^2 e^{\frac{2\gamma}{\eta}} (\frac{\gamma}{\eta})^{-i-j} (\Gamma(5+i+j) - \Gamma(5+i+j, \frac{\gamma}{\eta}))}{(2+k)^5} \right]\]

and to evaluate (5.3.20), first calculate the part of the expression in the outer
most summation for when \( k = 0 \)

\[ F_{\gamma_{\text{opt}}}^3(\gamma) = \frac{1}{8} - \frac{1}{80640\gamma^9} (2\gamma^9 + 27\gamma^8 + 192\gamma^7 + 840\gamma^6 + 2688\gamma^5) \\
+ \frac{1}{6720\gamma^5} (13440\gamma^3 + 20160\gamma^2 + 10080\gamma) \]

\[ e^{-\frac{2\gamma}{\eta}} \]
and then the full closed form expression for the CDF when \( L = 3 \) is given in Appendix A due to its complexity.

Next, the spatial and temporal cooperative diversity order of the network of the best single relay and best two relay pair selection from \( M \) will be presented for different channel lengths.

### 5.3.3 Spatial and temporal cooperative diversity order of the network

The available spatial and temporal cooperative diversity order of the network can be derived as in [89]. Firstly, rewrite the left side of (5.3.11) as

\[
F_{\gamma_{\text{opt}}}^L (\gamma) = \prod_{m=1}^{M} F_{\gamma_m}^L (\gamma) \tag{5.3.24}
\]

where \( M \) is the number of available relay nodes in the system. Assume the mean SNR, \( \gamma \), is the same for all paths, and, for generality, the superscript \( L \) is dropped. Then, after simple manipulation equation (5.3.5) can be obtained as

\[
F_{\gamma_m}^L (\gamma) = F_{\gamma_{m,1,L}}^L (\gamma) + F_{\gamma_{m,2,L}}^L (\gamma) - F_{\gamma_{m,1,L}}^L (\gamma) \times F_{\gamma_{m,2,L}}^L (\gamma) \tag{5.3.25}
\]

By using the definition of the moment generating function (MGF) given by

\[
M_{\gamma_{m,i,L}}(s) = \int_0^\infty e^{-s\gamma} f_{\gamma_{\text{opt}}}^L (\gamma) d\gamma \quad i = 1, 2 \tag{5.3.26}
\]

where \( s \) is the complex variable in the Laplace transform, the MGF of \( \gamma_{m,i,L} \) is given by

\[
M_{\gamma_{m,i,L}}(s) = \prod_{l=1}^{L_{m,i}} \frac{1}{1 - s\gamma} \tag{5.3.27}
\]
It is assumed that the channel has a uniform multi-path intensity profile (MIP) for all $l$, the CDF can be simplified to

$$F_{\gamma_{m,i,L}}^L(\gamma) = \frac{\Gamma(L_{m,i}, L_{m,i}/\tau)}{\Gamma(L_{m,i})} \quad (5.3.28)$$

where $\Gamma(L, x) = \int_0^x s^{L-1}e^{-s}ds$ and $\Gamma(L) = \int_0^\infty s^{L-1}e^{-s}ds = (L-1)!$ which are incomplete and complete Gamma functions, respectively.

By substituting (5.3.28) and (5.3.25) into (5.3.24), the spatial and temporal cooperative diversity order achievable in the network can be found from,

$$F_{\gamma_{opt}}^L(\gamma) = \prod_{m=1}^M \left[ \frac{\Gamma(L_{m,1}, L_{m,1}/\tau)}{\Gamma(L_{m,1})} + \frac{\Gamma(L_{m,2}, L_{m,2}/\tau)}{\Gamma(L_{m,2})} \right. \quad (5.3.29)$$

where $\Gamma(L, x)$ can be written as a series expansion as in [101]

$$\Gamma(L, x) = \sum_{n=0}^{\infty} \frac{(-1)^n x^{L+n}}{n!(n+L)} \quad (5.3.30)$$

Now approximate (5.3.29) by using only the first term in (5.3.30) so that

$$F_{\gamma_{opt}}^L(\gamma) \approx \prod_{m=1}^M \left[ c_{m,1} x^{L_{m,1}} + c_{m,2} x^{L_{m,2}} - c_{m,1} c_{m,2} x^{L_{m,1}+L_{m,2}} \right] \quad (5.3.31)$$

and defining $x \triangleq \frac{1}{\tau}$ and $c_{m,i} \triangleq \frac{(L_{m,i}/\tau)^{L_{m,i}}}{L_{m,i}! \Gamma(L_{m,i})}$, $i = 1, 2$, then

$$F_{\gamma_{opt}}^L(\gamma) \approx \prod_{m=1}^M \left[ c_{m,1} x^{L_{m,1}} + c_{m,2} x^{L_{m,2}} - c_{m,1} c_{m,2} x^{L_{m,1}+L_{m,2}} \right] \quad (5.3.32)$$
and with the assumption that $\gamma$ is large, then

$$c_{m,1}x^{L_{m,1}} + c_{m,2}x^{L_{m,2}} - c_{m,1}x^{L_{m,1}} \times c_{m,2}x^{L_{m,2}} > \min(c_{m,1}x^{L_{m,1}}, c_{m,2}x^{L_{m,2}}).$$

(5.3.33)

Therefore, the lower-bound of (5.3.32) can be expressed as

$$\lim_{\gamma \to \infty} P_{\gamma_{opt}}^L(\gamma) \approx \prod_{m=1}^{M} \min \left( \frac{c_{m,1}}{\gamma_{L_{m,1}}}, \frac{c_{m,2}}{\gamma_{L_{m,2}}} \right),$$

(5.3.34)

and by taking the term with the lowest degree in the series representation of $\Gamma(L, x)$, where $c_{m,1}$ and $c_{m,2}$ are some constants. Thus, the total spatial and temporal cooperative diversity order of the network is given by

$$D = -\lim_{\gamma \to \infty} \frac{\log P_{\gamma_{opt}}^L(\gamma)}{\log \gamma} = \sum_{m=1}^{M} \min(L_{m,1}, L_{m,2}),$$

(5.3.35)

where $P_{\gamma_{opt}}^L(\gamma)$ is the outage probability. Next, the simulation results of the outage probability analysis, cooperative diversity order of the network and analysis of the end-to-end bit error rate (BER) as a function of SNR are presented.

### 5.4 Simulation Results

#### 5.4.1 Simulation results of outage probability analysis

In order to verify the results obtained from (5.3.12), (5.3.13), (5.3.22) and (5.3.23), all the relay node links have the same average SNR, there is no direct link between the transmitter and the receiver due to shadowing, or distance, and all nodes are equipped with a single antenna are assumed.

In this sub-section and in sub-section 5.4.2, the multi-path channel gains, $\|h_{m,i,L}\|$, are equal to $L$, in order to preserve the full temporal diversity. The
outage probability performance of different numbers of path and best single relay and best two relay pair selection from $M$ available relays, when $L = 2$ and $L = 3$ for different number of relays, and SNR = $5dB$ will be shown. Therefore, both cooperative spatial and temporal diversity gain are considered. Figure 5.3 shows the comparison of the outage probability of the best single relay selection and the best two relay pair selection schemes from $M$ available relays of two-hop wireless transmission when the channel length is two $L = 2$, using the formulae given in (5.3.12) and (5.3.22). The simulated values, as in Figures 5.3, 5.4, 5.5 and 5.6 are found by generating random variables with a Gamma distribution using the MATLAB function gamrnd() which represent the power gain of the channel. These values are then applied in the maxmin(.,.) operation and this process is repeated a sufficiently large number of times to generate stable plots. This explains why it is expected that the simulated and theoretical expressions should be identical. If, however, the exact end-to-end SNR was simulated as in (5.2.3) there would not be a match as the theoretical expression would represent an upper bound (5.3.4). Generally, increasing the number of relays $M$, decreases the outage probability, and hence when the number of relays is large, the outage event becomes less likely. Selecting the best single relay scheme, for example, with the total number of available relays increasing from 4 to 12, the outage probability is decreased, i.e. 90% to 70% when the threshold value $\gamma$ is $12dB$ and the transmission rate $R = 1.85$ bps. However, selecting the best two relay pair scheme, with the same threshold value, channel length and number of available relays, the outage probability is significantly decreased from 40% to 3.5%. Figure 5.4 shows the comparison of the outage probability of the best single relay selection and the best two relay pair selection schemes from $M$ relays of two-hop wireless transmission when the channel length is three $L = 3$ using the formulae given in (5.3.13) and (5.3.23). When the total number of available relays increases from 4 to 12, the outage probability
of a single relay selection is decreased from approximately 40% to 15%, at the same time, the outage probability of the best two relay pair selection is significantly decreased from almost 4% to 0.002%, when the threshold value $\gamma$ is 14 dB and the transmission rate $R = 1.95$ bps. This result confirms that the best two relay pair selection provides more robust transmission than single relay selection.

In Figure 5.3 selecting the best two relay pair scheme improves the outage probability performance by approximately 5 dB at $10^{-6}$ compared with the best single relay selection scheme. According to Figure 5.4, the best two relay pair selection improves the outage probability performance by approximately 3 dB at $10^{-6}$ when the channel length $L = 3$.  

\textbf{Figure 5.3.} Comparison of the outage probability of the best single relay selection and the best two relay pair selection schemes from $M$ relays of two-hop wireless transmission with two paths ($L = 2$), with $\gamma = 5$ dB. The theoretical results are shown in line style and the simulation results as points.
These results confirm that increasing the channel length potentially provides more robust transmission. For example, when the number of available relays is 12, the threshold value $\gamma$ is 12 dB, and the channel length increases from 2 to 3 the outage probability sharply decreases, from 15% to 0.002%. However, in practical transmission, more sophisticated coding and decoding schemes will be required to benefit from this temporal diversity [102].

![Figure 5.4. Comparison of the outage probability of the best single relay selection and the best two relay pair selection schemes from $M$ relays of two-hop wireless transmission with three paths ($L = 3$), with $\gamma = 5$ dB. The theoretical results are shown in line style and the simulation results as points.](image-url)
5.4.2 Simulation analysis of cooperative diversity order of the network over multi-path channels

In this subsection, the outage probability vs SNR of a cooperative communication system over multi-path channels with best single and best two relay pair selection using the AF relaying network is evaluated. Identical channel models are employed in the network, as in previous subsection. The overall cooperative diversity order has a spatial and temporal component.

![Figure 5.5](image)

**Figure 5.5.** Comparison of the outage probability vs SNR of the best single relay selection scheme from $M$ relays of two-hop wireless transmission when channel length two ($L = 2$) and three ($L = 3$), for a threshold value $\gamma = 5$ dB. The theoretical results are shown in line style and the simulation results as points.

In Figure 5.5 the outage probability is plotted versus the SNR, without relay selection when (i.e. $M = 1$) and with the best single relay selection from $M$ available relays with channel length two $L = 2$ and three $L = 3$. It is clearly seen that the system without relay selection, and increasing channel length
from 2 to 3 improves the temporal diversity gain, for example, the diversity gains were found to be approximately 1.92 and 2.92, respectively. Whereas the theoretical values for $L = 2$ and 3 are 2 and 3, respectively, these measured and theoretical values will only match for infinitely large SNR as in definition (5.3.35). And likewise when selecting the best relay from four relays when the channel lengths $L = 2$ and 3, the overall cooperative diversity gains are found to be approximately 7.14 and 10.0, and the theoretical values are 8 and 12, respectively. These confirm the overall cooperative diversity gain is significantly improved when the number of relays is increased.

![Figure 5.6](image)

**Figure 5.6.** Comparison of the outage probability vs SNR of the best two relay pair selection scheme from $M$ relays of two-hop wireless transmission when channel length is two ($L = 2$) and three ($L = 3$), for a threshold value $\gamma = 5$ dB. The theoretical results are shown in line style and the simulation results as points.

In Figure 5.6 the outage probability is also plotted versus the SNR, without relay selection when (i.e. $M = 2$) and with the best two relay pair selection from $M$ available relays with channel length two $L = 2$ and three $L = 3$. 
It can be seen that the system without relay selection, and increasing channel length from 2 to 3 improves the temporal cooperative diversity gain, for example, Figure 5.6 confirms that the spatial and temporal cooperative diversity gain are approximately 3.94 and 5.73, respectively, whereas the theoretical values for $L = 2$ and 3 are 4 and 6, respectively. In this scheme, when selecting the best two relay pair from 4 relays and channel lengths are 2 and 3, the spatial and temporal cooperative diversity gains are approximately 7.41 and 10.53, and the theoretical values are 8 and 12, respectively. Again the measured and theoretical values will only match as the SNR tends to infinity. Clearly, the overall cooperative diversity gain can significantly reduce the outage probability.

### 5.4.3 Analysis of the BER vs SNR

In this section, a comparison of the BER for a two-hop amplify-and-forward (AF) relaying cooperative communication system selecting the best single and best two relay pair from $M$ available relays is performed. The main parameters of this simulation are 12 relays, uncoded transmission, quadrature phase-shift keying (QPSK) symbols, distributed space time block coding (DSTBC) and frequency selective channels, with $L = 3$ and $\|h_{m,i,L}\| = 1$. Figure 5.7 illustrates clearly the increased robustness of the best two relay pair selection scheme over the single relay selection scheme when the number of available relays in the system is increased. For example, at a BER of $10^{-3}$, selecting the best single relay from three available relays requires approximately $27\, \text{dB}$ SNR. However, selecting the best two relay pair gives equal performance with reduction in SNR by $10\, \text{dB}$ with the same number of available relays. On the other hand, when the number of available relays $M$ is increased from 3 to 12 the improvement of the single relay scheme is approximately $2.5\, \text{dB}$, where the improvement of the best two relay pair scheme is approximately $3.5\, \text{dB}$, respectively. It is highlight that in
Figure 5.7 there is not such a dramatic increase in performance with number of relays as in the earlier figures due to the channel normalization to unity gain and the block transmission. In addition, this figure presents only the spatial cooperative diversity gain while Figure 5.5 and Figure 5.6 illustrate both temporal and spatial cooperative diversity gains. In other words, the performance improvement is a consequence of increased cooperative spatial diversity gain; exploitation of the additional cooperative temporal diversity gain would require more sophisticated coding schemes as in [102] which are not the focus of this work.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.7}
\caption{Comparison of best single and best two relay pair selection from $M$ available relays of a two-hop wireless transmission with frequency selective channel when $M$ is 3, 6 and 12.}
\end{figure}
5.5 Summary

The outage probabilities for a cooperative two-hop amplify-and-forward system using transmission over multi-path channels with single and two relay pair selection were proposed. The derived formulas are simple, applicable to arbitrary number of relays and SNR values. A straightforward approach based on a Gamma distribution with positive integer scale parameter which has the same distribution as the sum of $L$ independent exponential distribution random variables was used. The results indicated that the theoretical calculation and simulations are very close at different channel lengths ($L = 2$ and 3). In addition, the robustness of the best two relay pair selection scheme over the single relay selection scheme was confirmed. Moreover, increasing the channel length and/or the number of relays improve the outage probability. In addition, the slopes of the outage probability vs SNR become steeper as the number $L$ of multi-paths increases. Generalization of outage probability equation for $L$ paths and $M$ relays is dependent upon the channel normalization; without normalization outage probability will reduce with increasing $L$ beyond 3, however the complexity of the closed form expression as in (5.3.23) renders them unsuitable for inclusion in this chapter.
In this chapter, outage probability analysis of a two-way cooperative relaying communication system which transmits over flat and frequency selective channels with best single and $m^{th}$ relay selection is presented. Starting from the description of the outage probability, the outage event is defined by jointly considering outage events at the terminals. The probability density function of the multi-path links is modeled in the time domain with an Erlang distribution function. Then new exact analytical expressions for the probability density function, and cumulative density function of the received signal-to-noise ratio (SNR) are derived. These expressions are given in closed form for best relay selection and in integral form for $m^{th}$ relay selection in the high SNR region for transmission over Rayleigh frequency flat fading and frequency selective channels. Moreover, simulation results validate the accuracy of the derived closed-form expressions.
6.1 Introduction

Spatial diversity is an efficient technique used to mitigate the multi-path fading phenomenon of wireless channels [103]. Relaying technologies have received much attention for use in wireless networks recently as a mean to achieve spatial diversity and extend coverage. In a two-way cooperative relay network, the two terminals exchange information between each other with the help of relay nodes. However, sometimes some relays provide a poor channel quality which can affect the transmission quality to a certain extent [81]. Therefore, the performance of one-way relaying networks is enhanced by selecting the best relay node among the relay candidates as in [38], [104], [105], [98]. Performing relay selection in the one-way relaying scheme is straightforward as the optimal performance can be obtained by maximizing the end-to-end SNR. However, since there are two communication links in the two-way relaying scheme, the performance metric should consider the end-to-end SNR of both links.

Recently, two-way relaying systems have been studied from many different perspectives. A careful review of the existing literature indicates that outage probability is a more important performance metric for a network operator than, for example, average probability of errors [94], and therefore outage probability is adopted in this work for evaluating the performance of cooperative communication systems, in particular two-way relaying systems [106], [107]. However, in these works, the analyses are generally done by viewing the two-way relaying links as two parallel one-way links. This means that the outage performance for terminals $T_1$ and $T_2$ are analyzing separately. Practically, compared to the one-way relaying, one of the most important features of two-way relaying is that two terminals exchange their information between each other simultaneously. Therefore, the outage event for two-way systems is redefined: a two-way relaying network will be in out-
age whenever an outage occurs at either of terminal $T_1$ or $T_2$. Analysis of two-way cooperative wireless relaying systems, has been conducted based on the outage occurring at either terminals. In [108] derived a lower bound was derived and an approximation for outage probability was investigated when interference power affects the optimal power allocation between the source terminals when the relay power grows. In [109] the authors consider multiple co-channel interferes and an accurate closed form expression for outage performance is derived assuming Rayleigh fading channels. Outage probability for decode-and-forward two-way relaying with asymmetric traffic was investigated in [110], [111]; and an expression was derived for the system outage probability considering interference only at the relay nodes. Moreover, these works have not considered feedback error or the unavailability of the selected relay, which means sometimes the best relay cannot be chosen because the wrong enable feedback information is received from the terminal node, or the selected relay may be used by other terminals at the time the desired terminals requests exchange of their information. In the next section, outage probability analysis of the best and $m^{th}$ relay selection will therefore be presented.

### 6.2 System model

Consider a cooperative multi-node network for two-way communications using two time slots with relay nodes $R_m$, $m = 1...M$ and two terminal nodes $T_j$, $j = 1,2$. The two terminals exchange their information between each other through the selected relay node. It is assumed that there is no direct link between $T_1$ and $T_2$, for example due to shadowing, or distance, and all nodes have a single antenna and operate in half-duplex mode that cannot transmit and receive simultaneously. For simplicity, the fading channel from $T_j$ to the $m^{th}$ relay is assumed identical to the fading channel from
the $m^{th}$ relay to $T_j$. Denote the channel coefficient vector between $T_1$ and the $m^{th}$ relay as $h_{m,1,L} = [h_{m,1,1}, h_{m,1,2}, \ldots, h_{m,1,L}]$ and the channel coefficient vector between $T_2$ and the $m^{th}$ relay with the same channel length as $h_{m,2,L} = [h_{m,2,1}, h_{m,2,2}, \ldots, h_{m,2,L}]$, where $L$ is the number of multi-path. The channel coefficients are assumed unchanged during the transmission of a signal code block (quasi-static frequency-selective Rayleigh fading) between any two nodes and they are known to the receiving node. Therefore, assume that $h_{m,1,L}$ and $h_{m,2,L}, m = 1\ldots M$ have coefficients which are i.i.d. with distribution $CN(0, N_0)$. These channel coefficient vectors are assumed to represent quasi-static multi-path channels of the form $h_{m,i,L} = \sum_{l=1}^{L} h_{m,i,l} \delta(\tau - \tau_{m,i,l})$ where $i = 1, 2$ and $L$ is the number of multi-paths and $h_{m,i,l}$ and $\tau_{m,i,l}$ are the complex fading amplitude and time delay of the $L^{th}$ path, respectively [89].

Figure 6.1. *System model of two-way multi-path and two-hop wireless transmission selecting the best single relay.*
6.2.1 Transmission phase

In the first time slot, as shown in Figure 6.1, T_1 and T_2 send their signals s_1 and s_2 to R_m, so that the received signal at relay R_m is

\[
y_{R_m} = \sqrt{P_{T_1}} s_1[n] H_{m,1,L}[n] + \sqrt{P_{T_2}} s_2[n] H_{m,2,L}[n] + w_{R_m}[n] \quad \text{for} \ m = 1 \ldots M
\]  

(6.2.1)

where \( P_{T_j} \) is the power average of terminal T_j, \( j = 1, 2 \), and the elements of \( w_{R_m}[n] \sim C N(0, \sigma_1^2) \) are additive white Gaussian noise (AWGN) at the \( m^{th} \) relay; \( H_{m,1,L}[n] \) and \( H_{m,2,L}[n] \) represent convolution matrices formed by the coefficients of the channels between T_j and the relays.

6.2.2 Relaying phase

In the second time slot, the selected relay node R_m, amplifies the received signal and transmits it to both terminals. After self-interference cancelation, the received signals at T_1 and T_2 can be written as

\[
y_{T_1} = \Psi H_{m,1,L}[n] y_{R_m} + w_{T_1}
\]

\[
= \Psi H_{m,1,L}[n](\sqrt{P_{T_2}} H_{m,2,L}[n] s_2[n] + w_{R_m}[n])
\]

\[
+ w_{T_1}[n]
\]  

(6.2.2)

\[
y_{T_2} = \Psi H_{m,2,L}[n] y_{R_m} + w_{T_2}
\]

\[
= \Psi H_{m,2,L}[n](\sqrt{P_{T_1}} H_{m,1,L}[n] s_1[n] + w_{R_m}[n])
\]

\[
+ w_{T_2}[n]
\]  

(6.2.3)

where \( \Psi = \sqrt{\frac{P_{T_1}}{||H_{m,1,L}[n]||^2 + ||H_{m,2,L}[n]||^2 + w_{R_m}[n]}} \), is the amplification factor to maintain an average transmit power at the relay nodes and the elements of \( w_{T_j}[n] \sim C N(0, \sigma_2^2) \) are AWGN at the T_j. Then, the instantaneous end-to-
end SNR for the $m^{th}$ relay is given by

$$\gamma_{T_1,m} = \frac{\gamma_{m,1,L} \gamma_{m,2,L}}{2 \gamma_{m,1,L} + \gamma_{m,2,L} + 1}, \quad m = 1, \ldots, M, \quad (6.2.4)$$

$$\gamma_{T_2,m} = \frac{\gamma_{m,1,L} \gamma_{m,2,L}}{\gamma_{m,1,L} + 2 \gamma_{m,2,L} + 1}, \quad m = 1, \ldots, M, \quad (6.2.5)$$

where $\gamma_{m,1,L} = \|h_{m,1,L}\|^2 P_{T_1}/N_0$ and $\gamma_{m,2,L} = \|h_{m,2,L}\|^2 P_{T_2}/N_0$ are the instantaneous SNRs of the $T_1 \leftrightarrow R_m$ and $T_2 \leftrightarrow R_m$ links, respectively, and $N_0$ is the noise variance [25].

### 6.3 Relay selection scheme in two-way communication

Relay selection (RS) corresponds to finding a rule to select a cooperating relay on the basis of end-to-end SNR. For high decoding reliability at both terminals, $T_1$ and $T_2$, the max-min scheme is a suitable technique to select the cooperating relay $m$ as follows,

$$\hat{m} = \arg \max_m \min \{\gamma_{T_1,m}, \gamma_{T_2,m}\} \quad (6.3.1)$$

This scheme maximizes the worst case received SNR and minimizes the outage probability of the cooperative relay system. From end-to-end SNRs [36], [39], it can be concluded that

$$\gamma_{T_1,m} \triangleright \gamma_{T_2,m} \iff \|h_{m,1,L}\|^2 \triangleright \|h_{m,2,L}\|^2$$

Thus, the relay selection scheme in (6.3.1) is equivalent to

$$\hat{m} = \arg \max_m \{\|h_{m,1,L}\|^2, \|h_{m,2,L}\|^2\}$$

This is exactly equivalent to the RS for one-way cooperative multi-node communication systems [39] [36], [112]. The equivalence can hold if and
only if the two terminals $T_1$ and $T_2$ are assumed to have the same transmit power. This is the fundamental assumption used in all the works reported in this thesis. It follows then, that one of the terminals can do the RS e.g. $T_2$, by using the following scheme

$$\hat{m} = \arg \max_m \min \{\gamma_{T_1,m}, \gamma_{T_2,m}\}$$  \hspace{1cm} (6.3.2)

### 6.4 The outage probability analysis

In wireless communication, outage performance is an important performance metric which indicates that the end-to-end SNR falls below a certain value. Since the outage event in two-way systems depends on both SNRs of the two terminals, the outage occurs when either the instantaneous rate of $\gamma_{T_1,m}$ or $\gamma_{T_2,m}$ falls below the threshold value $\gamma$, $\gamma = 2^2R - 1$, where $R$ is the target rate, therefore, unlike in conventional one-way systems, as discussed in the previous chapter, the outage probability of the two-way systems can be written as follows

$$P_{out} = P_r(\min(\gamma_{T_1,m}, \gamma_{T_2,m}) < \gamma) = 1 - P_r(\gamma_{T_1,m} < \gamma, \gamma_{T_2,m} < \gamma)$$  \hspace{1cm} (6.4.1)

Let $x = \gamma_{m,1,L}$ and $y = \gamma_{m,2,L}$, thus

$$P_{out} = 1 - P_r\left(\frac{xy}{2x + y + 1} < \gamma, \frac{xy}{x + 2y + 1} < \gamma\right) = 1 - P_r\left(\frac{y\gamma + \gamma}{y - 2\gamma} > x, \frac{2y\gamma + \gamma}{y - \gamma} > x\right)$$  \hspace{1cm} (6.4.2)

### 6.4.1 The CDF and PDF of the SNR

As maintained in the previous chapter, for frequency selective Rayleigh fading channels, the PDF and CDF of the sum of $L$ independent paths of each
channel can be modeled as an Erlang distribution, which is given by

\[ f_{\gamma_{m,j,L}}(\gamma) = \frac{\gamma^{L-1}e^{-\frac{\gamma}{\eta}}}{\Gamma(L)\eta^L}, \]

(6.4.3)

where \( \Gamma(L) = \int_0^\infty s^{L-1}e^{-s}ds = (L-1)! \) which is termed the complete Gamma function, where \( L \) is called the shape parameter which represents the number of paths in each channel, \( \eta \) is called the scale parameter and is denoted as the average SNR. Then, for the new outage probability analysis for two-way relay selection the exact CDF and PDF of the end-to-end per hop SNR need to be obtained. So that the PDF of the end-to-end per hop SNR becomes,

\[ f_{\gamma_{m,1,L}}(\gamma) = f_{\gamma_1}(x) = \frac{x^{L-1}e^{-\frac{x}{\eta}}}{\Gamma(L)\eta^L} \]

\[ f_{\gamma_{m,2,L}}(\gamma) = f_{\gamma_2}(y) = \frac{y^{L-1}e^{-\frac{y}{\eta}}}{\Gamma(L)\eta^L} \]

and by exploiting independence, it follows that

\[ f_{xy}(x, y) = f_{\gamma_1}(x) f_{\gamma_2}(y) \]

(6.4.4)

note the \( \gamma \) dependence is dropped in the left-hand side for convenience.

Then the CDF can be obtained by integrating the region marked as shown in Figure 6.2 which becomes

\[ F_{\gamma_{m,E}}^L(\gamma) = \int_0^{\gamma} \int_0^\infty f_{xy}(x, y) \, dx \, dy + \int_0^{\gamma} \int_0^{\frac{2\eta y + \gamma}{\gamma}} f_{xy}(x, y) \, dx \, dy \]

(6.4.5)

The superscript \( L \) is added to the left hand side to denote the channel length of a link. And the PDF of \( \gamma_{m}^E \) can be obtained by taking the derivative of the CDF (6.4.5)

\[ f_{\gamma_{m,E}}^L = \frac{d}{d\gamma} \left( F_{\gamma_{m,E}}^L(\gamma) \right) \]

(6.4.6)
Section 6.4. The outage probability analysis

### 6.4.2 The best relay selection

One best relay is selected from $M$ available relays, namely, select the relay with highest instantaneous SNR from the $M$ relays. According to the theory of order statistics in [113], [114], the CDF of $\gamma^E_m$ corresponds to the highest selected SNR from the $M$ independent relays instantaneous SNRs as in (6.3.2). Therefore, with the statistics obtained in (6.4.5), the outage probability is defined as when the average end-to-end SNR falls below a certain threshold value.

$$F^L_{\gamma^E_m}(\gamma) = \int_0^\alpha f^L_{\gamma^E_m}(\gamma) d\gamma \quad (6.4.7)$$

To evaluate (6.4.7), the channel length $L$ of each link is limited to be 1, 2 and 3 for mathematical convenience. So that the closed form for the outage probability, for $L = 1, 2$ and 3 can be expressed as

$$P_{\text{out}}^{E,1} = [F^E_{\gamma^E_m}(\gamma)]^M$$

$$= [1 - 2 e^{-3 \frac{\alpha}{\sqrt{2 \alpha + 1} \sqrt{\alpha}} K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\alpha})^{\sqrt{\alpha} - 1}])^M \quad (6.4.8)$$
Section 6.4. The outage probability analysis

\[ P_{\text{out}}^{E,2} = [P_{\gamma_m}^{2}(\gamma)]^M \]

\[ = \left( (\bar{\gamma} - \bar{\gamma} - \alpha) e^{-\frac{\alpha}{\bar{\gamma}}} + e^{-\frac{\alpha}{\bar{\gamma}}} + \alpha e^{-\frac{\alpha}{\bar{\gamma}}} - 1 + 2 (-2 e^{-\frac{\alpha}{\bar{\gamma}}} \alpha^2 - \alpha e^{-\frac{\alpha}{\bar{\gamma}}}) \right) \]

\[ e^{-\frac{\alpha}{\bar{\gamma}}} \sqrt{2\alpha + 1} \frac{\gamma}{\sqrt{2\alpha + 1}} \frac{K(0, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{K(1, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{1}{\sqrt{2\alpha + 1}} \]

\[ = \frac{e^{-\frac{\alpha}{\bar{\gamma}}} \sqrt{2\alpha + 1} \gamma^{-3} + 2 (-2 e^{-\frac{\alpha}{\bar{\gamma}}} \alpha^2 - \alpha e^{-\frac{\alpha}{\bar{\gamma}}}) \right)}{\sqrt{2\alpha + 1}} \frac{K(0, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{K(1, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{1}{\sqrt{2\alpha + 1}} \]

\[ \bar{\gamma}^{-3} + 2 (-2 e^{-\frac{\alpha}{\bar{\gamma}}} \gamma - 2 \alpha e^{-\frac{\alpha}{\bar{\gamma}}}) \frac{\alpha^3 e^{-\frac{\alpha}{\bar{\gamma}}} \sqrt{2\alpha + 1}}{\gamma} \]

\[ \frac{K(0, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{K(1, 2 \sqrt{2\alpha + 1} \gamma)}{\sqrt{2\alpha + 1}} \frac{1}{\sqrt{2\alpha + 1}} \]

\[ \gamma^{-3} \]

(6.4.9)

where \( K(0,.) \) and \( K(1,.) \) are the modified Bessel function of the first and second order, respectively.

\[ P_{\text{out}}^{E,3} = [P_{\gamma_m}^{3}(\gamma)]^M \] (6.4.10)

The full closed form expression for the \( P_{\text{out}}^{E,3} \) is given in Appendix B due to its complexity.

### 6.4.3 The \( m^{th} \) best relay selection

In the best relay selection scheme, the two terminals exchange their information between each other through the selected relay node from the set of \( M \) relays. The above study has only considered the perfect situation of relay selection. However, in some situations, the selected relay might be unavailable, there may be feedback errors, or the selected relay may be used by other terminals at the time the desired terminals request exchange of their information. Therefore, in order to avoid system outage, in the case when the relay is unavailable or used by others, the decision may be made to use the second, third or generally the \( m^{th} \) best relay. Considering the outage probability of the \( m^{th} \) best relay is an efficient way to evaluate the performance loss of the relay system. Such performance loss can be caused by
one of the terminals selecting the \( m^{th} \) relay or feedback errors occurring in selecting the best relay.

To evaluate the outage probability considering the effect of the situations that are mentioned above, the PDF can be expressed as [115], [116], [117]

\[
f_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) = M \frac{M-1}{m^{th}-1} f_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) \left( F_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) \right)^{M-m^{th}} \left( 1 - F_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) \right)^{m^{th}-1} \quad (6.4.11)
\]

Then using the binomial expansion and after some manipulations, (6.4.11) can be simplified as

\[
f_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) = M \frac{M-1}{m^{th}-1} \sum_{k=0}^{m^{th}-1} \binom{m^{th}-1}{k} (-1)^{k} (F_{L_{\gamma m}^{E}}^{m^{th}}(\gamma))^{M-m^{th}-k} \quad (6.4.12)
\]

where \( M \) is the number of available relays and \( m^{th} \) denotes the next maximum available relay.

Then the CDF of the PDF in (6.4.11) when \( L = 1, L = 2 \) and \( L = 3 \) can be obtained from

\[
P_{E,L}^{1_{\text{out}}} = F_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) = \int_{0}^{\alpha} f_{L_{\gamma m}^{E}}^{m^{th}}(\gamma) d\gamma \quad (6.4.13)
\]

Therefore the CDF for the \( m^{th} \) relay selection can be obtained by substituting (6.4.5) and (6.4.6) into (6.4.11), and then substituting (6.4.12) into (6.4.13)

\[
P_{E,L}^{m^{th}_{\text{out}}} = \int_{0}^{\alpha} M \frac{M-1}{m^{th}-1} \sum_{k=0}^{m^{th}-1} \binom{m^{th}-1}{k} (-1)^{k} (F_{L_{\gamma m}^{E}}^{m^{th}}(\gamma))^{M-m^{th}-k} d\gamma \quad (6.4.14)
\]

Finally, (6.4.14) can be used to calculate the exact outage probability of the \( m^{th} \) relay selection for different channel length. This result has been provided in Figure 6.6 by using the MATLAB software package and these integrals are evaluated with the quad function. In the next section, these analytical results are verified by numerical simulations.
6.5 Simulation results

In this section, in order to verify the results obtained from mathematical expressions, (6.4.8), (6.4.9), (6.4.10) and (6.4.14), all the relay node links have the same average SNR, $\bar{\gamma} = 10$, and all noise variances are set to unity. There is no direct link between $T_1$ and $T_2$ as path loss or shadowing is assumed to render it unusable and all nodes are equipped with a single antenna are assumed. The outage probability performance of different numbers of paths and best single relay and $m^{th}$ relay selection from $M$ available relays, when $L = 1$, $L = 2$ and $L = 3$ and for different numbers of relays are shown. The simulated values, as in Figures 6.3, 6.4, 6.5, 6.7, 6.8 and 6.8 are found by generating random variables with a Gamma distribution using the MATLAB function gamrnd() which represent the power gain of the channel. These values are then applied in the maxmin(...) operation and this process is repeated a sufficiently large number of times to generate stable plots. This explains why it is expected that the simulated and theoretical expressions should be identical.

6.5.1 Simulation analysis for best relay selection

Figures 6.3, 6.4 and 6.5 show the comparison of the outage probability of the best relay selection from $M$ relays of two-hop wireless transmission when the channel length is ($L = 1$, $L = 2$ and $L = 3$) using the formulae given in (6.4.8), (6.4.9) and (6.4.10). All simulated values, as in the figures below, are found by generating random channels and applying the highest SNR operation. Generally, increasing the number of relays $M$, decreases the outage probability.

Figure 6.3 shows the comparison of the outage probability of the best relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is $1$ ($L = 1$), using the formulae given in (6.4.8).
For example, when the total number of available relays increases from 4 to 8 and the threshold value $\alpha = 8$, the outage probability of best relay selection is decreased from approximately 80% to 65%, and when the total number of available relays increases from 4 to 12 with the same threshold value, the outage probability of best relay selection is decreased from approximately 80% to 50%.

![Figure 6.3. Comparison of the theoretical and simulated outage probability analysis for the best relay selection from $M$ available relays of wireless transmission (channel length $L = 1$, $\bar{\gamma} = 10$ and $M = 4$, 8 and 12).](image-url)

Figure 6.4 shows the comparison of the outage probability of the best relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is 2 ($L = 2$), using the formulae given in (6.4.9). For example, when the total number of available relays increases from 4 to 8 and the threshold value $\alpha = 8$, the outage probability of best relay selection is decreased from approximately 20% to 5%, and when the total
number of available relays increases from 4 to 12 with the same threshold value, the outage probability of best relay selection is significantly decreased from almost 20% to 1%.

![Figure 6.4](image_url)

**Figure 6.4.** Comparison of the theoretical and simulated outage probability analysis for the best relay selection from $M$ available relays of wireless transmission with frequency selective channel ($\text{channel length } L = 2, \bar{\gamma} = 10$ and $M = 4, 8$ and 12).

Figure 6.5 shows the comparison of the outage probability of the best relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is 3 ($L = 3$), using the formulae given in (6.4.10). For example, when the total number of available relays increases from 4 to 8 and the threshold value $\alpha = 8$, the outage probability of best relay selection is decreased from approximately 1% to 0.01%, and when the total number of available relays increases from 4 to 12 with the same threshold value, the outage probability of best relay selection is significantly decreased from almost 1% to 0.0015%.
Figure 6.5. Comparison of the theoretical and simulated outage probability analysis for the best relay selection from $M$ available relays of wireless transmission with frequency selective channel (channel length $L = 3$, $\gamma = 10$ and $M = 4$, 8 and 12 ).
Figure 6.6 shows comparison of the outage probability of the best relay selection for the different channel lengths as in the figure legend. Firstly, the number of available relays is fixed to 4 and $\bar{\gamma} = 10$ is assumed. Obviously, with increasing channel length, the outage probability decreases. For example, when the threshold value $\alpha = 6dB$, and the channel length increases from 1 to 2 the outage probability decreases from 75% to 20%, and when the channel length increases from 1 to 3 the outage probability sharply decreases from 75% to 1%. Moreover, when the channel length is 2, the best relay scheme improves the outage probability performance by approximately $4dB$ at $10^{-1}$ compared with when the channel length is 1 and approximately $6dB$ at $10^{-1}$ when the channel length $L = 3$. These results confirm that increasing the channel length potentially provides more robust
transmission; practically, the receiver must be able to combine the different paths to achieve this gain.

6.5.2 Simulation analysis for $m^{th}$ relay selection

In this section, analysis of the impact of feedback errors or the unavailability of the selected relay is presented. The outage probability of the $m^{th}$ relay selection from a set of $M$ available relays, i.e. $M = 8$, is compared with the best single relay selection when the channel length is $(L = 1, 2$ and $3)$ using the formulae given in (6.4.14). Figures 6.7, 6.8 and 6.9 study the effect of order of relay selection on the outage performance. It is clear from these figures that theoretical results perfectly fit with simulations results. Also it can be noticed that as the order of the selected $m^{th}$ relay increases, the outage probability increases, thus the system performance is more degraded.

Figure 6.7 shows the comparison of the outage probability of the $m^{th}$ relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is 1 ($L = 1$). For example, when the $m^{th}$ selected relay increases from 1 to 2 and the threshold value $\alpha = 8$, the outage probability of best relay selection is increased from approximately 80% to 95%, and when the $m^{th}$ increases from 1 to 3 with the same threshold value, the outage probability of best relay selection is increased from approximately 80% to 99%.

Figure 6.8 shows the comparison of the outage probability of the $m^{th}$ relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is 2 ($L = 2$). For example, when the selected relay $m^{th}$ increases from 1 to 2 and the threshold value $\alpha = 8$, the outage probability of best relay selection is increased from approximately 5% to 20%, and when the $m^{th}$ relay selection increases from 1 to 3 with the same threshold value, the outage probability of best relay selection is increased from approximately 5% to 50%.
Figure 6.7. Comparison of the theoretical and simulated three different channel lengths of outage probability analysis for the best relay selection from $M$ available relays of wireless transmission (channel length $L = 1$, $\bar{\gamma} = 10$ and $M = 8$).
Figure 6.8. Comparison of the theoretical and simulated three different channel length of outage probability analysis for the best relay selection from \( M \) available relays of a two-hop wireless transmission (channel length \( L = 2, \bar{\gamma} = 10 \) and \( M = 8 \)).
Figure 6.9 shows the comparison of the outage probability of the $m^{th}$ relay selection scheme from $M$ available relays of two-hop wireless transmission when the channel length is 3 ($L = 3$). For example, when the $m^{th}$ selected relay increases from 1 to 2 and the threshold value $\alpha = 8$, the outage probability of best relay selection is increased from approximately 0.01% to 0.2%, and when the $m^{th}$ selected relay increases from 1 to 3 with the same threshold value, the outage probability of best relay selection is increased from approximately 0.01% to 1.5%. These results illustrate clearly

![Figure 6.9](image_url)

**Figure 6.9.** Comparison of the theoretical and simulated three different channel length of outage probability analysis for the best relay selection from $M$ available relays of a two-hop wireless transmission ($\text{channel length } L = 3, \bar{\gamma} = 10 \text{ and } M = 8$).
the channel length is 2, the best relay scheme improves the outage probability performance by approximately 5dB at $10^{-1}$ compared with when the channel length is 1 and approximately 7dB at $10^{-1}$ when the channel length $L = 3$. These results confirm that increasing the channel length potentially provides more robust transmission.

6.6 Summary

This chapter has presented the outage probability analysis for a two-way network with best single and $m^{th}$ relay selection from $M$ available relays. New analytical expressions for the PDF, and CDF of end-to-end SNR were derived together with closed form expressions and integral form for outage probability over flat and frequency-selective Rayleigh fading channels. Numerical results were provided to show the advantage of the outage probability performance of the multi-path channels in a cooperative communication system, i.e., $L = 1$, 2 and 3. Moreover, it has been confirmed the theoretical values for the new outage probability match the simulated results. In the next chapter, the conclusion to the thesis will be provided, together with suggestions for future work.
Chapter 7

CONCLUSIONS AND FUTURE WORK

This thesis was devoted to two-way cooperative wireless systems. The concept of space-time coding was explained in a systematic way. The performance of space-time codes for one-way wireless multiple-antenna systems with and without inter-symbol interference (ISI) was also studied. The new proposal of a two-way extended distributed orthogonal space-time block coding (E-DOSTBC) scheme was shown to achieve worthwhile end-to-end performance gains in cooperative relay networks for different wireless challenges and scenarios. In this chapter, the contributions of this thesis are summarized and the performance gains are quantified. Also, some open issues are suggested, giving possible research directions for the future.

7.1 Conclusions

In the thesis new two-way distributed orthogonal space-time block coding (DOSTBC) and E-DOSTBC schemes have been proposed. They provided high data rate, as compared with one-way schemes with simple decoding. The drawback of two-way E-DOSTBC, a diversity loss, can be avoided by a closed-loop transmission scheme which only requires a small amount of feedback from the receiver node. Throughout this thesis, different two-way network scenarios and challenges have been investigated and effectively ad-
dressed. To further improve the system performance, an effective relay selection approach has been proposed. Finally, outage probability analysis was used for one-way and two-way systems for performance assessment. The summary and conclusion for each chapter will be presented as follows:

In Chapter 1, the basic concept and characteristic of MIMO systems were provided together with a general introduction to cooperative networks. Then, relay selection was presented for application in cooperative networks. In addition, a brief introduction to the main functions of the OFDM technique was also provided. Finally, the thesis outline was given together with the aims and objectives.

In Chapter 2, an overview of the various schemes in point-to-point and cooperative networks that are used in the thesis was presented and a brief introduction to distributed space-time coding schemes with orthogonal codes was given. Firstly, the MRRC and Alamouti schemes were investigated, simulated and the performances were compared. It was shown that receive diversity and transmit diversity mitigate fading and significantly improve the performance of the system. The results showed that the Alamouti schemes using a MIMO system produces high order of diversity and considerable improvement in BER as the number of antennas is increased on the transmitter or receiver side. Secondly, the chapter proceeded to discuss the expanding wireless network coverage with the use of cooperative relay networks. Various theoretical and practical issues were also reviewed, and motivated by the difficulty in deploying multiple antennas in the mobile terminals; it was then highlighted that researchers have focused their attention into ways of using multiple single antennas to create a virtual MIMO channel through the use of cooperation. This was later extended to cooperative relay networks and the advantages of distributed STBCs were also shown. Finally, the problem of synchronization among the relay nodes was addressed and discussed which showed that the conventional DOSTBC detector is very sensitive to
synchronization error, so much so that the link could become unusable.

In Chapter 3, the concept of a virtual antenna array was exploited in the two-way cooperative relay networks, thereby implementing a two-way distributed MIMO communication network. In particular, two-hop network coding techniques were introduced using closed-loop phase feedback, i.e. E-DOSTBC and DSTBC for two-way asynchronous cooperative wireless relays in an amplify-and-forward (AF). The closed-loop E-DOSTBC scheme was shown to obtain full data rate and attain full cooperative diversity order of four with simple decoding at the receiver node, unlike the open-loop E-DOSTBC. Simulation results illustrated that the performance gain of deploying closed-loop E-DOSTBC design is superior to the other DSTBC designs over the relay nodes, i.e. open-loop E-DOSTBC and DSTBC with two relay nodes. This suggested that in a cooperative relay network, an increase in the number of cooperating relay nodes should be accompanied with appropriate coding techniques to maximize the network performance. Then a new relaying solution that employs DOSTBC for two relay nodes with parallel interference cancelation (PIC) detection at both terminal nodes, without using the direct link between two terminals nodes, was proposed. The parallel interference cancelation (PIC) detection scheme was shown to be very effective in the simulation results to combat the synchronization error at the destination node and deliver a good performance close to the case of distributed STBC under perfect synchronization. Just two iterations of the PIC were required; whereas maximum likelihood (ML) detection failed to mitigate the impact of imperfect synchronization even under small time misalignments. However, the PIC detector had appreciable computational complexity dependent upon the number of iterations. In terms of data rate both proposed schemes provided full rate in the whole system which is double the data rate of a one-way communication system. Both schemes can be extended straightforwardly to wireless relay networks with two antennas in
each relay node for two-way communication systems.

In Chapter 4, a distributed two-way OFDM type transmission system for asynchronous cooperative networks that utilizes E-DOSTBC type block coding with feedback technique based on phase rotation to certain relay nodes was proposed. The proposed scheme can achieve full cooperative diversity and array gain which results in improving the robustness of the wireless link between the two terminals in the presence of multi-path fading and timing offset. However, the proposed scheme requires an additional time-slot during the cooperation phase to extract full cooperative diversity and array gain at each terminal node. Nonetheless, this scheme provided better end-to-end data rate, equal to $\frac{2}{3}$, as compared to the one-way scenario, i.e. equal to $\frac{1}{2}$. In addition, simulation results showed that the proposed scheme has improved performance as compared with the previous asynchronous OSTBC scheme developed for four relay nodes in [80]. For example, at BER of $10^{-4}$, the proposed scheme provided approximately $2.5dB$ improvement. These results were very encouraging since there was no requirement to increase the transmit power or system bandwidth, and the information symbols can be decoded separately in a very simple manner. Finally, the main conclusion of this chapter is that the closed-loop E-DOSTBC scheme with OFDM type precoding can effectively mitigate timing errors between relay nodes and channel fading effects in addition to achieving full cooperative diversity and array gain with potential reduction in feedback overhead bandwidth.

In Chapter 5, the local measurements of the instantaneous channel conditions were used to select the best single and best relay pair from a set of $M$ available relays in one-way systems, and then these best relays were used with the Alamouti code to decrease the outage probability, i.e. when target $\text{SNR} = 6dB$, channel length was equal to 2 and the number of available relays is 4, the outage probability is decreased from almost $10^{-2}$ for the best relay selection to $10^{-3.5}$ for the best two relay selection. This result confirms
that the best two relay pair selection provides more robust transmission than single relay selection. Also the simulation results confirm that increasing the channel length potentially provides more robust transmission. For example, when the number of available relays is 12, the target SNR value is $12dB$, and the channel length increases from 2 to 3 the outage probability sharply decreases, from 15% to 0.002%.

In Chapter 6, new analytical expressions for the PDF, and CDF of end-to-end SNR were derived together with closed form expressions and in integral form for outage probability for two-way systems over flat and frequency-selective Rayleigh fading channels. Firstly, the best relay selection from a group of available relays by using local measurements of the instantaneous channel conditions in the context of cooperative systems, which adopt a selection scheme to maximize end-to-end SNR, was provided. Moreover, a new exact closed form expression for outage probability in the high SNR region was provided. Secondly, analysis of the impact of feedback errors or the unavailability of the selected relay was presented. The outage probability of the $M^{th}$ relay selection from a set of $M$ available relays, i.e. $M = 8$, is compared with the best single relay selection when the channel length is ($L = 1, 2$ and 3). The effect of order of relay selection on the outage performance was considered. Also it was noticed that as the order of the selected $M^{th}$ relay increases, the outage probability increases, thus the system performance was more degraded. Moreover the theoretical values for the new exact outage probability for best relay and $M^{th}$ relay selection were confirmed by simulation.

In conclusion, the original goals for the thesis of increasing data rate and overcoming fading channels have been achieved by exploiting two-way cooperative transmission, interference cancelation and relay selection.


7.2 Future Work

This thesis opens up a number of future research opportunities that can be considered. A few of which are highlighted below:

- The proposed schemes exploit half-duplex transmission. It would be interesting to examine more sophisticated duplexing operations.

- The work in this thesis assumes that perfect channel state information (CSI) was available at the destination node. In reality, CSI can only be estimated which obviously will introduce errors. An interesting study would be examining the proposed schemes in this thesis with channel estimate imperfections in the CSI, and designing robust algorithms, to overcome this issue.

- The two-way relay network presented in this thesis was based on the Rayleigh fading channel. Future work could include other practical propagation models, such as Nakagami or Rician fading models. These distributions have gained much attention lately since they give better representation of practical environments such as land-mobile and indoor mobile multi-path propagation environments as well as scintillating ionospheric radio links [118].

- The proposed schemes in this thesis so far, consider only the case of a single source node wishing to communicate with a single destination node via asynchronous cooperative relay nodes. The issue can be extended and generalized to asynchronous multi-user environments which is a major potential research direction in practical wireless systems.

- In Chapter 5, outage probability expressions were limited to no more than three paths and $M$ relays, generalization of the number of paths is an open question. Furthermore, the upper bound used to facilitate
analysis in Chapter 5 could be replaced by an exact expression as in [88].

- In Chapter 6, the outage probability of a relay selection scheme without interference in a two-way cooperative network has been studied. Extension to consider interference in two-way cooperative networks would be valuable.

- Finally, most of the existing wireless networks and devices follow fixed spectrum access polices, which means that radio spectral bands are licensed to dedicated users and services. Cognitive radio is an emerging paradigm to increase spectrum efficiency wireless communication allowing an opportunistic user, namely the secondary user, to access the spectrum of the licensed user, known as the primary user; this assumes that the secondary transmission does not harmfully affect the primary user [119], [120] and [121]. Therefore, an interesting extension of the work in this thesis is to extend it using the concept of two-way multiple input multiple output (MIMO) relaying in a cognitive environment.
Appendix A

The CDF expression when

\[ L = 3 \text{ for one-way system} \]
The full closed form expression for the CDF when \( L = 3 \) for one-way system.

\[
F^{3}_{\gamma_{\text{opt}}} (\gamma) = M(M - 1) [F^{3,k=0}_{\gamma_{\text{opt}}} (\gamma) + \sum_{k=1}^{N-2} \binom{N-2}{k} (-1)^k \sum_{i=0}^{k} \binom{k}{i} \sum_{j=0}^{i} \binom{i}{j} \sum_{t=0}^{j} \binom{j}{t} \sum_{f=0}^{t} \binom{t}{f} 2^{-5+5-i-t} \Gamma(3+f+i+j+t) \gamma^{10-f-i-j-t} e^{-\frac{2\gamma}{7}} \\
\left( \frac{1}{(2+k)^3} 2^{-f-i-j-t} \gamma^{f+i+j+t} e^{\frac{2\gamma}{7}} \left( \frac{(2+k)}{7} \right)^{-f-i-j-t} \right) \Gamma(3+f+i+j+t) - \Gamma(3+f+i+j+t, \frac{(2+k)}{7}) \right) - \\
\left( \frac{1}{(2+k)^3} 2^{-f-i-j-t} \gamma^{f+i+j+t} e^{\frac{2\gamma}{7}} \left( \frac{(2+k)}{7} \right)^{-f-i-j-t} \right) \Gamma(3+f+i+j+t) - \Gamma(3+f+i+j+t, \frac{(2+k)}{7}) \right) \right) - \\
\left( \frac{1}{(2+k)^3} 16 \gamma^{2+f+i+j+t} e^{\frac{2\gamma}{7}} \left( \frac{(2+k)}{7} \right)^{-f-i-j-t} \right) \Gamma(3+f+i+j+t) - \Gamma(3+f+i+j+t, \frac{(2+k)}{7}) \right) \right) - \\
\left( \frac{1}{(2+k)^3} 16 \gamma^{1+f+i+j+t} e^{\frac{2\gamma}{7}} \left( \frac{(2+k)}{7} \right)^{-f-i-j-t} \right) \Gamma(3+f+i+j+t) - \Gamma(3+f+i+j+t, \frac{(2+k)}{7}) \right) \right) - \\
\left( \frac{1}{(2+k)^3} 8 \gamma^{f+i+j+t} e^{\frac{2\gamma}{7}} \left( \frac{(2+k)}{7} \right)^{-f-i-j-t} \right) \Gamma(3+f+i+j+t) - \Gamma(3+f+i+j+t, \frac{(2+k)}{7}) \right) \right) + 
\]
\[
\frac{1}{(2+k)^4} 32^{f-i-j-t} \gamma^{f+i+j+t+10} e^{\frac{2\pi i}{\gamma}} \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(4 + f + i + j + t) - \Gamma \left( 4 + f + i + j + t, \frac{\gamma(2+k)}{\gamma} \right) - \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^4} 2^{4+f+i+j+t} \gamma^2 \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(4 + f + i + j + t) - \Gamma \left( 4 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right) + \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^4} \left( \frac{8\gamma^{1+f+i+j+t}}{\gamma} \right) \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(4 + f + i + j + t) - \Gamma \left( 4 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right) + \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^4} \left( \frac{16\gamma^{1+f+i+j+t}}{\gamma} \right) \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(4 + f + i + j + t) - \Gamma \left( 4 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right) + \\
\frac{1}{(2+k)^5} 92^{3-f-i-j-t} \gamma^{f+i+j+t+10} e^{\frac{2\pi i}{\gamma}} \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{\gamma(2+k)}{\gamma} \right) - \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^5} \left( \frac{1}{(2+k)^4} \right) \gamma^{4+f+i+j+t} \gamma^2 \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right) + \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^5} \left( \frac{4\gamma^{3+f+i+j+t}}{\gamma} \right) \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right) + \\
\frac{1}{\left(-\frac{4}{\gamma} + \frac{2(2+k)}{b}\right)^5} \left( \frac{4\gamma^{2+f+i+j+t}}{\gamma} \right) \left( \frac{\gamma(2+k)}{\gamma} \right)^{-f-i-j-t} \\
\Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{1}{2} \gamma \left( \frac{4}{\gamma} + \frac{2(2+k)}{\gamma} \right) \right)
\]
\[
\left( \Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) - \\
\frac{1}{\left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^5} 5^4 \gamma^{f+i+j+t+5} \left( \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^{-f-i-j-t} \right) \\
\left( \Gamma(5 + f + i + j + t) - \Gamma \left( 5 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) + \\
\frac{1}{(2 + k)^6} 2^{-f-i-j-t} \gamma f+i+j+t \pi^{10} e^{2\pi} \left( \gamma \left( 2 + k \right) \right)^{-f-i-j-t} \\
\left( \Gamma(6 + f + i + j + t) - \Gamma \left( 6 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) + \\
\frac{1}{\left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^6} 6^4 \gamma^{3+f+i+j+t+6} \left( \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^{-f-i-j-t} \right) \\
\left( \Gamma(6 + f + i + j + t) - \Gamma \left( 6 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) - \\
\frac{1}{(2 + k)^7} 9^2 6^{-f-i-j-t} \gamma f+i+j+t \pi^{10} e^{2\pi} \left( \gamma \left( 2 + k \right) \right)^{-f-i-j-t} \\
\left( \Gamma(7 + f + i + j + t) - \Gamma \left( 7 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) - \\
\frac{1}{\left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^7} 7^4 \gamma^{1+f+i+j+t+7} \left( \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right)^{-f-i-j-t} \right) \\
\left( \Gamma(7 + f + i + j + t) - \Gamma \left( 7 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) - \\
\frac{1}{(2 + k)^8} 7^2 7^{-f-i-j-t} \gamma f+i+j+t \pi^{10} e^{2\pi} \left( \gamma \left( 2 + k \right) \right)^{-f-i-j-t} \\
\left( \Gamma(8 + f + i + j + t) - \Gamma \left( 8 + f + i + j + t, \frac{1}{2} \gamma \left( -\frac{4}{\gamma} + \frac{2(2 + k)}{\gamma} \right) \right) \right) + 
\]
\[
\left(\frac{1}{-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}}\right)^8 4^{\gamma+\beta+i+j+t} \gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)^{-f-i-j-t} \\
\left(\Gamma(8 + f + i + j + t) - \Gamma\left(8 + f + i + j + t, \frac{1}{2}\gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)\right)\right) + \\
\left(\frac{1}{-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}}\right)^8 2^{\gamma f+i+j+t} \gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)^{-f-i-j-t} \\
\left(\Gamma(8 + f + i + j + t) - \Gamma\left(8 + f + i + j + t, \frac{1}{2}\gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)\right)\right) + \\
\frac{1}{(2+k)^9} 2^{9-f-i-j-t} \gamma f+i+j+t \gamma^{10} e^{\frac{2\pi}{\gamma}} \left(\gamma(2+k)\right)^{-f-i-j-t} \\
\left(\Gamma(9 + f + i + j + t) - \Gamma\left(9 + f + i + j + t, \frac{1}{2}\gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)\right)\right) - \\
\frac{1}{(2+k)^9} 9^{f+i+j+t} \gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)^{-f-i-j-t} \\
\left(\Gamma(9 + f + i + j + t) - \Gamma\left(9 + f + i + j + t, \frac{1}{2}\gamma \left(-\frac{4}{\gamma} + \frac{2(2+k)}{\gamma}\right)\right)\right]\]

where \(\Gamma(L, x) = \int_0^x s^{L-1} e^{-s} ds\) which is an incomplete Gamma function, \(M\) the number of relays and \(\gamma\) is called the scale parameter and is denoted as the average SNR.
Appendix B

The outage probability for two-way system when channel length $L$ equal 3
The full closed form expression of the outage probability for two-way system when channel length $L$ equal 3

\[
P_{out}^{E,3} = \int_0^\infty f_{\gamma_3}^3(\gamma) d\gamma = F_{\gamma_3}^3(\gamma) = [F_{\gamma_3}^3(\gamma)]^M
\]

\[
= \frac{1}{2} (2 \gamma^2 e^{-\frac{\gamma}{2}} - 2 \gamma^2 - \alpha^2 - 2 \gamma \alpha) e^{-\frac{\gamma}{2}} \gamma^{-2} + 2 \left( -\frac{1}{4} e^{-\frac{\gamma}{2}} \alpha^2 - e^{-\frac{\gamma}{2}} \alpha^2 \right) \gamma^{-5}
\]

\[
+ 2 \left( -\frac{1}{2} e^{-\frac{\gamma}{2}} \alpha^2 - 2 e^{-\frac{\gamma}{2}} \alpha^4 - 2 e^{-\frac{\gamma}{2}} \alpha^3 \right) e^{-\frac{\gamma}{2}} \alpha K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) \gamma^{-5}
\]

\[
+ 2 \left( -\frac{1}{4} e^{-\frac{\gamma}{2}} \alpha^2 - e^{-\frac{\gamma}{2}} \alpha^4 - e^{-\frac{\gamma}{2}} \alpha^3 \right) e^{-\frac{\gamma}{2}} \alpha^3 K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) \gamma^{-5}
\]

\[
\frac{1}{\sqrt{2 \alpha + 1}} \gamma^{-5} + e^{-\frac{\gamma}{2}} \alpha^2 e^{-\frac{\gamma}{2}} \alpha^{-2} (2 \alpha + 1) \gamma^{-5} + 2 (4 e^{-\frac{\gamma}{2}} \alpha^3 - 2 e^{-\frac{\gamma}{2}} \alpha^2 - 2 e^{-\frac{\gamma}{2}} \gamma \alpha) e^{-\frac{\gamma}{2}} \alpha^{-2}
\]

\[
(2 K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 2 \gamma K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 1 \frac{1}{\sqrt{2 \alpha + 1} \sqrt{\alpha}}) \gamma^{-5} + 2 \alpha^2 (2 e^{-\frac{\gamma}{2}} \alpha^3 - e^{-\frac{\gamma}{2}} \alpha^2)
\]

\[
- e^{-\frac{\gamma}{2}} \gamma \alpha^2 - 1/2 e^{-\frac{\gamma}{2}} \gamma \alpha) e^{-\frac{\gamma}{2}} K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) \gamma^{-5}
\]

\[
+ (2 \alpha + 1)^2 \alpha^2 (\frac{1}{2} e^{-\frac{\gamma}{2}} \gamma^2 + e^{-\frac{\gamma}{2}} \gamma \alpha - e^{-\frac{\gamma}{2}} \gamma \alpha) e^{-\frac{\gamma}{2}}
\]

\[
\left( 4 \gamma^2 K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) (2 \alpha + 1)^{-1} \alpha^{-1} + 2 \gamma^3 (2 + (2 \alpha + 1) \alpha) e^{-\frac{\gamma}{2}} \right)
\]

\[
K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 1 \frac{1}{\sqrt{2 \alpha + 1} \sqrt{\alpha}}) \gamma^{-5} + 2 \alpha^2 (2 e^{-\frac{\gamma}{2}} \alpha^3 - e^{-\frac{\gamma}{2}} \alpha^2)
\]

\[
\left( 2 K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 2 \gamma K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) \gamma^{-5}
\right)
\]

\[
\left( -e^{-\frac{\gamma}{2}} \gamma^2 - 2 e^{-\frac{\gamma}{2}} \gamma \alpha - 2 e^{-\frac{\gamma}{2}} \gamma \alpha) e^{-\frac{\gamma}{2}}
\right)
\]

\[
(2 K(0, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 2 \gamma K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) + 1 \frac{1}{\sqrt{2 \alpha + 1} \sqrt{\alpha}}) \gamma^{-5} + 2 \alpha^2 (2 e^{-\frac{\gamma}{2}} \alpha^3 - e^{-\frac{\gamma}{2}} \alpha^2)
\]

\[
K(1, 2 \frac{\sqrt{2 \alpha + 1} \sqrt{\alpha}}{\gamma}) \gamma^{-5}
\]

where $K(0, \cdot)$ and $K(1, \cdot)$ are the modified Bessel function of the first and second order, respectively.
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