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Coordinated Standoff Tracking Using Path Shaping for Multiple UAVs
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Abstract—This paper presents a coordinated standoff target tracking strategy using path shaping for multiple UAVs. In performing a tracking mission of a ground target of interest, UAVs are to approach a target and to keep a standoff distance from it with a prescribed inter-vehicle angular separation around the target in order to track it while acquiring accurate target information. Since fixed-wing UAVs without hovering capability fly efficiently at a nominal airspeed, it is desirable that they can keep angular separation between vehicles while holding a constant velocity in a mission duration point of view. This paper introduces a new path shaping technique using two constant curvature segments satisfying the turn radius constraint and having more flexibility and fewer discontinuous points on a curvature command compared to the Dubins path at the expense of the path length. Moreover, a simultaneous arrival concept is introduced as a coordinated tracking strategy for multiple UAVs, which initialises UAVs on a standoff orbit with a desired angular separation. In order to address arrival time delay or failure of the UAV, a two-orbit approach is proposed in which UAVs first arrive at the outer orbit and subsequently shrink to the desired inner orbit at different time, while adjusting the angular separation between constant-speed UAVs. The feasibility and benefits of the proposed approach are evaluated via numerical simulations for a ground target using two cooperative UAVs.

Index Terms—UAVs, Standoff Tracking, Path Shaping, Simultaneous Arrival, Angular Separation

I. INTRODUCTION

Monitoring and subsequent tracking of a moving ground target of interest is one of the important capabilities of UAV(Unmanned Aerial Vehicle)s required to increase situational awareness and to take proactive measures against unknown intents of the threat [1], [2], [3], [4]. In performing such missions, UAVs are to keep a certain distance from the target known as a standoff distance while maintaining a prescribed inter-vehicle angular separation in order to track it without being noticed from the target and simultaneously to maximize target information acquisition. An optimal configuration of UAVs is to place vehicles at either equal angular spacing around a target [5] or a certain angular position in the orbit depending on the number of vehicles and sensor characteristics [6], [7]. For this tracking mission, Frew et al. [8] proposed the application of Lyapunov vector fields for standoff coordination of multiple UAVs. They invented a decoupled control structure in which speed and turn rate are separately controlled for standoff distance and phase angle keeping, respectively. Summers et al. [9] extended this phase-keeping idea to multiple UAVs using information architectures in vehicle formations. Moreover, they addressed a variable airspeed controller to maintain the circular orbit despite unknown wind and unknown constant velocity target motion using adaptive estimation. Similarly, Kingston et al. [10] used a vector field approach, however, they introduced a sliding mode control and orbit radius change without velocity change for phase-keeping of multiple UAVs. Sepulchre et al. [11] and Paley et al. [12] introduced the notion of the splay state which represents uniform rotation of evenly spaced vehicles on a circle. They applied the collective control of multi-agent system to stabilize symmetric circular formation around the target using unit speed vehicles. Klein and Morgansen [13] proposed a steering control law making the velocity of the collective centroid match a reference velocity allowing tracking of a moving target. Wise and Rysdyk [14] extensively surveyed and compared the different methodologies for standoff tracking: Helmsman behavior, Lyapunov vector field, controlled collective motion, and model predictive control. Recently, Kim et al. [15] and Oh et al. [16] proposed a model predictive guidance for coordinated standoff tracking considering realistic car trajectory data in urban traffic.

While the existing approaches aforementioned have been focusing on the guidance law design changing turn rate and speed, this paper proposes a novel path shaping strategy taking kinematic constraints of multiple UAVs into account for a coordinated standoff target tracking. Since fixed-wing UAVs fly at a nominal airspeed for a longer duration with better fuel efficiency than a rotary-wing UAV with hovering capability, it is desirable that they keep angular separation between vehicles while holding a constant velocity. In order to produce flyable paths to fit to the fixed-wing UAV dynamics, the proposed path shaping algorithm takes into account the most critical constraint of fixed-wing UAVs: curvature or radius of turning maneuver, which is dependent on the operating range of speed and bank angle. Moreover, it is advantageous for the shaped paths to have a shorter length as well as lower curvature differences at discontinuous points as possible in order to minimize flight time or energy consumption [17]. For this, a path shaping algorithm uses two constant curvature segments in this paper. As a measure to coordinated target tracking for multiple UAVs, a simultaneous arrival concept
is introduced with the proposed path shaping, as part of an outer layer approach that initialises UAVs on a standoff orbit with a desired angular separation. In order to address arrival time delay or failure of the UAV, a two-orbit approach is proposed in which UAVs first arrive at the outer orbit and subsequently shrink to the desired inner orbit at different time, while adjusting the angular separation between constant-speed UAVs.

As a main contribution, the proposed standoff tracking strategy is more realistic because it is based on the constant-speed maneuvers of fixed-wing UAVs, whereas most of the previous research, except for Sepulchre et al. [11] and Paley et al. [12], considers speed variations especially for phase separation between the UAVs. Another contribution is that using path shaping for standoff tracking can consider constraints of UAV kinematics (i.e. curvature or turn radius) inherently, generating feasible paths for UAVs at all times; whereas the existing literature often need to limit a turn rate or curvature command from the guidance loop to the saturation values. Also, this paper newly derives the path shaping with two constant curvature segments. The proposed algorithm using two arc segments can be regarded as having more flexibility and fewer discontinuity points on a curvature command compared to the widely-used Dubins path [18] composed of three consecutive combinations of circular arc and line segments. Fewer discontinuities in a guidance command are desirable for fixed-wing UAVs since they cannot exactly follow a discontinuous curvature (or bank angle) command (which occurs twice for the Dubins path and once for the proposed method) and, in reality, can track an approximated continuous command. Moreover, Monte Carlo simulation results in Section IV justify that the proposed method provides even less curvature differences at those discontinuous points compared with the Dubins path at the expense of path length. In other words, the proposed approach provides a longer path length but with fewer discontinuity points as well as lower curvature differences than those of the Dubins path. This is the first case to apply a path shaping strategy to coordinated standoff tracking by multiple UAVs.

Note that, this study considers the path shaping approach using kinematic constraints of the UAV, providing an open-loop path. For real implementation, feedback control to follow the generated path is required to cope with gust and disturbances. However, the proposed approach still has an advantage over the other guidance approaches which requires sharing the information continuously via communication between UAVs for simultaneous arrival to the standoff orbit with the desired angular separation; in the proposed two-orbit approach, UAVs need to follow the generated path and communicate each other twice when each UAV reaches the outer orbit. The proposed techniques can be flexibly extended to produce the paths with longer lengths for the purpose of obstacle avoidance or to synchronize the arrival time of UAVs to the standoff circle around the target. To verify the feasibility and benefits of the proposed coordinated standoff tracking strategy, numerical simulations are performed for both stationary and moving ground targets using two cooperative UAVs.

The remainder of this paper is organized as follows. Section II defines the path shaping problem for the UAV, and proposed a new algorithm using constant curvature segments. The coordinated standoff target tracking strategy using the path shaping is then described in Section III. Lastly, the feasibility and benefits of the proposed algorithm is evaluated via numerical simulations in Section IV. Conclusions and future work are given in Section V.

II. PATH SHAPING BY CONSTANT CURVATURE SEGMENTS

This section defines the path shaping problem for the UAV, and proposed a new path shaping algorithm using constant curvature segments. In this paper, the path shaping represents connecting any two points of interest by a curve satisfying certain constraints, which aims to create an entire path for the standoff target tracking in a wide sense. The path shaping for the UAV should be able to produce a feasible path whose end points are characterized by position \((x, y)\) and orientation \(\sigma\), together called a configuration \(P(x, y, \sigma)\). A feasible path is both flyable, meeting the kinematic constraints and safe to fly without collision to each other or any other obstacles. Given initial and final configurations \(P_s(x_s, y_s, \sigma_s)\) and \(P_f(x_f, y_f, \sigma_f)\), respectively, maximum curvature \(\kappa_{max}\) (or minimum turning radius \(r_m\)) and the other constraints \(\Pi\) such as obstacles, the path planner generates a path \(r(t)\) with parameter \(t\) as:

\[
P_s(x_s, y_s, \sigma_s) \xrightarrow{r(t)} P_f(x_f, y_f, \sigma_f), \quad \kappa(t) \leq \kappa_{max}, \quad \text{and} \quad \Pi.
\]

In the literature, different approaches have been used to generate the feasible path satisfying constraints of the UAV. Chandler et al. [19] used Voronoi diagram to produce routes for the UAVs by minimising radar detection, and the routes were then refined to make them flyable. Rapidly-Exploring Trees (RRTs) is also used for collision free paths, with a path smoothing algorithm based on cubic spiral curves to satisfy the minimum turning radius constraints in [20]. Optimisation techniques are also used such as probabilistic methods [21], MILP [22], and genetic algorithm [23], [24] to produce paths by optimising certain cost function. In these approaches, the final outcome is typically a route plan which satisfies defined constraints; if the route is refined by adding constraints to consider kinematics of the UAV, the resulted path is a series of lines and arcs, which is a subset of Dubins paths [18]. Dubins showed that the shortest path between two vectors in a plane and meets minimum bounds on turning radius is a composite path formed by the segments of line and circular arcs, term as the Dubins paths. A mathematical proof is provided by Dubins and further dealt with by others ([25], [26], [27], [28]). It is commonly accepted as a reasonably accurate kinematic model for aircraft motion planning problem ([29], [30]). Shanmugavel et al. [31] used the Dubins path set of curves as well as Pythagorean curves connecting the start and goal points for UAVs, based on differential geometry. Even though the path generation is straightforward, this approach uses iteration to satisfy the constraints. They also proposed the use of clothoid arcs which have ramp curvature profile providing a smooth curvature transition between the arcs and the line segment, in order to address the path discontinuities [32].
The proposed path shaping technique in this study uses constant curvature segments. It connects two configurations with the consideration of a bound on the curvature. A single arc segment between two positions only has one degree of freedom: an arc curvature. This is not enough to match the pose constraint at both positions since at least two degrees of freedom are necessary. Extra degrees of freedom are thus required to ensure $C^1$ contact at initial and final positions, which represents that the first derivative is continuous at both points. One solution to increase the degrees of freedom is to introduce an intermediate vertex such that the line segment is replaced by two arc segments of different curvature as shown in Fig. 1 [33]. Note that this solution is not unique nor necessarily time optimal. The initial and final position are identified as $v_s$ and $v_f$ with the intermediate vertex given by $v_i$. Hence, two arcs of different curvature will connect two configurations via intermediate vertex with $C^1$ contact. Two orientations for the intermediate arcs are possible as shown in Fig. 1. Alternatively, the paths can be divided into four cases based on the orientation of initial and final configurations as:

1. First case: initial and final orientations are towards $p_t$,
2. Second case: initial and final orientations are opposite to $p_t$,
3. Third case: the initial orientation is towards $p_t$ while the final is opposite to it,
4. Fourth case: the initial orientation is opposite to $p_t$ while the final is towards it,

where $p_t$ represents a tangent intersection point of two orientations as shown in Fig. 2. Since the conditions for some of the cases are either identical or similar, only the first and the third case will be explained in detail from the following.

**A. First and second case**

The first case is defined as the one with initial and final orientations towards their tangent intersection point $p_t$ as shown in Fig. 3. Using the angles inside the quadrilateral formed by points $p_t, v_s, v_f$ and $v_i$ gives angle $\theta$ as:

$$\theta = 2\pi - \phi_s - \phi_f - \psi$$

where $\phi_s$ and $\phi_f$ represent the angles between the tangents and the chord $c$ connecting initial and final positions to the intermediate vertex, respectively. Considering the triangle $(v_s, v_i, o_s)$ and $(v_f, v_i, o_f)$, angle $\theta$ can also be expressed as:

$$\theta = \pi - \zeta_s - \zeta_f$$

where $\zeta_s = \pi/2 - \phi_s$ and $\zeta_f = \pi/2 - \phi_f$. Combining Eq. (1) and Eq. (2) gives:

$$\phi_f = \pi - \psi/2 - \phi_s.$$  \hspace{1cm} (3)

Both $\phi_s \geq 0$ and $\phi_f \geq 0$ are required to maintain consistent arc direction by orienting the directed tangent vector at the intermediate vertex, which gives a boundary for $\phi_s$ as:

$$0 \leq \phi_s \leq \pi - \psi/2.$$  \hspace{1cm} (4)

Another limitation on the angle comes from the first case requirement itself, as given:

$$-\pi < \theta_s - \theta_f \leq 0$$

where angular values are subtracted since the direction of the turn maneuver applied in this case is opposite to each other. As shown in Fig. 4, given $\theta_s$, the dashed line where $\theta_s - \theta_f < 0$ represents the first case with initial and final orientations towards their tangent intersection, while the solid line represents the limit condition for this case, where $\theta_s - \theta_f = 0$, $\phi_s = \gamma_s$, $\phi_f = \gamma_f$.\)
and \( \phi_f = \gamma f \). This relation gives the following inequality:

\[
\begin{align*}
\phi_s & \geq \gamma s \\
\phi_f & \geq \gamma f.
\end{align*}
\]

where \( \gamma_s \) and \( \gamma_f \) represent angles between tangents and the chord segment. Using Eq. (3) and Eq. (6), the final boundary of \( \phi_s \) is obtained:

\[
\gamma_s \leq \phi_s \leq \pi - \psi - 2 - \gamma_f.
\]

To obtain other parameters for the generation of the path, the arc chord length \( d_s \) and \( d_f \) are first obtained using triangle \((v_s, v_f, v_f)\) and sine rule as:

\[
\begin{align*}
d_s &= \frac{d \sin(\phi_f - \gamma_f)}{\sin(\theta)}; \\
d_f &= \frac{d \sin(\phi_s - \gamma_s)}{\sin(\theta)}.
\end{align*}
\]

where \( d \) represents the vertex chord length between the vertices \( v_s \) and \( v_f \). Besides, the curvature of each segment \( \kappa_s \) and \( \kappa_f \) can be determined as:

\[
\kappa_s = \frac{2 \sin(\phi_s)}{d_s}; \quad \kappa_f = \frac{2 \sin(\phi_f)}{d_f}.
\]

The path shaping technique explained above produces the path that consists of two arcs with different curvature values \( \kappa_s \) and \( \kappa_f \). However, in order to produce flyable paths for the UAV, physical constraints of the UAV flight, the limited curvature or the minimum turning radius, should be taken into account. In the following, these constraints are dealt with by changing the boundary on \( \phi_s \), that is the only degree of freedom available, satisfying the bound on the curvature \( \kappa_{max} \) or turn radius \( r_m \).

First of all, let us check the characteristic of the curvature or turning radius for initial arc depending on the value of \( \phi_s \) using Eq. (3), Eq. (9) and Eq. (10) as:

\[
r_s = \frac{1}{\kappa_s} = \frac{d \sin(\phi_f - \gamma_f)}{2 \sin \theta \sin \phi_s} = \frac{d \sin(\alpha_{sf} - \phi_s)}{2 \sin \theta \sin \phi_s}
\]

where \( \alpha_{sf} = \psi/2 + \gamma_s \). The characteristic of the turning radius for initial arc is obtained as the following lemma.

**Lemma II.1.** (Characteristic of the turning radius for the initial arc of 1st case): For \( 0 < \psi < \pi \), \( d > 0 \) and \( 0 \leq \phi_s < \pi \), initial turning radius \( r_s \) is monotonically decreasing varying \( \phi_s \) from its minimum to maximum bound in the first case.

**Proof:** Considering the boundary of \( \phi_s \) from Eq. (8), \( r_s \) for the minimum and the maximum bound of \( \phi_s \) can be obtained as:

\[
\begin{align*}
r_s, \phi_{sinf} &= \frac{d \sin(\pi - \psi/2 - \phi_sinf - \gamma_f)}{2 \sin \theta \sin \phi_{sinf}} = 0 \\
r_s, \phi_{sup} &= \frac{d \sin(\pi - \psi/2 - \phi_{sup} - \gamma_f)}{2 \sin \theta \sin \phi_{sup}} = \frac{1}{2 \sin \gamma_s}
\end{align*}
\]

where \( \phi_{sinf} = \pi - \psi/2 - \gamma_f, \phi_{sup} = \gamma_s \), and \( \sin \theta = \sin \psi/2 \). Since \( \sin \theta = \sin(2\pi - \phi_s - \phi_f - \psi) = \sin \psi/2 \).

Moreover, differentiating Eq. (11) with respect to \( \phi_s \) gives:

\[
\frac{\partial r_s}{\partial \phi_s} = \frac{d - \cos(\alpha_{sf} - \phi_s) \sin \phi_s - \cos \phi_s \sin(\alpha_{sf} - \phi_s)}{2 \sin \theta} \frac{\sin^2 \phi_s}{\sin \phi_s}
\]

It can be shown that Eq. (14) is always negative for \( 0 < \psi < \pi, \ d > 0 \) and \( 0 \leq \phi_s < \pi \) using simple trigonometry. Negative values for derivative, together with \( r_s \) values for the minimum and the maximum bound of \( \phi_s \) result in monotonically decreasing \( r_s \) with increasing \( \phi_s \).

Having analyzed the characteristic of the initial turning radius, a new limit on \( \phi_s \) satisfying the bound on the turning radius \( r_m \) can be obtained by imposing the following condition:

\[
r_s = d \{\sin(\phi_f - \gamma_f)\}/\{2 \sin \theta \sin \phi_s\} \geq r_m.
\]

Using Eq. (3) and trigonometry identities with Eq. (15) gives:

\[
\begin{align*}
\sin(\psi/2 + \phi_s + \gamma_f)/\{\sin \theta \sin \phi_s\} & \geq 2r_m/d \\
\cos(\psi/2 + \gamma_f) + \cot \phi_s \sin(\psi/2 + \gamma_f) & \geq 2r_m \sin \psi/2/d \\
\cot \phi_s & \geq \frac{2r_m \sin \psi/2}{d \sin(\psi/2 + \gamma_f)} - \cot(\psi/2 + \gamma_f).
\end{align*}
\]

The feasible upper bound on \( \phi_s \) to meet the turning radius constraint can be obtained as:

\[
\phi_s \leq \tan^{-1}\left[1/\{\beta_{s1} - \cot(\psi/2 + \gamma_f)\}\right]
\]

where

\[
\beta_{s1} = \{2r_m \sin \psi/2\}/\{d \sin(\psi/2 + \gamma_f)\}.
\]

The second part of the path characterized by the curvature \( \kappa_f \) can be analyzed in the same manner as above: the turning radius of final arc \( r_f \) tends to be a finite value for \( \phi_{sinf} \), while it tends to be zero for \( \phi_{sinf} \) as opposed to the previous initial arc case. By expressing \( r_f \) as a function of \( \phi_f \) gives:

\[
r_f = d \{\sin(\phi_f - \gamma_f)\}/\{2 \sin \theta \sin \phi_f\} = \frac{d \sin(\alpha_{ff} - \phi_f)}{2 \sin \theta \sin \phi_f}
\]

where \( \alpha_{ff} = \psi/2 + \gamma_f \). Then, the characteristic of the turning radius for final arc is obtained as the following lemma.
Lemma II.2. (Characteristic of the turning radius for the final arc of 1st case): For $0 < \psi < \pi$, $d > 0$, $0 \leq \phi_s < \pi$ and $0 \leq \phi_f < \pi$, final turning radius $r_f$ is monotonically decreasing with increasing $\phi_f$, but monotonically increasing with increasing $\phi_s$ in the first case.

Proof: It can be shown that $r_f$ is monotonically decreasing varying $\phi_f$ from its minimum to maximum bound using the same steps of the initial arc case. However, recalling that $\phi_f = \pi - \psi/2 - \phi_s$, it is clear that $\phi_s$ increases as $\phi_f$ decreases, resulting in monotonically increasing $r_f$ with increasing $\phi_s$.

To ensure the feasibility of the final arc solution, the following condition is imposed:

$$r_f = d \{\sin (\phi_s + \gamma_s)\}/ \{2 \sin \theta \sin \phi_f\} \geq r_m. \quad (19)$$

The feasible upper bound on $\phi_f$ to meet the turning radius constraint can be obtained as:

$$\phi_f \leq \tan^{-1} \left\{1/\{\beta_{f_1} - \cot (\psi/2 + \gamma_s)\} \right\} \quad (20)$$

where

$$\beta_{f_1} = \{2r_m \sin \psi/2\}/\{d \sin (\psi/2 + \gamma_s)\}. \quad$$

The feasible lower bound on $\phi_s$ can be obtained as:

$$\phi_s = \pi - \psi/2 - \phi_s \leq \tan^{-1} \left\{1/\{\beta_{f_1} - \cot (\psi/2 + \gamma_s)\} \right\} \quad (21)$$

By choosing appropriate $\phi_s$ using the new boundary from Eq. (17) and Eq. (21) and following $\phi_f$ from Eq. (3), the flyable path for the UAV is generated.

The second case deals with the situation where both initial and final orientations are opposite to their tangent intersection point. An example of such a configuration is given in Fig. 5. A feasible solution requires:

$$0 < \theta_s - \theta_f \leq \pi. \quad (22)$$

In this case, the geometrical configuration of triangle $(v_s, v_i, v_f)$ and $(v_s, p_t, v_f)$ does not change compared to the first case since initial and final positions are the same but with opposite orientations, and the only difference is rotation angles $\theta_s$ and $\theta_f$. By considering the fact that these angles do not affect the process of computing the parameters for the arc curvature, it can be concluded that the path constraints for the physical feasibility are obtained in a similar manner as for the first case.

To meet $C$ contact at both positions and turning constraints, $\phi_s$ is selected appropriately within its boundary depending on the cost function such as the path length or any other metric as shown in Algorithm 1, which represents how to implement the proposed path shaping through pseudo-code.

**Algorithm 1 Path shaping using constant curvature segments**

**Input:** $P_s(x_s, y_s, \sigma_s), P_f(x_f, y_f, \sigma_f)$ and $\kappa_{max}$ (or $r_m$)

**Output:** $r(t) = \text{path}(\theta_{s,i}, \theta_{f,i}, \kappa_{s,i}, \kappa_{f,i})$

1: Select the case amongst 1~4th cases
2: Compute $\psi$, $\gamma_s$ and $\gamma_f$
3: Find $\phi_{s,min}$ and $\phi_{s,max}$
4: for $\phi_{s,i} = \phi_{s,min}$ to $\phi_{s,max}$ do
5: Compute $\zeta_{s,i}$, $\zeta_{f,i}$, $\theta_{s,i}$, $\theta_{f,i}$, $d_{s,i}$, $d_{f,i}$, $\kappa_{s,i}$, $\kappa_{f,i}$
6: $L_i = \{\frac{2r_m}{\varphi_{s,i}}\} + \{\frac{2r_m}{\varphi_{f,i}}\}$ \{end length\}
7: $\phi_{s,i} \leftarrow \phi_{s,i} + \Delta\phi_s$
8: end for
9: Find $i^* = \arg\min_i L_i$

B. Third and fourth case

The third case deals with the situation where the initial orientation is towards tangent intersection point while the final is opposite to that. From the geometry as shown in Fig. 6, two different expressions for the angle $\theta$ can be obtained as:

$$\theta = 2\pi - \phi_s - \phi_f - \psi \quad (23)$$

$$\theta = 2\pi - \zeta_s - \zeta_f \quad (24)$$

where $\zeta_s = \pi/2 - \phi_s$ and $\zeta_f = \pi/2 - \phi_f$. Combing above equations gives:

$$\phi_f = \pi/2 - \psi/2 - \phi_s. \quad (25)$$

Since the direction of two arcs is the same, the summation of the turning angle should satisfy:

$$0 < \theta_s + \theta_f \leq \pi \quad (26)$$
leading to different boundary conditions from the one obtained in the first case as:

\[
0 \leq \phi_s \leq \gamma_s \quad (27)
\]

\[
0 \leq \phi_f \leq \gamma_f. \quad (28)
\]

Using Eq. (25) and Eq. (27), the final boundary of \( \phi_s \) is given as:

\[
\phi_s \geq \max \{0, \alpha_{s_3}\} \quad (29)
\]

\[
\phi_s \leq \min \{\gamma_s, \pi/2 - \psi/2\} \quad (30)
\]

where \( \alpha_{s_3} = \pi/2 - \psi/2 - \gamma_f \). Valid boundaries can be selected depending on required initial and final configurations. Considering the case where \( \alpha_{s_3} = \pi/2 - \psi/2 - \gamma_f \leq 0 \), the following relation holds:

\[
\gamma_s = \pi - \psi - \gamma_f
\]

\[
\gamma_s \leq \pi - \psi - \pi/2 + \psi/2 = \pi/2 - \psi/2. \quad (31)
\]

Similarly, the boundary for the case where \( \alpha_{s_3} > 0 \) can be obtained, and combing with Eq. (29), the final boundary of \( \phi_s \) is obtained more specifically as:

\[
0 \leq \phi_s \leq \gamma_s, \quad \pi/2 - \psi/2 - \gamma_f < \phi_s < \pi/2 - \psi/2, \quad \text{if} \ \alpha_{s_3} \leq 0
\]

\[
(\text{otherwise}) \quad (32)
\]

The arc chord length \( d_s \) and \( d_f \) are obtained using triangle \((v_s, v_i, v_f)\) and sine rule, resulting in the same equation as Eq. (9):

\[
d_s = \frac{d \sin((\gamma_f - \phi_f)/\sin(2\pi - \theta))}{\sin(\phi_f - \gamma_f)} = \frac{d \sin(\phi_f - \gamma_f)}{\sin(\theta)} \quad (33)
\]

\[
d_f = \frac{d \sin((\gamma_s - \phi_s)/\sin(2\pi - \theta))}{\sin(\phi_s - \gamma_s)} = \frac{d \sin(\phi_s - \gamma_s)}{\sin(\theta)}
\]

Other parameters like the curvature can be obtained using the same way as in the first case. Moreover, to address the physical constraints, the turning radius is first expressed as a function of \( \phi_s \) as done for the first case:

\[
r_s = \frac{d \sin(\phi_f - \gamma_f)}{2 \sin \theta \sin \phi_s} = \frac{d \sin(\phi_s - \alpha_{s_3})}{2 \cos \psi/2 \sin \phi_s}. \quad (34)
\]

The characteristic of the turning radius of the initial arc for the third case is obtained as the following lemma.

**Lemma II.3.** (Characteristics of the turning radius for the initial arc of 3rd case): For \( 0 < \psi < \pi \), \( d > 0 \) and \( 0 \leq \phi_s < \pi \), initial turning radius \( r_s \) is monotonically decreasing with increasing \( \phi_s \) for \( \alpha_{s_3} < 0 \), and increasing for \( \alpha_{s_3} > 0 \) in the third case.

**Proof:** Differentiating Eq. (34) with respect to \( \phi_s \) gives:

\[
\frac{\partial r_s}{\partial \phi_s} = \frac{d}{2 \cos \theta} \frac{\cos(\phi_s - \alpha_{s_3}) \sin \phi_s - \cos \phi_s \sin(\phi_s - \alpha_{s_3})}{\sin^2 \phi_s}. \quad (35)
\]

In case that \( \alpha_{s_3} < 0 \), since \( \phi_s \in (0, \gamma_s) \) from Eq. (32), the following holds:

\[
(\phi_s - \alpha_{s_3})_{\text{inf}} = -\alpha_{s_3} > 0 \quad (36)
\]

\[
(\phi_s - \alpha_{s_3})_{\text{sup}} = \gamma_s - \pi/2 - \psi/2 + \gamma_f < \pi/2. \quad (37)
\]

When \( \alpha_{s_3} > 0 \), since \( \phi_s \in (\pi/2 - \psi/2 - \gamma_f, \pi/2 - \psi/2) \) from Eq. (32), the boundary of \( \phi_s = \alpha_{s_3} \) is obtained as:

\[
(\phi_s - \alpha_{s_3})_{\text{inf}} = 0 \quad (38)
\]

\[
(\phi_s - \alpha_{s_3})_{\text{sup}} = \gamma_f \quad (39)
\]

which implies \( (\phi_s - \alpha_{s_3}) \in (0, \pi) \). For \( d > 0 \) and \( \psi < \pi \), the sign of Eq. (35) depends on its second numerator as:

\[
\cos(\phi_s - \alpha_{s_3}) \sin \phi_s - \cos \phi_s \sin(\phi_s - \alpha_{s_3}) = \sin \phi_s \sin(\phi_s - \alpha_{s_3})(\cot(\phi_s - \alpha_{s_3}) - \cot \phi_s). (40)
\]

For \( \alpha_{s_3} < 0 \), by recalling that \( \phi_s \in (0, \pi) \), \( (\phi_s - \alpha_{s_3}) \in (0, \pi/2) \), and the cotangent function is monotonically decreasing in such an interval, it can be concluded that the sign of Eq. (36) is negative since \( \phi_s < \phi_s - \alpha_{s_3} \). Similarly, for \( \alpha_{s_3} > 0 \), since \( \phi_s > \phi_s - \alpha_{s_3} \), the sign of Eq. (36) is positive, resulting in:

\[
\frac{\partial r_s}{\partial \phi_s} < 0, \quad \text{if} \ \alpha_{s_3} < 0 \quad (41)
\]

\[
\frac{\partial r_s}{\partial \phi_s} > 0, \quad \text{if} \ \alpha_{s_3} > 0 \quad (42)
\]

Once monotonically increasing or decreasing behavior is determined, the boundary of \( \phi_s \) for the feasible path can be obtained by imposing the following condition:

\[
r_s = d\{\sin(\phi_s - \alpha_{s_3})/[\{2 \cos \psi/2 \sin \phi_s \}] \geq r_m \]

\[
\sin \phi_s \cos \alpha_{s_3} - \cos \phi_s \sin \alpha_{s_3} \geq \frac{2r_m \cos \psi/2}{\sin \phi_s}
\]

\[
- \cot \phi_s \sin \alpha_{s_3} \geq \frac{2r_m \cos \psi/2}{d - \cos \alpha_{s_3}}. \quad (43)
\]

Depending on the sign of \( \alpha_{s_3} \), the feasible bounds on \( \phi_s \) are obtained as:

\[
\phi_s \leq \tan^{-1}\{1/[\beta_{s_3} + \cot \alpha_{s_3}]\}, \quad \text{if} \ \alpha_{s_3} \leq 0
\]

\[
\phi_s > \tan^{-1}\{1/[\beta_{s_3} + \cot \alpha_{s_3}]\}, \quad \text{otherwise}
\]

where

\[
\beta_{s_3} = -\{2r_m \cos \psi/2\}/\{d \sin \alpha_{s_3}\}. \quad (44)
\]

Similar steps can be done for the final arc. Using \( \alpha_{s_3} = \pi/2 - \psi/2 - \gamma_f \) and Eq. (25) gives:

\[
\frac{\partial r_f}{\partial \phi_s} < 0, \quad \text{if} \ \alpha_{s_3} < 0 \quad (45)
\]

\[
\frac{\partial r_f}{\partial \phi_s} > 0, \quad \text{if} \ \alpha_{s_3} > 0 \quad (46)
\]

where \( \alpha_{f_3} = \pi/2 - \psi/2 - \gamma_s \), and another upper boundary for \( \phi_s \) as:

\[
\phi_s \leq \pi/2 - \psi/2 - \tan^{-1}\left\{\frac{1}{\beta_{f_3} + \cot \alpha_{f_3}}\right\}, \quad \text{if} \ \alpha_{s_3} \leq 0
\]

\[
\phi_s > \pi/2 - \psi/2 - \tan^{-1}\left\{\frac{1}{\beta_{f_3} + \cot \alpha_{f_3}}\right\}, \quad \text{otherwise}
\]

where

\[
\beta_{f_3} = -\{2r_m \cos \psi/2\}/\{d \cos (\pi/2 + \gamma_s)\}. \quad (47)
\]

Note that for \( \alpha_{s_3} \leq 0 \), since both \( r_s \) and \( r_f \) decrease with increasing \( \phi_s \) from Eq. (41) and Eq. (45), only upper bound on \( \phi_s \) can be obtained using turning radius constraints for the initial and final arc; for \( \alpha_{s_3} > 0 \), only lower bound can be computed. Therefore, by choosing the appropriate \( \phi_s \) using
The other feasible bound on where explained for the third case as: which gives the boundary of \( \phi \) on given in Fig. 7. A feasible solution requires:

\[
\pi < \theta_s + \theta_f \leq 2\pi 
\]  

(48)

which gives the boundary of \( \phi_s \) using a similar way as explained for the third case as:

\[
\begin{cases} 
\gamma_s \leq \phi_s \leq \pi, & \text{if } \alpha_{s4} \leq 0 \\
\frac{\pi}{2} - \psi/2 < \phi_s < \frac{3}{2}\pi - \psi/2 - \gamma_f, & \text{otherwise} 
\end{cases}
\]  

(49)

where \( \alpha_{s4} = \gamma_s - \pi/2 + \psi/2 \). Similarly, the feasible bounds on \( \phi_s \) from initial arc condition can be obtained as:

\[
\begin{align*}
\phi_s &\leq \tan^{-1} \left[ \frac{1}{\beta_{s4} + \tan(\psi/2 + \gamma_f)} \right], & \text{if } \alpha_{s4} \leq 0 \\
\phi_s &> \tan^{-1} \left[ \frac{1}{\beta_{s4} + \tan(\psi/2 + \gamma_f)} \right], & \text{otherwise}
\end{align*}
\]  

(50)

where

\[
\beta_{s4} = -\frac{2r_m \cos \psi/2}{\{d \cos (\psi/2 + \gamma_f)\}}.
\]

The other feasible bound on \( \phi_s \) from the final arc condition is obtained as:

\[
\begin{align*}
\phi_s &\leq \frac{3}{2}\pi - \psi/2 - \tan^{-1} \left[ \frac{1}{\beta_{s4} + \tan(\psi/2 + \gamma_s)} \right], & \text{if } \alpha_{s4} \leq 0 \\
\phi_s &> \frac{3}{2}\pi - \psi/2 - \tan^{-1} \left[ \frac{1}{\beta_{s4} + \tan(\psi/2 + \gamma_s)} \right], & \text{otherwise}
\end{align*}
\]  

(51)

where

\[
\beta_{f4} = -\frac{2r_m \cos \psi/2}{\{d \cos (\psi/2 + \gamma_s)\}}.
\]

By choosing the appropriate \( \phi_s \) using the boundary conditions from Eq. (49), Eq. (50) and Eq. (51), the flyable path for the UAV is generated.

Given the boundary conditions and turning constraints, reachable space can be investigated by expressing the chord length \( d \) from the triangle \( (v_s, v_i, v_f) \) in Fig. 7 as:

\[
\begin{align*}
d^2 &= d_s^2 + d_f^2 - 2d_s d_f \cos \theta \\
&= 4r_m^2 (1 - \cos \theta_s) + 4r_f^2 (1 - \cos \theta_f) \\
&- 8r_s r_f (1 - \cos \theta_s) (1 - \cos \theta_f) \cos \theta.
\end{align*}
\]  

(52)

Then, the minimum value of \( d \) for a feasible path with the minimum turning radius \( r_m \) for all feasible \( \theta_s \) and \( \theta_f \) is given as:

\[
d_{\text{min}} = \begin{cases} 
4r_m \sqrt{1 - 2 \cos (\pi - \psi/2)}, & \text{if case 1 or 2} \\
2r_m, & \text{otherwise}
\end{cases}
\]  

(53)

Thus, two configurations whose Euclidean distance between is greater than \( d_{\text{min}} \) satisfy one of conditions for having a solution. However, note that this is a necessary condition since there are other boundary conditions to be satisfied as defined through this section. Besides, configurations which make linear paths need to be handled as exceptions as they require infinite turning radius or zero curvature.

The proposed path shaping algorithm satisfies the kinematic constraint of the UAV with only one discontinuity at the intermediate vertex, and can shape the path (or equivalently, change the path length) using one parameter \( \phi_s \) with its boundary condition according to the initial and final configurations. This technique will be applied to coordinated standoff target tracking which makes two UAVs arrive at a desired orbit and angular separation from the following section.

III. COORDINATED STANDOFF TARGET TRACKING USING PATH SHAPING APPROACH

This section describes the coordinated standoff tracking for a stationary target and a moving target whose maneuver can be predicted precisely using the proposed path shaping technique. A conventional simultaneous arrival (SA) concept for two UAVs to reach the desired standoff orbit at the same time is first introduced. And then, a two-orbit approach is newly proposed in which UAVs first arrive at the outer orbit and subsequently shrink to the desired inner orbit at different time, adjusting the angular separation between UAVs, in order to address arrival time delay or failure of the UAV.

A. Simultaneous arrival

Given initial positions and orientations for UAVs and target information, it is possible to determine two arrival points satisfying the standoff distance as well as the desired angular separation between UAVs in terms of the line of sight angle relative to the target. However, such a goal can be satisfied fully only if the two vehicles reach the respective position at the same time, while the path shaping method does not provide any control on the arrival time directly. Assuming the constant velocity of the vehicle, the time required to get to the designated position proportional to the path length with the speed. Thus, if there are no errors and disturbances in the system, the arrival time can be determined explicitly by adjusting the curvature of the path. In path shaping using constant curvature segments, the arc length is simply obtained by using the curvature \( \kappa \) and the turning angle \( \theta \) as:

\[
l_a = \theta / \kappa.
\]

By using the formulas given in Sec. II, the path length \( l_{sf} \) between initial and final positions can be expressed as:

\[
l_{sf} = \frac{d}{2} \left[ \frac{\sin(\phi_f - \gamma_f)}{\sin \phi_s} \theta_s + \frac{\sin(\phi_s - \gamma_s)}{\sin \phi_f} \theta_f \right].
\]  

(54)
where $\phi_s$ is the only independent variable, which can be used as a tuning parameter for the path length. Noting that $(\phi_f, \theta_s, \theta_f)$ vary almost linearly with $\phi_s$, and its valid range is usually not too wide because of the physical constraints, the path length function $l_{sf}$ has a nearly-linear behavior. Defining squared path length difference as a performance index, optimal feasible solution $\phi_s$ for two UAVs can be obtained solving a constrained nonlinear minimization problem, given as:

$$
\left(\phi_{s1}^*, \phi_{s2}^*\right) = \arg \min_{(\phi_{s1}, \phi_{s2})} (l_{sf1} - l_{sf2})^2
$$

(55)

where subscript represents value for the $i$-th UAV. In case that path length ranges for the two vehicles partially overlap, there are many solutions providing the same path length (i.e. same arrival time). Depending on the task objectives, either the shortest path solution or the one requiring the smallest curvature variation can be chosen.

B. Phase correction by a two-orbit approach

When initial positions of two UAVs are far away, the simultaneous arrival is not possible to achieve, or demands too much energy due to keep the time constraint resulting in the long detour of one of the UAVs. Moreover, to minimize the exposure time of UAVs in the enemy radar site while maximizing the effect of simultaneous arrival to the designated position, the mission planner should be able to cope with the failure of the UAV or the arrival time delay by wind or unexpected obstacles during the mission as illustrated in Fig. 8(a). To address aforementioned problems, a two-orbit approach for the phase control is introduced as shown in Fig. 8(b). The idea is to reach the observation (or outer) orbit first, and then to perform a further (referred in the following as ‘shrink’) maneuver identical for two UAVs that brings the UAVs on an inner orbit at different time. The difference of time spent on the outer orbit allows for the control of the angular separation of the UAVs.

Once one of UAVs reaches the outer orbit, that UAV remains on the same orbit until the other UAV reaches the orbit. Let us define the time $t_r$ as the time both UAVs get on the outer orbit and leader and follower based on the relative phase angle with respect to the target as given:

$$
Leader = \arg \max_{UAV_i} (\sigma_{UAV_i}(t_r), \sigma_{UAV_2}(t_r))
$$

(56)

where $\sigma_{UAV_i} \in [0, 2\pi)$ represents the phase angle of the $i$-th UAV. The shrink maneuver is illustrated as shown in Fig. 9. Given the desired standoff distance which is equivalent to the inner orbit radius $r_i$, and an approach angle $\nu$. Then, the arrival point $P_2$ on the inner orbit and the orientation angle are uniquely defined given these values, and the path shaping technique using constant curvature segments is applied to connect configuration $P_1$ and $P_2$. It is worth noting that since the shrink maneuver itself represents a sort of an additional path, $\nu$ should be designed to make the path as short as possible. Moreover, the smaller value of $r_i$ closer to the outer orbit radius will lead to a smaller time needed for the shrink maneuver, however, on the other hand, it will take more time to achieve the desired angular separation between UAVs; thus, parameter $r_o$ and $\nu$ should be determined considering a trade-off between these two aspects. To achieve the desired angular separation, let us define the phase difference between UAVs at time $t_r$ as:

$$\Delta \sigma = \sigma_l - \sigma_f, \quad \text{if } \sigma_l - \sigma_f \leq \pi
$$

$$\Delta \sigma = \sigma_l - \sigma_f - 2\pi, \quad \text{otherwise}
$$

(57)

where $\sigma_l$ and $\sigma_f$ represent the phase angle of leader and follower at time $t_r$ with respect to the target, respectively.
Then, the phase angle error $\tilde{\sigma}$ which needs to be corrected by the two-orbit approach is defined as:

$$\tilde{\sigma} = (\sigma_d - |\Delta\sigma|) \text{sign}(\Delta\sigma)$$  \hspace{1cm} (58)

where $\sigma_d$ is the desired angular separation. If the phase angle error $\tilde{\sigma}$ is positive, the leader should enter the inner orbit first to increase the angular separation from $\Delta\sigma$ to the $\sigma_d$. Similarly, if $\tilde{\sigma}$ is negative, the follower will shrink to the inner orbit first to decrease the angular separation. Figure 10 shows an exemplary decision as to the UAV entering the inner orbit first in case of $\sigma_d = \pi/2$. Once one appropriate UAV reaches the inner orbit by the shrink maneuver, the other UAV needs to wait for a certain amount of time before starting the shrink maneuver. Considering the UAV flying on the orbit of radius $r$ with a constant speed $V$, the angular variation $\alpha$ during time $t$ is given:

$$\alpha = Vt/r.$$  \hspace{1cm} (59)

Thus, time $T_c$ needed to correct the phase difference $\Delta\sigma$ to the desired value by the two different orbit can be obtained as:

$$|\tilde{\sigma}| = VT_c/r_i - VT_c/r_o$$

$$T_c = \frac{|\tilde{\sigma}|r_o r_i}{V(r_o - r_i)}.$$  \hspace{1cm} (60)

The aforementioned path shaping algorithm is for the stationary target in general. However, it can be extended to the moving target case in a certain situation such that the update rate of the target information is very low, expected future information for a lost target is given, or target movement can be predicted precisely. In those situations, the objective of the path shaping could be the gathering of UAVs to the appropriate position on the standoff orbit with the desired angular separation considering target movement. For this, let us first define the maximum time for the phase angle correction $T_{c_{\text{max}}}$ with the relation $|\tilde{\sigma}| \leq \sigma_d$ from Eq. (58) as:

$$T_{c_{\text{max}}} = \frac{|\tilde{\sigma}|r_o r_i}{V(r_o - r_i)} = \frac{\sigma_d r_o r_i}{V(r_o - r_i)}.$$  \hspace{1cm} (61)

When both UAVs reach the outer orbit of the expected future target position at time $t_d$, the remaining time $t_{\text{rem}}$ should be greater than the time needed for the shrink maneuver of both UAVs and the phase angle correction $T_{c_{\text{max}}}$ as given:

$$t_{\text{rem}} = t_d - t_a \geq 2t_{\text{sh}} + T_{c_{\text{max}}}$$  \hspace{1cm} (62)

where $t_a$ represents the latest arrival flight time of UAVs to the outer orbit from the initial positions, and $t_{\text{sh}}$ represents the time needed for shrink maneuver which can be obtained in advance by predetermined values of $r_o$, $r_i$ and $v$. Then, minimum time $t_d$ to gather UAVs around the expected standoff position at that time while keeping the desired standoff distance and the angular separation is computed as:

$$\min \text{ s.t. } t_d \geq t_a + 2t_{\text{sh}} + T_{c_{\text{max}}}$$  \hspace{1cm} (63)

Once cooperative UAVs achieve the goal (the standoff distance and the angular separation) using the path shaping approach, an active guidance algorithm such as the vector field guidance [8], [10] can be applied to track the maneuvering target tightly while estimating information of the target through filtering as in [15], [34]. The target encirclement problem for a moving target and a workable solution that achieves uniform (temporal) separation of constant-speed vehicles is also considered in [35].

IV. NUMERICAL SIMULATIONS

To verify the feasibility and benefits of the proposed approach in this paper, firstly, the path shaping using constant curvature segments is simulated using initial configuration $(x, y, \sigma_d) = (0, 0, 0)$ and final configuration $= (3, 5, \sigma_f = (\pm\pi/4, \pm\pi/2))$ with bounds on curvature of $\kappa_s = 1$ and $\kappa_f = 1$. Figure 11 shows the examples of the paths using the solution $\phi_s$ minimizing the path length. This figure also shows the locus of all feasible intermediate vertex $v_i$ with the corresponding possible paths. In Fig. 11(a), as $\phi_s$ increases, initial turning radius decreases and final turning radius increases confirming Lemma II.1 and II.2 for the first case of path solutions. Similarly, as $\phi_s$ increases, both initial and final turning radius decreases for the third and fourth case as shown in Fig. 11(c)~(d).

Figure 12 compares the average path length and curvature difference at intermediate vertex (or discontinuous points when the segment changes from arc to straight line for the Dubins path) between the proposed path shaping and Dubins path (see [31] for the path generation). Simulations are performed a hundred times for each configuration set by changing final configuration $(E \cos \theta_m, E \sin \theta_m, \sigma_{f, \text{rand}})$ for all $5 \leq E \leq 10$ and $0 \leq \theta_m < 2\pi$ with fixed initial configuration $(0, 0, 0)$ and a bound on curvature of one, where $\sigma_{f, \text{rand}}$ represents a randomly generated angle. As a Euclidean distance $E$ between two points increases, the average path length of the proposed method gets longer than that of the Dubins path, and curvature difference decreases whereas that of Dubins remains the same. Consequently, it can be conjectured that the proposed algorithm provides not only fewer discontinuous points (which is one for the proposed method and two for the Dubins path), but also less discontinuity (i.e. curvature difference) since as can be seen for case 3 and 4, curvature differences are much smaller than those of the Dubins paths at the expense of the path length.

Moreover, to apply the two-orbit approach, given the constant velocity of 40 m/s and the desired inner orbit radius of 200 m, the appropriate value for the shrinking maneuver is investigated with different approach angle $\nu$ and orbit radius ratio $\beta = r_o/r_i$ as shown in Fig. 13. As explained earlier, parameter $\beta$ and $\nu$ should be determined considering a trade-off between two aspects, which are the additional path length due to the shrink maneuver and the time required for the phase correction. To get a reasonable phase correction time, the orbit radius ratio $\beta$ can be suggested to be greater than two as shown Fig. 13(d), and then $\nu$ can be determined accordingly as shown in Fig. 13(c). Figure 14 shows the path shaping result for the coordinated standoff tracking of the stationary target with $V = 40$ m/s, $r_i = 200$ m, $\beta = 2$, $\nu = 20^\circ$ and $\sigma_d = \pi/2$. At time $t_r$, both of UAVs reach the outer orbit.
Fig. 11. Examples of path using constant curvature segments \((\kappa_s, \kappa_f) = (1, 1)\), blue lines are possible paths, and red dots represent the trace of the center of each curvature segment according to \(\phi_s\).

and then the follower (UAV\(_1\)) which reaches the outer orbit later) first enters into the inner orbit to decrease the phase angle difference between UAVs to a desired value \(\sigma_d\). After \(T_c\) seconds, the leader goes into the inner orbit using the same shrink maneuver as that of the follower. At 34 seconds, both the standoff distance \((r_i = 200 \, \text{m})\) from the target and desired angular separation \((\sigma_d = \pi/2)\) between two UAVs are satisfied at the same time as shown in Fig. 14. The path shaping result for the coordinated standoff tracking of the moving target is shown in Fig. 15. The speed of UAV is set to 40 m/s and target 10 m/s. Minimum time \(t_d\) to gather UAVs around the target is computed firstly, and the similar approach as the stationary target case is applied with the expected position of target at that time. At 53 seconds, both UAVs are gathered while satisfying the desired standoff distance from the target and angular separation between them.

V. CONCLUSIONS

This paper has presented a novel path shaping approach for coordinated standoff target tracking using multiple UAVs. To reflect the fact that fixed-wing UAVs fly efficiently at a nominal airspeed, the path shaping approach was proposed for standoff tracking, which initialises UAVs on a standoff orbit with a desired angular separation while holding a constant velocity. For this, this paper introduced the use of two constant curvature segments having more flexibility and fewer discontinuous points on a curvature command compared to the Dubins path at the expense of the path length as well as satisfying the turning constraint of the UAV. Moreover, a simultaneous arrival concept was first introduced, and then a phase correction with shrink maneuver was newly proposed to address arrival time delay or failure of the UAV. To apply the two-orbit approach, given the constant velocity and the desired inner orbit radius, the appropriate value of the shrinking maneuver was investigated with different approach angle and orbit radius ratio. Numerical simulations for both stationary and moving ground targets using two cooperative UAVs showed the feasibility and properties of the proposed the two-orbit algorithm achieving the desired goal. As future work, the proposed standoff tracking strategy will be extended by considering more than two UAVs and a partially known moving ground target by predicting its future trajectory.
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