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Decentralised Standoff Tracking of Moving Targets Using Adaptive Sliding Mode Control for UA Vs

Hyondong Oh, Seungkeun Kim*, Antonios Tsourdos, and Brian A. White

Abstract—This paper proposes a decentralised vector field guidance algorithm for coordinated standoff tracking of a ground moving target by multiple UA Vs. In particular, this study introduces additional adaptive terms in an existing sliding mode control concept for standoff tracking guidance, in order to reduce the effect of unmodelled dynamics and disturbances. Decentralised angular separation control between UA Vs, in conjunction with decentralised estimation, is also introduced using either velocity or orbit radius change by different information/communication structures. Numerical simulations are performed to verify the feasibility and benefits of the proposed approach under a realistic ground vehicle tracking scenario, using multiple UA Vs having unknown parameters in the heading-hold autopilot.

Index Terms—UA V, Standoff tracking, Vector field guidance, Sliding mode control, Decentralised estimation and guidance

I. INTRODUCTION

In recent decades, the benefits of using cooperative unmanned aerial vehicles (UA Vs) have been actively investigated for both military and civil applications. The intelligent and autonomous cooperation of multiple small UA Vs operating in a team/swarm offers revolutionary capabilities: improved situation awareness, higher mission success rate, significant reductions in manpower and risk to humans, the ability to perform in hostile and hazardous environments. Especially, airborne surveillance and subsequent tracking of a ground moving target have become one of the important capabilities of UA Vs, required to increase overall knowledge to surrounding environment and to take proactive measures.

In performing such missions, once a target of interest is detected by reconnaissance or surveillance systems, further monitoring might be required to obtain closer and higher-resolution surveillance data, by approaching more closely and tracking it persistently [1]. This is not an easy task due to unknown or even adversarial/evasive target manoeuvres, as well as kinematic constraints of UA Vs. For this, a standoff line-of-sight (LOS) tracking concept is introduced, which keeps a certain relative distance (termed standoff distance) from a moving target, resulting in a circular loitering pattern, in order to track without being noticed and to keep it within the field-of-view (FOV) of a sensor. Coordinated standoff tracking using multiple UA Vs is also proposed by distributing UA Vs with a prescribed inter-vehicle angular separation on the same standoff orbit. It can provide the better estimation accuracy for target information [2] as well as more robust tracking performance in case of sensing failure or LOS block to the target by obstacles [3].

Lawrence [4] first proposed the application of Lyapunov vector fields for standoff coordination of multiple UA Vs, which was further investigated by Frew et al. [5] to include phase keeping as well as standoff tracking. They invented a decoupled control structure in which speed and heading rate are separately controlled for standoff distance and phase-angle keeping, respectively. Summers et al. [6] extended this phase keeping idea with a variable airspeed controller to multiple UA Vs using information architectures in vehicle formations. Unlike decoupled control structures, Kim et al. [7] proposed a nonlinear model predictive approach to find the heading and velocity control inputs si-
multaneously using a coupled structure, providing optimal performance in terms of tracking as well as control efforts. Oh et al. [8] used the solution of differential geometry between the UAV and a target, which brings several advantages along with its inherent simplicity: rigorous stability, explicit use of a target velocity, and tuning parameter reduction. Oh et al. [9] also introduced cooperative standoff tracking of groups of multiple targets using Lyapunov vector fields and an online local replanning strategy.

Note that, considering small allowable velocity bounds of the UAV and time delay in the velocity control, the convergence to the variable velocity command might be slow or hard to achieve; thus, maintaining UAVs at their nominal and fuel efficient speed is desirable in terms of tracking performance, as well as from a mission duration point of view. In this regard, Kingston et al. [10] introduced a sliding mode control concept for circular formation and orbit radius change without velocity control for phase keeping of multiple UAVs. Sepulchre et al. [11] and Paley et al. [12] applied the collective control of multi-agent system to stabilise symmetric circular formation around the target using unit speed vehicles. Note also that policies that maintain the optimal standoff distance while allowing the angular separation to vary can be better in terms of estimation accuracy than those that maintain optimal angular separation with orbit radius change while compromising the standoff distance [2]. Therefore, a tracking guidance algorithm that explicitly exploits both orbit radius and velocity control concept is required to be developed within a unified framework.

This paper proposes coordinated standoff tracking guidance algorithms of a ground moving target using sliding model control (SMC), based on vector field approach. Motivated by the aforementioned work [10], this study first exploits additional adaptive terms in the existing vector field approach using sliding mode control, in order to reduce the effect of unmodelled dynamics and disturbances in the heading-hold autopilot. Then, decentralised angular separation control for multiple UAVs is introduced using either velocity or orbit radius change with a constant airspeed by different information structures, following [6], [10]. Note that, it is hard to have a centralised system that handles entire information and controls for a team of UAVs considering communication and computation constraints; thus, control laws are decentralised using local information about a target and neighbouring UAVs. Moreover, in order to obtain accurate position and motion information of a moving target to be used for UAV guidance, as well as to cope with the proposed decentralised guidance approach, this study applies the decentralised extended Information filter (DEIF). Numerical simulations are extensively performed to verify the feasibility and compare benefits of the proposed guidance algorithms, under a realistic ground vehicle tracking scenario. In the simulations, it is assumed that multiple UAVs have unknown parameters in the system.

The remainder of this paper is organised as follows. Several vector field approaches are first reviewed in Section II, and the tangent vector field guidance (TVFG) using the adaptive SMC follows in Section III. Section IV introduces the decentralised TVFG for angular separation between UAVs. Section V explains a decentralised target localisation methodology. Section VI presents numerical simulation results to verify the performance and the properties of the proposed algorithm. Lastly, conclusions and future work are given in Section VII.

II. REVIEW ON VECTOR FIELDS STRATEGIES

This section briefly reviews several recent vector field guidance approaches for standoff tracking of a ground moving target, including their formulation and numerical example results for stationary target tracking.

A. System dynamics

Assuming each UAV has a low-level flight controller such as SAS (Stability Augmentation System) and CAS (Controllability Augmentation System) for heading and velocity hold functions, this study aims to design guidance inputs to this low-level controller for standoff target tracking. Consider a two-dimensional UAV kinematic model
Differentiating Eq. (5) gives:
\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{\psi} \\
\dot{\omega}
\end{pmatrix} = f(x, u) = \begin{pmatrix}
v \cos \psi \\
v \sin \psi \\
-\frac{1}{\tau_v} v + \frac{1}{\tau_v} u_v \\
-\frac{1}{\tau_\omega} \omega + \frac{1}{\tau_\omega} u_\omega
\end{pmatrix}
\] (1)

where \( x = (x, y, \psi, v, \omega)^T \) are the inertial position, heading, speed and yaw rate of the UA V, respectively. \( \tau_v \) and \( \tau_\omega \) are time constants for considering actuator delay. \( u = (u_v, u_\omega)^T \) are the commanded speed and turning rate constrained by the following dynamic limits of a fixed-wing UAV:
\[
|u_v - v_0| \leq v_{\text{max}} \quad (2)
\]
\[
|u_\omega| \leq \omega_{\text{max}} \quad (3)
\]
where \( v_0 \) is a nominal speed of UAV. The continuous UAV model in Eq. (1) can be discretised by Euler integration into:
\[
x_{k+1} = f_d(x_k, u_k) = x_k + T_s f(x_k, u_k) \quad (4)
\]
where \( x_k = (x_k, y_k, \psi_k, v_k, \omega_k)^T \), \( u_k = (u_{vk}, u_{\omega k})^T \), and \( T_s \) is a sampling time. If the frequencies of the tracking guidance and autopilot are not too close, it is common to initially design and verify the guidance law and control algorithm separately. Therefore, like in many literatures considering similar guidance problems \([5], [7], [10]\), above simple kinematics is used for the UAV model. However, the final validation needs to be made with higher complexity simulation models and flight tests, and these remain as future work.

### B. Lyapunov vector field

Let us consider the Lyapunov vector field first, which was initially proposed by Lawrence \([4]\) and further developed by Frew et al. \([5]\) as:
\[
V(x, y) = (r^2 - r_d^2)^2 \quad (5)
\]
where \( r = \sqrt{\delta x^2 + \delta y^2} = \sqrt{(x-x_t)^2 + (y-y_t)^2} \) is the distance of the UAV from the ground vehicle. Herein \((x_t, y_t)\) is the position of the ground vehicle which can be estimated from the tracking filter, and \( r_d \) is a desired standoff distance from the UAV to the ground vehicle. Differentiating Eq. (5) gives:
\[
\dot{V}(x, y) = \nabla V [\dot{x}, \dot{y}]^T. \quad (6)
\]
The Lyapunov vector field uses the following desired velocity \([\dot{x}_d, \dot{y}_d]^T\):
\[
\begin{pmatrix}
\dot{x}_d \\
\dot{y}_d
\end{pmatrix} = \begin{pmatrix}
-V_d \\
-k l (r^2 + r_d^2)
\end{pmatrix} \begin{pmatrix}
\delta x(r^2 - r_d^2) + \delta y(2rr_d) \\
\delta y(r^2 - r_d^2) - \delta x(2rr_d)
\end{pmatrix}
\] (7)
where \( k l \) is positive constant, and \( V_d \) is a desired UAV speed. Note that \( k l \), newly introduced in this study, can be used to adjust the converging speed of the generated field to the standoff circle. The desired heading can be decided using the desired two dimensional velocity components in Eq. (7) as:
\[
\psi_d = \tan^{-1} \frac{\dot{y}_d}{\dot{x}_d}. \quad (8)
\]
The guidance command \( u_\omega \) for turn rate is selected as the sum of proportional feedback and feedforward terms as:
\[
u_\omega = -k_p (\psi - \psi_d) + \dot{\psi}_d \quad (9)
\]
where \( \dot{\psi}_d = 4V_d \frac{r \omega}{(r^2 + r_d^2)^2} \) can be obtained by differentiating Eq. (8).

### C. Supercritical Hopf bifurcation

The second vector field is the supercritical Hopf bifurcation which was initially proposed in \([13]\) based on the theory of \([14]\). The Supercritical Hopf bifurcation is known to mathematically produce the spiral trajectory which converges to a limit cycle; no matter where the starting position is located. This property is similar to that of the Lyapunov vector field. Let us consider the following desired vector field based on the system equation of the Supercritical Hopf bifurcation:

\[
\begin{pmatrix}
\dot{x}_d \\
\dot{y}_d
\end{pmatrix} = \begin{pmatrix}
\frac{k_s}{k r_d^2} (r^2 - \delta x^2 - \delta y^2) - \delta y \\
\frac{k_s}{k r_d^2} (r^2 - \delta x^2 - \delta y^2 + \delta x)
\end{pmatrix} \quad (10)
\]

where \( k_s \) is a positive constant, and the definitions of the other variables are the same as those of the Lyapunov vector field.

### D. Tangent vector field

The tangent vector field is generated by a desired heading angle as shown in Fig. 1, given by \([10]\):
\[
\psi_d = \psi_p + \tan^{-1}(k_l d) \quad (11)
\]
where \( d = r - r_d \) is the distance of the UAV from the desired standoff orbit, and \( \psi_p \) is tangent to the
standoff orbit along the ray connecting the UAV and the target position as:

$$\psi_p = \theta + \frac{\pi}{2}$$  \hspace{1cm} (12)

where $\theta = \tan^{-1}(\delta y/\delta x)$. The convergence analysis of a desired heading angle to $\psi_p$ can be found in [10].

Figure 2 shows the example of UAV tracking trajectories for a stationary target using different vector field approaches. Although aforementioned three vector fields have different characteristics, they can generate a similar trajectory as red dashed lines in Fig. 2, by adjusting the field gain such as $k_l$, $k_s$ and $k_t$. It is worth noting that the field gain should be determined not to exceed the turning rate constraint of the vehicle, $\omega_{\text{max}}$, along with a control gain. This study uses a tangent vector field approach since it allows to easily apply a sliding mode control concept, as well as the orbit radius change for angular separation control between UAVs.

III. TANGENT VECTOR FIELD GUIDANCE WITH ADAPTIVE SMC

A. Adaptive sliding mode control

This section presents the tangent vector field guidance (TVFG) strategy using a sliding mode control concept. First, an UAV is assumed to follow a first-order heading dynamics by the autopilot, as given:

$$\dot{\psi} = \alpha(\psi_c - \psi) + \nu$$  \hspace{1cm} (13)

where $\psi_c$ is the commanded heading, $\alpha$ is a known positive constant that characterises the speed of response of heading-hold autopilot loop, and $\nu$ represents unmodelled dynamics or disturbances of the autopilot loop. Let us first consider a conventional proportional-derivative (PD) type controller. If $\alpha$ were accurately known and $\nu$ were small enough to ignore, the guidance command $\psi_c$, to obtain the desired heading $\psi_d$ in Eq. (11), would be selected as the sum of proportional feedback and feedforward term as:

$$\psi_c = \psi + \frac{1}{\alpha}(\dot{\psi}_d - k_\psi(\psi - \psi_d))$$  \hspace{1cm} (14)

where $k_\psi$ represents a proportional gain.

However, in general, $\alpha$ is difficult to determine experimentally and inevitably contains error in its estimated value, and $\nu$ can have a considerable value with known bounds due to unmodelled dynamics, disturbances or faults. Since these factors could result in less precise target tracking, this study uses adaptive sliding mode control, which estimates and compensates the effect of unknown parameters.

First of all, let us define a sliding surface as:

$$S = e + k_I \int_0^t e \, d\tau$$  \hspace{1cm} (15)

where $e = \psi - \psi_d$ is a tracking error, and $k_I$ is an integral gain. Differentiating the sliding surface with respect to time gives:

$$\dot{S} = \dot{\psi} - \dot{\psi}_d + k_I e = \alpha(\psi_c - \psi) + \nu - \dot{\psi}_d + k_I e.$$  \hspace{1cm} (16)

Consider a Lyapunov function candidate: $W_1 = \frac{1}{2}S^2$, and take the derivative to obtain:

$$\dot{W}_1 = SS \left( \alpha(\psi_c - \psi) + \nu - \dot{\psi}_d + k_I e \right)$$  \hspace{1cm} (17)

Then, the control command can be selected as:

$$\psi_c = \psi + \frac{1}{\alpha}(\dot{\nu} + \dot{\psi}_d - k_I e - c_1 S - c_2 \text{sign}(S))$$  \hspace{1cm} (18)

where $\dot{\psi}_d$ is a derivative of Eq. (11), $\hat{\alpha}$ and $\hat{\nu}$ are the estimation of $\alpha$ and $\nu$, respectively, $c_1$ and $c_2$
are a positive constant, and
\[ \text{sign}(x) = \begin{cases} 1, & \text{if } x > 0 \\ 0, & \text{if } x = 0 \\ -1, & \text{if } x < 0. \end{cases} \] (19)

Rearrange Eq. (17) using \( \psi_s = \psi_c - \psi \) as:
\[
\begin{align*}
\dot{W}_1 &= S(\alpha \psi_s - \nu - \dot{\psi}_d + k_f e) \\
&= S\{(\alpha - \dot{\alpha})\psi_s + \dot{\alpha} \dot{\psi}_s + \nu - \dot{\psi}_d + k_f e\} \\
&= S\{\dot{\alpha} \psi_s + \dot{\alpha} (\psi_c - \psi) + \nu - \dot{\psi}_d + k_f e\} \\
&= S\{\dot{\alpha} \psi_s - \dot{\psi}_d - k_f e - c_1 S + c_2 \text{sign}(S) + 1\} \\
&= S\{\dot{\nu} - c_1 S - c_2 \text{sign}(S) + \dot{\alpha} \psi_s\} \quad (20)
\end{align*}
\]

where \( \dot{\alpha} = \alpha - \dot{\alpha} \). Substituting \( \psi_c \) in Eq. (18) into Eq. (20) yields:
\[
\begin{align*}
\dot{W}_1 &= S\{\dot{\alpha} \psi_s - \dot{\nu} - \dot{\psi}_d + k_f e - c_1 S + c_2 \text{sign}(S) + 1\} \\
&= S\{\dot{\nu} - c_1 S - c_2 \text{sign}(S) + \dot{\alpha} \psi_s\} \quad (21)
\end{align*}
\]

where \( \dot{\dot{\nu}} = \nu - \dot{\nu} \).

To obtain the adaptation rule for the parameter estimations of \( \dot{\nu} \) and \( \dot{\alpha} \), consider another Lyapunov function candidate \( W_2 \) as:
\[ W_2 = \frac{1}{2} \dot{S}^2 + \frac{1}{2} \gamma_\nu^{-1} \dot{\nu}^2 + \frac{1}{2} \gamma_\alpha^{-1} \dot{\alpha}^2 \] (22)

where \( \gamma_\nu \) and \( \gamma_\alpha \) are positive constants. Differentiating Eq. (22) and using Eq. (21) gives:
\[
\begin{align*}
\dot{W}_2 &= S(\ddot{\nu} - c_1 S - c_2 \text{sign}(S) + \dot{\alpha} \dot{\psi}_s) \\
&+ \gamma_\nu^{-1} \dot{\nu} \ddot{\nu} + \gamma_\alpha^{-1} \dot{\alpha} \ddot{\alpha} = -c_1 S^2 - c_2 |S| + \dot{\nu}(S - \gamma_\nu^{-1} \ddot{\nu}) + \dot{\alpha}(\dot{\psi}_s S - \gamma_\alpha^{-1} \ddot{\alpha}) \quad (23)
\end{align*}
\]

where the relation \( \dot{\nu} = \dot{\dot{\nu}} \) and \( \dot{\alpha} = \ddot{\alpha} \) are used under the assumption that \( \nu \) and \( \alpha \) are constant.

Then, the adaptation law for \( \dot{\nu} \) and \( \dot{\alpha} \) can be obtained as:
\[
\begin{align*}
\dot{\nu} &= \gamma_\nu S \quad (24) \\
\dot{\alpha} &= \gamma_\alpha \psi_s S. \quad (25)
\end{align*}
\]

Then,
\[
\dot{W}_2 = -c_1 S^2 - c_2 |S| \leq 0 \quad (26)
\]

from which it can be concluded that \( S \) goes to zero in finite time, and finally the error state \( e \) tends to zero by LaSalle-Yoshizawa theorem [15]. This means that the heading angle \( \psi \) of the UAV can follow the desired heading \( \psi_d \) provided from Eq. (11) in spite of model uncertainties in \( \alpha \) and \( \nu \). To avoid the chattering problem which results from the discontinuity of sign function, this study replaces the sign function in the control command with the continuous saturation function as given:
\[
\text{sat}\left(\frac{S}{\epsilon}\right) = \begin{cases} \frac{S}{\epsilon}, & \text{if } |\frac{S}{\epsilon}| \leq 1 \\ \text{sign}\left(\frac{S}{\epsilon}\right), & \text{otherwise} \end{cases}
\]

where \( \epsilon > 0 \) represents the width of the boundary layer around the sliding surface.

**B. Taking a target velocity into account**

If the velocity of a ground moving target can be estimated (as will be described in the next section), the vector field can be adjusted in order to improve tracking guidance performance, by taking a target velocity into account. Let us consider the behaviour of a point orbiting a constant speed target at a fixed radius \( r_d \), then, the position of the point can be expressed as:
\[
\begin{align*}
\dot{x}_{tp} &= r_d \cos \theta + T_x t \\
\dot{y}_{tp} &= r_d \sin \theta + T_y t
\end{align*}
\]

**Fig. 2. Example UAV trajectories for a stationary ground target using vector field approaches**
where $T_x$ and $T_y$ are the speed of the target in $x$ and $y$ axis, respectively. Then, the path heading angle for a moving target can be obtained as:

$$
\psi_p = \tan^{-1}\left(\frac{y_{tp}}{x_{tp}}\right).
$$

(29)

Maintaining the desired UAV speed $V_d$ leads the following condition to be met:

$$
V_d^2 = (\dot{x}_{tp})^2 + (\dot{y}_{tp})^2
$$

(30)

$$
= (-r_d \dot{\theta} \sin \theta + T_x)^2 + (r_d \dot{\theta} \cos \theta + T_y)^2
$$

By solving above equation with respect to $\dot{\theta}$, the final path heading angle $\psi_p$ and the modified $\psi_d$ can be obtained. Note that there will be an error due to the estimations of $T_x$ and $T_y$ which eventually could make the closed-loop dynamics unstable through the feedforward path. This can be addressed by acquiring as accurate estimations as possible (which will be discussed in Section V) and selecting conservative $c_1$ and $c_2$ constants in the SMC controller in consideration of a bounded error for $\psi_d$.

IV. DECENTRALISED TVFG FOR ANGULAR SEPARATION

In performing a coordinated target tracking mission, UAVs should keep a prescribed inter-vehicle angular separation to maximise sensor coverage or enhance the estimation accuracy of the target information, while maintaining a standoff distance from a target. To do so, this section introduces decentralised angular separation control of multiple UAVs using either velocity or orbit radius change by different information architectures. It builds upon a rigid graph theory utilising: asymmetric minimally persistent leader-follower and symmetric nonminimally persistent based on the previous study [6].

A. Minimally persistent leader-follower information architecture

In this architecture, one of UAVs (leader) follows the standoff orbit around a target with desired airspeed and orbit radius using the TVFG with the adaptive SMC. The remaining vehicles (followers) maintain the same orbit; however, they keep a prescribed angular spacing with the neighboring vehicle ahead of it by adjustments of airspeed or orbit radius. This architecture can be modelled by a directed graph as illustrated in Fig. 3(a), and requires a minimum possible number of communication/sensing links to achieve the circular orbit and angular spacing.

1) Orbit radius change: Let $n$-th UAV have the constant desired orbit radius $r_d$, and the remaining $n - 1$ UAVs have a variable orbit radius by changing the desired heading angle of the tangent vector field as:

$$
\psi_i^d = \psi_i^p + \tan^{-1}(k_t(d_i - k_m^m \delta \theta^m_i))
$$

(31)

where $k_m^m$ is a control gain weighting the convergence to a desired orbit, and $\delta \theta^m_i$ is $i$-th angular spacing error given by:

$$
\delta \theta^m_i = \theta_{i+1} - \theta_i - \theta_d
$$

(32)

where $\theta_d$ is the desired angular separation between UAVs. Note that, $d_i = r_i - r_d$ is a distance from the desired orbit to the UAV position in the normal TVFG as Eq. (11); now it is modified by additional term $(k_m^m \delta \theta^m_i)$ according to the angular spacing error, resulting in the temporary change of orbit radius, as illustrated in Fig. 4. In this figure, while the leader UAV is staying on the desired orbit, the follower UAV goes to the orbit of larger radius to decrease the angular separation error with the amount of $\delta \theta_i$ to the leader; the rest of followers will respond accordingly. The difference of time spent on the different orbits allows for the control of the angular separation of UAVs.

2) Velocity change: Similarly to the orbit radius change case, let $n$-th UAV have the desired velocity input $V_d$, and the remaining $n - 1$ UAVs have...
a variable velocity input according to the angular spacing error as:
\[ u_{vi} = V_d + \Delta V_{max} \tanh(k_v \delta \theta_i^n) \] (33)
where \( k_v \) is a control gain, and \( \delta \theta_i^n \) is the same as Eq. (32), and \( \Delta V_{max} > 0 \) is a design parameter to be met for a speed variation constraint of the UAV. When the angular separation is different from the desired value, a velocity input of each UAV is adjusted accordingly without changing an orbit radius, as illustrated in Fig. 5.

1) Orbit radius change: Let \( i \)-th UAV have a variable orbit radius by changing a heading command of the TVFG as:
\[ \psi_{di}^p = \psi_{di}^o + \tan^{-1}(k_i(d_i + k_o \delta \theta_{ni})) \] (34)
where \( k_o \) is a control gain, and \( \delta \theta_{ni} \) is \( i \)-th angular spacing error given by:
\[ \delta \theta_{ni} = \theta_i - \frac{1}{2}(\theta_{i-1} + \theta_{i+1}) \] (35)
where a modulo \( n \) cycle is formed around the circle as:
\[ \theta_0 = \theta_n - 2\pi, \quad \theta_{n+1} = \theta_1 + 2\pi \] (36)

2) Velocity change: Let the \( n \) UAVs have a variable velocity input according to the angular spacing error as:
\[ u_{vi} = V_d - \Delta V_{max} \tanh(k_v \delta \theta_i^n) \] (37)
where \( k_v \) is a control gain, and \( \delta \theta_i^n \) is the same as Eq. (35).

V. DECENTRALISED TARGET LOCALISATION

The performance of the standoff tracking guidance algorithms proposed so far is strongly coupled with the sensing and estimation capability against the moving target on the ground. To produce appropriate tracking data, a GMTI (Ground Moving Target Indicator) is a well-suited radar sensor due to its wide-coverage, all-weather, day/night, and real-time capabilities [16]. From this sensor data such as range, azimuth, or elevation of the target with respect to the sensor location, a certain level of accurate estimation could be obtained using conventional filtering techniques. In order to further improve the estimation accuracy, as well as cope with the proposed decentralised guidance approach, this study applies a decentralised multisensor fusion algorithm.

Given that multiple UAVs carry out the process of tracking the same ground target, each UAV will obtain its own sensor measurement and executes the tracking filter separately. After each UAV receives the other’s estimation via a communication link, it can run a decentralised data fusion. A ground target and sensor model are first formulated, information exchange between UAVs is briefly introduced, and then a decentralised extended Information filter (DEIF) algorithm [17], [18] follows.

B. Nonminimally persistent information architecture

In this architecture, the airspeed or orbit radius is adjusted such that each vehicle moves toward the midpoint of its two nearest neighbours on the standoff orbit. This is modelled by an undirected graph as illustrated in Fig. 3(b). This architecture does not need to know the number of engaging vehicles in advance, compared to the minimally persistent case that requires a desired separation angle \( \theta_d \); this control structure can be viewed as fully decentralised.
A. Ground target and sensor model

This study considers acceleration dynamics [19], [7] for a ground moving vehicle, which irregularly performs stop-and-go manoeuvres. UAVs are assumed to be equipped with a GMTI sensor to localise the position of target. Because the measurement of a GMTI is composed of range and azimuth of the target with respect to the radar location, the actual measurements is the relative range and azimuth with respect to the position of the UAV. The radar measurement $z_k = (r_k, \phi_k)^T$ can be defined as the following nonlinear relation using the target position $(x_k^t, y_k^t)^T$ and the UAV position $(x_k, y_k)^T$ as:

$$ z_k = \left( \begin{array}{c} r_k \\ \phi_k \end{array} \right) = h(x_k^t) + v_k \quad (38) $$

$$ = \left( \sqrt{(x_k^t - x_k)^2 + (y_k^t - y_k)^2}, \frac{y_k^t - y_k}{x_k^t - x_k} \right) + v_k $$

where $v_k$ is a measurement noise vector, and its noise covariance matrix is defined as:

$$ V[v_k] = R_k = \begin{bmatrix} \sigma_r^2 & 0 \\ 0 & \sigma_\phi^2 \end{bmatrix} \quad (39) $$

B. Information exchange process

Information exchange process between agents is typically modelled by directed or undirected graphs [20]. Suppose that there are $n$ UAVs $U = \{U_1, \ldots, U_n\}$ with inconsistent information of the target. The communication pattern at time step $k$ can be expressed as a directed graph $G_k = (U, \varepsilon_k)$, where $\{U_i, U_j\} \in \varepsilon_k$, if and only if there is a unidirectional information exchange link from $U_i$ to $U_j$. The adjacency matrix $G_k = [g_k^{ij}]$ of a graph $G_k$ is defined as:

$$ g_k^{ij} = \begin{cases} 1 & \text{if } (U_j, U_i) \in \varepsilon_k \\ 0 & \text{if } (U_j, U_i) \notin \varepsilon_k \end{cases} \quad (40) $$

Note that $g_k^{ji} \triangleq 1$ for a link from each UAV to itself.

C. Decentralised extended Information filter

Each UAV computes local predictions based on previous and locally determined information estimates using its process model, in the form:

Prediction

$$ y_{i,k|k-1}^t = Y_{i,k|k-1} F_k y_{i,k-1|k-1}^t (41) $$

$$ Y_{i,k|k-1} = (F_k Y_{i,k-1|k-1}^T + Q_k)^{-1} (42) $$

where $Y_{i,k} = (P_{i,k})^{-1}$ and $y_{i,k}^t = Y_{i,k} x_{i,k}^t$ represent the information matrix and information state vector of the $i$-th UAV. The predictions are combined with information from local observations to compute local estimates. After exchanging these information data, information estimates for the $i$-th UAV are updated with information obtained from the other UAVs represented by $i_{j,k}$ and $I_{j,k}$ to give:

Update

$$ y_{i,k|k}^t = y_{i,k|k-1}^t + \sum_{j=1, j \neq i}^N g_{k}^{ij} y_{j,k|k-1}^t (43) $$

$$ Y_{i,k|k} = Y_{i,k|k-1} + \sum_{j=1, j \neq i}^N g_{k}^{ij} I_{j,k} (44) $$

where

$$ i_{j,k} = H_{j,k}^T (R_{j,k})^{-1} \cdot \begin{bmatrix} z_{j,k} - h_j(x_{j,k|k-1}^t) + H_{j,k} x_{j,k|k-1}^t \end{bmatrix} \quad (45) $$

$$ I_{j,k} = H_{j,k}^T (R_{j,k})^{-1} H_{j,k} \quad (46) $$

where subscripts $j$ is associated with $j$-th UAV and the matrix $H_{j,k}$ is a Jacobian of $h_j$ with respect to the state $x_{j,k|k-1}^t$.

VI. NUMERICAL SIMULATIONS

To verify the feasibility and benefits of the proposed approach, numerical simulations are performed by using realistic ground vehicle tracking scenario. The vehicle trajectory data acquired at 2Hz in a S-Paramics [21] traffic model of Devizes, United Kingdom, are used to generate the GMTI measurements composed of relative range and azimuth angle with respect to a position of UAV, as shown in Fig. 6 [7]. The ground vehicle departs at the western side of Devizes and traverses a part of the town center and then turns back until the journey ends at the northwestern side of Devizes. These true GMTI measurements of UAVs were mixed with the white noise having the following
TABLE I

PARAMETER VALUES USED IN SIMULATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standoff radius $r_d$</td>
<td>500 m</td>
</tr>
<tr>
<td>Angular separation $\theta_d$</td>
<td>$\frac{\pi}{2}$</td>
</tr>
<tr>
<td>Desired UAV speed $V_g$</td>
<td>40 m/s</td>
</tr>
<tr>
<td>Speed increment $\Delta V_{max}$</td>
<td>12 m/s</td>
</tr>
<tr>
<td>Time delay constant $\tau_v, \tau_\omega$</td>
<td>$\frac{1}{3}$ sec</td>
</tr>
<tr>
<td>Gain $[k_v, k_\omega, k_q, k_1, c_1, c_2]$</td>
<td>[30, 3, 0.02, 0.015, 0.3, 0.6]</td>
</tr>
<tr>
<td>Maximum turning rate $\omega_{max}$</td>
<td>0.2 rad/s</td>
</tr>
<tr>
<td>Heading time constant $[\alpha, \dot{\alpha}0]$</td>
<td>[1.5, 3.0]</td>
</tr>
<tr>
<td>Disturbance $[\nu, \nu_0]$</td>
<td>$(0.2,-0.2,0.15), 0.0$</td>
</tr>
</tbody>
</table>

standard deviations:

- UAV1: $(\sigma_{r1}, \sigma_{\phi1}) = (10m, 6deg)$
- UAV2: $(\sigma_{r2}, \sigma_{\phi2}) = (13m, 5deg)$
- UAV3: $(\sigma_{r3}, \sigma_{\phi3}) = (15m, 4deg)$

As shown in Figs. 6-7, the ground vehicle moves complicatedly with frequently changing the speed and the direction of driving. The parameters used in the simulation are shown in Table I.

![Fig. 6](image)

As shown in Figs. 6-7, the ground vehicle moves complicatedly with frequently changing the speed and the direction of driving. The parameters used in the simulation are shown in Table I.

First, ground target tracking is performed using two UAVs without coordination (i.e. no angular separation control) to investigate the performance of the TVFG using adaptive SMC. Figure 8 shows trajectories of UAVs relative to a target using with and without estimated target velocity. As can be seen in this figure, incorporating velocity information into the TVFG command greatly improves tracking guidance performance. Figure 9 displays the relative trajectories of UAVs with respect to the ground vehicle, and Fig. 10 shows relative distance histories between a target and UAVs, in case that there are uncertainty and disturbances in the heading-hold loop. As can be seen in Table II, the standoff tracking performance of adaptive SMC is much better than that of normal SMC due to the estimation of unknown parameters, as shown in Fig. 11. Figure 12 shows the final absolute trajectory of a moving target and UAVs using the TVFG using adaptive SMC.

Table II shows mean errors in the decentralised estimation and the decentralised TVFG using adaptive SMC with different information/communication structures for three UAVs. In this table, ‘Minimal’ and ‘Nonminimal’ columns represent the use of a minimum communication network (i.e. only $g_k^{21}, g_k^{32}, g_k^{13} = 1$) with min-
TABLE II

PERFORMANCE COMPARISON OF GUIDANCE ALGORITHMS WITH DIFFERENT INFORMATION/COMMUNICATION STRUCTURES

<table>
<thead>
<tr>
<th></th>
<th>Single UAV (EIF)</th>
<th>Multiple UAVs (DEIF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position (m)</td>
<td>14.3291</td>
<td>7.6990</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>3.1445</td>
<td>2.5216</td>
</tr>
<tr>
<td>Standoff distance (m)</td>
<td>26.8211</td>
<td>63.3150</td>
</tr>
<tr>
<td>Angular separation (deg)</td>
<td>-</td>
<td>23.9987</td>
</tr>
<tr>
<td><strong>SMC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orbit radius change</td>
<td>4.9703</td>
<td>7.6790</td>
</tr>
<tr>
<td>Velocity change</td>
<td>2.1412</td>
<td>2.5082</td>
</tr>
<tr>
<td>Standoff distance</td>
<td>63.3150</td>
<td>15.9357</td>
</tr>
<tr>
<td>Angular separation (deg)</td>
<td>-</td>
<td>11.6899</td>
</tr>
<tr>
<td><strong>ASMC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orbit radius change</td>
<td>4.7218</td>
<td>4.7218</td>
</tr>
<tr>
<td>Velocity change</td>
<td>2.0913</td>
<td>2.0913</td>
</tr>
<tr>
<td>Standoff distance</td>
<td>14.0693</td>
<td>14.0693</td>
</tr>
<tr>
<td>Angular separation (deg)</td>
<td>-</td>
<td>2.7884</td>
</tr>
</tbody>
</table>

(a) Without estimated target velocity
(b) With estimated target velocity

Fig. 8. Trajectories of UAVs relative to a moving target using SMC

Fig. 9. Trajectories of UAVs relative to a moving target with uncertainty and disturbance in a heading-hold loop

imally persistent information architecture and a fully-connected communication link with nonminimally persistent one, respectively. In this table and Fig. 14, the velocity change scheme with a fully-connected communication network and nonminimally information architecture shows the best performance in terms of the estimation accuracy, standoff distance, and phase keeping among UAVs. However, the minimum communication/information structure requires less communication between UAVs and velocity control efforts as shown in Table II and Figs. 13~14. This can be a preferable option with its reasonable guidance performance depending on the mission specification. Moreover, although the velocity change scheme shows much better performance than that
of orbit radius change, in case that frequent velocity change is undesirable or unattainable, the angular separation can be achieved without velocity control but with a bounded error. Note that this is done by adjusting orbit radius appropriately at the expense of performance in standoff distance as shown in Fig. 13.

VII. CONCLUSIONS

This paper proposed the coordinated standoff target tracking guidance algorithm using the sliding model control based on the tangent vector field. Particularly, this study used additional adaptive terms in the existing SMC approach, as well as the decentralised angular separation control using either velocity or orbit radius change by different communication/information structures. Numerical simulations for the realistic ground vehicle tracking scenario shows benefits of using adaptive terms

Fig. 10. Distance histories between a moving target and UAVs

Fig. 11. Estimation of unknown parameters in adaptive SMC

Fig. 12. Final trajectory of a moving target and UAVs
in case that there are uncertainties in the system. Moreover, the nonminimally persistent architecture shows better performance regarding the angular separation than the minimally one. Lastly, velocity change scheme shows much better performance for the angular separation than that of radius change. However, depending on the mission requirements, the radius change could be desirable since it does not use velocity control efforts at all while achieving the angular separation within a reasonable bound.

Optimally combining proposed orbit radius and velocity change schemes for angular separation will be followed with a rigorous convergence analysis as future work, in order to obtain the better performance in terms of tracking as well as control efforts. The effect of imperfect or inconsistent information exchange between UAVs depending on communication links will also be investigated by adopting a realistic communication process.
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Fig. 13. Standoff tracking results using orbit radius change for angular separation and DEIF: (a)–(c) minimally persistent information architecture & minimum communication link; (d)–(f) nonminimally persistent & fully-connected communication link.

Fig. 14. Standoff tracking results using velocity change for angular separation and DEIF: (a)–(c) minimally persistent information architecture & minimum communication link; (d)–(f) nonminimally persistent & fully-connected communication link.