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Abstract

Semi-analytical and fully numerical modelling is developed in the framework of the inviscid potential flow theory to investigate the dynamics of a wave farm made by flap-type wave energy converters in the nearshore. The hydrodynamic parameters and the efficiency of the system in typical layouts are calculated with both models. Good agreement is shown between the two approaches. Parametric analysis undertaken with the semi-analytical model allows to identify a near-resonant phenomenon which is responsible for increasing the absorbed power by the single elements of the array. Such result could be used as a preliminary design criterion. The numerical model is then applied to analyse a configuration of practical engineering interest, i.e. an array of two staggered converters. The dynamics arising in this more complex system is explained, showing that non-symmetric layouts can be less effective.
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1. Introduction

Commercialisation of wave energy systems requires the deployment of wave energy converters (WECs) in large arrays as a fundamental market acceleration strategy. When working together in an array, WECs can interfere in either a constructive or destructive way, depending on the geometric layout and their mutual distance (see [1]–[10]). In this paper we investigate the dynamic interactions arising within an array of large flap-type WECs, namely the Oscillating Wave Surge Converters (OWSCs). Each OWSC is made by a flap hinged on a foundation at the bottom of the ocean and pitching under the action of incident waves in the nearshore [11]. Examples of OWSC at an advanced stage of design are the WaveRoller™ developed by AW Energy (http://aw-energy.com) and the Oyster 800™ WEC developed by Aquamarine Power Limited (APL, www.aquamarinepower.com). In order to investigate the behaviour of an array of several OWSCs, four quantities are essential: the characteristic wave amplitude and wavenumber, $A$ and $k$, respectively, the characteristic width of the converters $b$ and their mutual characteristic distance $s$. Various parameters can be formed from those quantities which are used to identify the regime of the system: $A/b$, $kb$, $ks$. First, in this paper we shall restrict our analysis to monochromatic waves of small-amplitude, for which $A/b \ll 1$. Second, we shall consider large flaps, so that $kb = O(1)$, and intermediate spacing between them, for which $ks = O(1)$. With the assumption $A/b \ll 1$, the behaviour of the system can be described by recurring to the linearised versions of the inviscid-irrotational equations of motion (potential-flow model, see for example [12]). Such hypotheses do not allow to consider either random-sea, vortex-shedding and nonlinear diffraction effects, which are currently being investigated with the aid of different models [13, 14, 15, 16, 17]. Yet the linearised potential-flow model provides an insightful description of the system dynamics which is fundamental for the successful design of such a costly project. Another important parameter to characterise the system regime is the product $kb$ between the wavenumber of the incident wave and the characteristic width of the converters. Several existing analytical models are indeed applicable to the OWSC in the limiting cases $kb \ll 1$ and $kb \gg 1$. The first case corresponds to the so-called “point-absorber” approximation [1, 3], while the second one refers to the “line-absorber” limit [9]. However, considering an average OWSC width $b \approx 30 \text{ m}$ and a characteristic wavelength $\lambda = 2\pi/k \approx 100 \text{ m}$ (see for example [11]), yields $kb = O(1)$, which falls outside the limits of applicability of
the aforementioned theories. Recently, new models in the regime $kb = O(1)$ have been developed to investigate the behaviour of an OWSC in a channel [18, 19], an infinite array of OWSCs [20] and a single OWSC in the open ocean [21, 22, 23]. However, the analysis of a finite array of OWSCs seems not to have been undertaken yet. Indeed several theoretical models are available to investigate the interactions in an array of floating bodies which are also implemented in numerical routines (see for example [5] and [24]–[30]). Some of these models rely on simplifying assumptions on the parameter $ks$. For $ks \ll 1$, the spacing between the elements can be neglected without appreciable consequences, as shown by Mei et al. [25] and Adamo & Mei [29] for an array of closely-spaced storm gates. On the other hand, when $ks \gg 1$ the wide-spacing approximation can be applied, for which radially outgoing waves are approximated as plane waves [5]. Here we shall consider the intermediate case $ks = O(1)$, where interference effects between the elements of the array must be appropriately accounted for [12].

In this paper, a twofold analytical and numerical approach is undertaken to investigate the dynamics of a finite array of OWSCs in the open ocean. In §2 a general mathematical model of the system is introduced and the governing equations are detailed. Then a new semi-analytical model for an in-line array of OWSCs in normally incident waves is derived. This model, yet necessarily based on some simplifying assumptions, provides a valuable physical insight on the system dynamics. In addition to the analytical approach, a finite-element model is presented to solve numerically the governing equations of the system for more general layouts. Then in §3 both models are validated. The dynamics of two and three in-line converters is discussed. For the first time, a near-resonant phenomenon - already known for arrays of floats - is shown to occur for an array of OWSCs. Hence the semi-analytical solution is employed in §3.2 to investigate the parametric behaviour of the system with respect to the period of the incident wave and the spacing between the flaps, showing potential for constructive interaction at near-resonant periods. Finally, in §4 the potential of the numerical model is applied to analyse a configuration of practical engineering interest, i.e. an array of two staggered OWSCs.
2. Mathematical model

2.1. Governing equations

Referring to figure 1, consider a system made by a finite number $M$ of OWSCs in an ocean of finite depth $h'$. Let the primes denote physical quantities. Each OWSC is modelled as a rectangular flap of thickness $a'_m$ and width $w'_m$, hinged on a bottom foundation of height $c'_m$, $m = 1, 2, \ldots, M$.

Under the action of monochromatic incident waves of amplitude $A'_I$ and period $T'_I$, the flaps are able to perform a pitching motion, from which useful energy is extracted by means of linear power take-off (PTO) mechanisms linked to each device. Given the linearity of the system, all flaps oscillate with the same period $T'_I$ but with potentially different phases, depending on the geometry. A Cartesian system of reference $O'(x', y', z')$ is set at an arbitrary origin $O'$ on the still water level $z' = 0$, with the centreline of each flap aligned with the $y'$ axis and the $z'$ axis pointing vertically upwards (see again figure 1). Assume that the $m$th flap is able to perform oscillations of angular amplitude $\theta'_m(t')$ about the $y'$ axis at $z' = -h' + c'_m$; $t'$ is time. Now let $\mathcal{L}'_m$ denote the region occupied by the $m$th flap at the equilibrium position (i.e. $\theta'_m = 0$) and let $\partial \mathcal{L}'_m$ be its solid boundary. Assume that the fluid is inviscid and incompressible and the flow irrotational. Then there exists a potential $\Phi'$ for the velocity field $v' = \nabla' \Phi'$ which satisfies the Laplace equation

$$\nabla'^2 \Phi'(x', y', z', t') = 0$$

(1)
in the fluid domain. In (1), $\nabla f' = (f'_x, f'_y, f'_z)$, where subscripts with commas denote differentiation with respect to the relevant variables. Assuming that the flaps perform small-amplitude oscillations, the set of boundary conditions (b.c.’s) associated to the Laplace equation (1) can be linearised as shown in [19] thus yielding

$$\Phi'_{x'x'} + g\Phi'_{z'} = 0, \quad z' = 0$$

(2)

for the kinematic-dynamic b.c. on the linearised free-surface,

$$\Phi'_{x'} = 0, \quad z = -h'$$

(3)

for the no-flux condition at the bottom and finally

$$\Phi'_{n} = V'_{m'}, \quad \text{on } \partial L'_m, m = 1, 2, \ldots, M$$

(4)

for the kinematic b.c. on the flaps. In the latter expression, $V'_{m'}$ is the component of the $m$th-flap velocity along the normal $\hat{n} = (n_x', n_y', n_z')$ directed out of the fluid on the boundary $\partial L'_m$ [12]. Hence for pitching motion about the $y'$ axis, expression (4) yields

$$\Phi'_{x'} = -\theta'_{m',y'}(t')(z' + h' - c'_m)H(z' + h' - c'_m), \quad m = 1, 2, \ldots, M,$$

(5)

along the flap sides normal to the $x'$ axis, where the Heaviside step function $H$ assures absence of flux through the bottom foundation, and

$$\Phi'_{y'} = 0, \quad m = 1, 2, \ldots, M,$$

(6)

along the flap sides normal to the $y'$ axis.

2.2. Body motion and wave-power absorption

Once the velocity potential $\Phi'$ is known, the flap dynamics can be fully characterised by solving the following system of Newton’s laws of motion (see also [22]):

$$I'_m \theta'_{m',x'}(t') + C'_m \theta'_m(t') + \eta'_m \theta'_{m',y'}(t') = -\rho \int_{\partial L'_m} \Phi'_{x'}(x', y', z', t')[n_{x'}(z' + h' - c'_m) + n_{z'} x'] dS', \quad m = 1, \ldots, M.$$  

(7)

The latter impose the equilibrium of the inertial, linear and damping actions (left-hand side) with the hydrodynamic torque (right-hand side), for each.
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In (7), \( I'_m, C'_m \) and \( \eta'_m \) are, respectively, the moment of inertia, the buoyancy torque and the rate of power take-off (PTO) of the \( m \)th flap, given by the system manufacturer, \( \rho \) is water density. Once the system of ordinary differential equations (7) is solved in terms of the pitching angles \( \theta'_m(t') \), \( m = 1, 2, \ldots, M \), the performance of the array can be analysed by calculating the amplitude factor of each flap and the total power output. The \( m \)th amplitude factor is defined as the ratio between the maximum horizontal displacement of the \( m \)th flap at the free-surface in a period and the amplitude of the incident wave, that is

\[
A^F_m = \frac{\tan[\max_{T'} \theta'_m(h' - \epsilon'_m)]}{A'_I}.
\]

According to (8), the larger the amplitude factor, the larger the amount of incoming wave energy which is converted into pitching motion by each flap, for given non-zero PTO damping. Finally, the average power absorbed by the system in a period is calculated by summing the contribution of each single flap (see [22]):

\[
P'_I = \frac{1}{T'} \sum_{m=1}^{M} \int_0^{T'} \left( \eta'_m \theta'_m(t') \right) \theta'_m(t') \, dt'.
\]

In the following, the system of equations (1)–(6) will be solved with either a semi-analytical model or a fully numerical model. Then the dynamics of the flaps and the performance of the system will be analysed according to equations (7)–(9). The semi-analytical model is based on the simplifying assumption that all flaps are aligned on the \( y' \) axis. Such assumption restricts the applicability of the model to idealised cases, but allows to gain a fundamental insight into the dynamics of the system which could be overlooked by relying only on numerical calculations. On the other hand, the numerical model is not restricted by such constraints and can be used to further investigate practical scenarios where the semi-analytical model cannot be applied. In this sense, the two models complement well and together provide an essential tool for an in-depth analysis of the system in the linear regime.

2.3. Semi-analytical solution

Consider an in-line system of flaps aligned along the \( y' \) axis. In this case, the analytical approach of Adamo & Mei [29] for an array of neighbouring flaps...
Figure 2: Geometry of an array made by $M$ inline OWSCs. The thin-plate approximation [19, 20, 22] is applied to calculate the velocity potential in normally incident waves. Flood gates can be extended and combined with the integral formulation of Renzi & Dias [22] for a single OWSC in the open ocean. Such procedure allows to obtain a new semi-analytical solution of the problem. Assuming that the characteristic length scale of the system $b'$ (e.g. the width of the largest flap) is much larger than the thickness of each device, i.e. $b' \gg a'_m$, the latter can be considered immaterial for calculating the potential $\Phi'$ (thin-plate approximation, see also [19, 22, 29]). As a consequence, each flap is represented in the $(x', y')$ plane as a line lying on the $y'$ axis, as shown in figure 2. Now let $y_{m'}^{s'}$ and $y_{m'}^{e'}$ denote, respectively, the coordinates of the start and end points of the $m$th flap on the $y'$ axis, with $y_{m'}^{s'} < y_{m'}^{e'} < y_{(m+1)'}^{s'} < \cdots < y_{M'}^{s'}$. Hence the $m$th-flap width is $w_m' = y_{m'}^{e'} - y_{m'}^{s'} > 0$ and the relevant border reduces to

$$\partial L_m' = \{ (x', y', z') : x' = \pm 0, y' \in (y_{m'}^{s'}, y_{m'}^{e'}), z' \in (-h', 0) \}, \ m = 1, 2, \ldots, M.$$

(10)

Then introduce the following nondimensional variables

$$(x, y, z) = (x', y', z')/b', \ t = \sqrt{g/b'} t', \ \Phi = \Phi' \left( \sqrt{gb'A'} \right)^{-1}, \ \theta_m = (b'/A')\theta_m'$$

(11)

and constants

$$(c_m, y_{m'}^{s'}, y_{m'}^{e'}, w_m, h) = (c_m', y_{m'}^{s'}, y_{m'}^{e'}, w_m', h')/b', \ A_I = A_I'/A'.$$

(12)

In (11) and (12) $A'$ is the amplitude scale of the incident wave. This must be much smaller than the length scale of the system to assure that the converters perform small-amplitude oscillations, i.e. $A' \ll b'$ (see also [19, 22]). Let us
also consider time-harmonic oscillations of radian frequency \( \omega = \omega' \sqrt{b/g} = 2\pi/T \) and factor time out of the time-dependent variables, such as
\[
\Phi(x, y, z, t) = \Re \{ \phi(x, y, z) e^{-i\omega t} \}, \quad \theta_m(t) = \Re \{ \Theta_m e^{-i\omega t} \}, \quad m = 1, 2, \ldots, M,
\]
where \( \Re \) denotes the real part, \( \phi \) is the complex spatial potential and \( \Theta_m \) the complex amplitude of rotation of the \( m \)th flap. Given the linearity of the system, position (13) assumes that all flaps oscillate with the same frequency \( \omega \) (this excludes second-order resonant effects, see [25, 31, 32]), but with different phases \( \epsilon_m = \arg(\Theta_m) \). Substituting the nondimensional variables (11) together with the factorisation (13) into the governing equations (1)–(6) yields, respectively,
\[
\nabla^2 \phi = 0 \quad (14)
\]
in the fluid domain for the Laplace equation (1),
\[
\phi_z - \omega^2 \phi = 0, \quad z = 0 \quad (15)
\]
for the b.c. on the free surface (2),
\[
\phi_z = 0, \quad z = -h, \quad (16)
\]
for the no-flux condition at the bottom (3) and finally
\[
\phi_x = \Omega_m (z + h - c_m) H(z + h - c_m), \quad \text{on } \partial L_m, \quad m = 1, 2, \ldots, M \quad (17)
\]
for the kinematic condition on the flaps (5). In expression (17), \( \Omega_m = i\omega \Theta_m \) for the sake of brevity. Now assume for \( \phi \) the same decomposition argument as that of Adamo & Mei [29] (see eq. 2.4), for which
\[
\phi = \phi^S + \sum_{\alpha=1}^{M} \Omega_\alpha \phi^{(\alpha)}. \quad (18)
\]
In the latter, \( \phi^S = \phi^I + \phi^D \) is the scattering potential, solution of the problem in which the flaps are all held fixed in incoming waves. In turn \( \phi^S \) is the sum of the incident wave potential
\[
\phi^I = -\frac{A_I}{\omega} \frac{\cosh k(z + h)}{\cosh kh} e^{-ikx} \quad (19)
\]
and the unknown diffraction potential \( \phi^D \). In (19) \( k \) is the wavenumber given by the well-known dispersion relation \( \omega^2 = k \tanh kh \). Finally, \( \phi^{(\alpha)} \) is
the solution of the unit radiation potential, where the $\alpha$th flap moves with $\Omega = 1$ while all the other flaps are at rest. Note that $\phi^I$ (19) models a plane wave field normally incident on the system. Oblique incidence will not be investigated here because of two main reasons: (a) the system is to be deployed in the nearshore, where wave fronts are almost parallel to the shoreline due to refraction and (b) in case of oblique incidence at an angle $\beta \neq 0$ with the $x$ axis, the power captured by the OWSC would decrease almost as $\cos^2$ $\beta$, as shown by Whittaker et al. [33]. Hence oblique incidence is undesirable and is usually avoided by orienting the flaps along the direction of predominant incidence. This allows to minimise the reduction in power capture due to obliquely incident waves (e.g. about 3% in random seas for the Oyster device, see [33]) which can be neglected without consequences. In order to solve the system (14)–(17), the linearised potentials introduced in the decomposition (18) must satisfy the governing equation

$$\nabla^2 \left\{ \frac{\phi_D}{\phi(\alpha)} \right\} = 0 \quad (20)$$

in the fluid domain, together with the boundary conditions

$$\begin{align*}
\left\{ \frac{\phi^D_{x}}{\phi^{(\alpha)}_{z}} \right\} - \omega^2 \left\{ \frac{\phi^D}{\phi(\alpha)} \right\} & = 0, \quad z = 0, \quad (21) \\
\left\{ \frac{\phi^D_{x}}{\phi^{(\alpha)}_{z}} \right\} & = 0, \quad z = -h, \quad (22)
\end{align*}$$

$$\left\{ \frac{\phi^D_{x}}{\phi^{(\alpha)}_{z}} \right\} = \left\{ \frac{-\phi^I_{x}}{(z + h - c_{\alpha})H(z + h - c_{\alpha})\delta_{\alpha m}} \right\} \quad \text{on } \partial \mathcal{L}_m, \ m = 1, \ldots, M. \quad (23)$$

In the latter, $\delta_{\alpha m}$ is the Kronecker delta, $m$ indicates any flap and $\alpha$ the moving flap. The first scalar equation of (23) requires the scattering potential $\phi^S = \phi^I + \phi^D$ to satisfy a no-flux condition on all the flaps. Meanwhile, the second scalar equation of (23) requires the radiation potential $\phi^{(\alpha)}$ to satisfy a no-flux condition on all the non-moving flaps, for which $m \neq \alpha$, and a kinematic b.c. on the moving flap $m = \alpha$, for all $\alpha = 1, \ldots, M$ in succession. Now separate the vertical dependence of the spatial potentials by using the decomposition

$$\left\{ \frac{\phi^D}{\phi^{(\alpha)}} \right\} = \sum_{n=0}^{\infty} \left\{ \frac{\varphi^D_{n}}{\varphi^{(\alpha)}_{n}} \right\} Z_n(z) \quad (24)$$
where the $\varphi^D_n(x, y)$ and $\varphi^\alpha_n(x, y)$ are, respectively, two-dimensional (2D) diffraction and radiation potentials in the $(x, y)$ plane. In (24) the $Z_n$ are the well-known vertical eigenmodes

$$Z_n(z) = \frac{\sqrt{2} \cosh \kappa_n(z + h)}{(h + \omega^{-2} \sinh^2 \kappa_n h)^{1/2}},$$

(25)

where $\kappa_0 = k$, $\kappa_n = i k_n$ and the $k_n$ are the real solutions of the dispersion relation

$$\omega^2 = -k_n \tan k_n h, \quad n = 1, 2, \ldots$$

(26)

Substitution of the series expansion (24) into (20)–(23) and usage of the orthogonality property

$$\int_{-h}^{0} Z_n(z) Z_m(z) \, dz = \delta_{nm}$$

(27)

for the vertical eigenfunctions (25) yields the following system of equations for the diffraction and radiation potentials:

$$\left(\nabla^2 + \kappa_n^2\right) \left\{ \begin{array}{c} \varphi^D_n \\ \varphi^\alpha_n \end{array} \right\} = 0$$

(28)

in the 2D fluid domain and

$$\left\{ \begin{array}{c} \varphi^D_{n,x} \\ \varphi^\alpha_{n,x} \end{array} \right\} = \left\{ \begin{array}{c} A_I d_n \\ f_{na} \delta_{am} \end{array} \right\}, \quad x = \pm 0, \quad y \in (y^s_m, y^e_m)$$

(29)

on each flap $m = 1, 2, \ldots, M$. In expression (29)

$$d_n = \frac{k \left(h + \omega^{-2} \sinh^2 k h \right)^{1/2}}{\sqrt{2} \omega \cosh k h} \delta_{n0}$$

(30)

$$f_{na} = \frac{\sqrt{2} \kappa_n (h - c_\alpha) \sinh \kappa_n h + \cosh \kappa_n c_\alpha - \cosh \kappa_n h}{\kappa_n^2 \left(h + \omega^{-2} \sinh^2 \kappa_n h \right)^{1/2}}$$

(31)

are real values depending on the system parameters. Finally, it is required that both $\varphi^D_n$ and $\varphi^\alpha_n$ be outgoing disturbances as $x, y \to \infty$. The system of equations (28)–(31) can be solved by extending to a finite array of flaps the method developed by Renzi & Dias [22] for a single flap in the open ocean. The procedure is detailed in Appendix A and briefly summarised.
Application of Green’s integral theorem to a large circle enclosing all the flaps and usage of the b.c.’s (29) yields a hypersingular integral equation for each of the 2D potentials. The system is hence carefully de-singularised by recurring to a series expansion in terms of the Chebyshev polynomials of the second kind (see Appendix A for details). As a result, the spatial diffraction potential can be written as

\[
\phi^D(x, y, z) = -\frac{iA_1}{8} k x Z_0(z) \sum_{\beta=1}^{M} w_\beta \sum_{p=0}^{P} a_{0\beta p} \int_{-1}^{1} (1 - u^2)^{1/2} \times U_p(u) \left\{ k \sqrt{x^2 + (y - 1/2(u_\beta + w_\beta u))^2} \right\} \frac{H^{(1)}_1}{\sqrt{x^2 + (y - 1/2(u_\beta + w_\beta u))^2}} du,
\]

where \( u_\beta = y_\beta + y_\beta^*, w_\beta = y_\beta - y_\beta^* \), \( H^{(1)}_1 \) is the outgoing Hankel function of the first kind and first order, \( U_p \) is the Chebyshev polynomial of the second kind and order \( p \in \mathbb{N} \) and finally the \( a_{0\beta p} \) are complex coefficients which assure that the diffraction potential satisfies the b.c. on the flaps (29). Such coefficients are determined by solving a system of linear equations with a numerical collocation scheme (see again Appendix A). Therefore the solution (32) is semi-analytical. Note that the diffraction potential \( \phi^D \) (32) depends only on the 0th-order vertical mode. This is due to a solvability condition on the coupled radiation-diffraction problem which excludes higher-order vertical eigenmodes in \( \phi^D \) (for details see Appendix A and [19]). The unit radiation potential for the \( \alpha \)th plate is given by

\[
\phi^{(\alpha)}(x, y, z) = \frac{-i}{8} \sum_{n=0}^{\infty} \kappa_n x Z_n(z) \sum_{\beta=1}^{M} w_\beta \sum_{p=0}^{P} b_{n\alpha\beta p} \int_{-1}^{1} (1 - u^2)^{1/2} \times U_p(u) \left\{ \kappa_n \sqrt{x^2 + (y - 1/2(u_\beta + w_\beta u))^2} \right\} \frac{H^{(1)}_1}{\sqrt{x^2 + (y - 1/2(u_\beta + w_\beta u))^2}} du.
\]

In the latter, the \( b_{n\alpha\beta p} \) are complex coefficients which assure that the radiation potential satisfies the boundary condition on the flaps (29). Such coefficients are again determined by solving a system of linear equations with a numerical collocation scheme, so that (33) is semi-analytical.
In order to solve the problem fully, the pitching angles $\Theta_m$ in the decomposition (13) must now be determined. This can be done by considering the equations of motion of the system (7), on one flap - say the $\beta$th flap - at a time. Substituting the factorisation (13) for the total potential and the pitching angles into (7), together with (18), (19), (24), (A.3), (A.5) and (A.9), yields after some lengthy algebra

$$\left[ -\omega^2(I_\beta + \mu_{\beta\beta}) + C_\beta - i\omega(\nu_{\beta\beta} + \eta_\beta) \right] \Theta_\beta - \sum_{\alpha=1}^{M} \left( \omega^2 \mu_{\alpha\beta} + i\omega \nu_{\alpha\beta} \right) \Theta_\alpha = F_\beta,$$

(34)

for $\beta = 1, \ldots, M$, where the potential inside the surface integral in (7) has been evaluated by using the thin-plate approximation (10). In (34), $I_\beta = I_\beta'/(\rho b^2)$, $C_\beta = C_\beta'/(\rho gb^4)$ and $\eta_\beta = \eta_\beta'/(\rho b^4 \sqrt{gb})$ are, respectively, the nondimensional moment of inertia, buoyancy torque and PTO damping of the $\beta$th flap and $\sum'$ indicates that the summation must exclude the term $\alpha = \beta$. Furthermore, in (34)

$$F_\beta = -\frac{i\pi}{4} A_I w_{\beta0} f_{0\beta} a_{0\beta0}$$

(35)

is the nondimensional exciting torque acting on the $\beta$th flap when all the flaps are fixed in incident waves, while

$$\mu_{\alpha\beta} = \frac{\pi w_\beta}{4} \sum_{n=0}^{\infty} f_{n\beta} \Re \{b_{n\alpha00}\}$$

(36)

and

$$\nu_{\alpha\beta} = \frac{\pi w_\beta}{4} \omega \sum_{n=0}^{\infty} f_{n\beta} \Im \{b_{n\alpha00}\}$$

(37)

are, respectively, the nondimensional added mass and radiation damping due to pressure distribution on flap $\beta$ when flap $\alpha$ is moving (see for example [8, 29]). Due to the reciprocity relations of Appendix B it is straightforward to obtain the well-known results [8, 12, 29, 34]

$$\mu_{\alpha\beta} = \mu_{\beta\alpha}, \quad \nu_{\alpha\beta} = \nu_{\beta\alpha}.$$  

(38)

The latter relations are used in this paper to test the accuracy of the numerical computations in the semi-analytical model. The system of equations
(34) allows to obtain the sought complex amplitude of rotation $\Theta_\beta$ for each flap $\beta = 1, \ldots, M$. Physically, the first term on the left-hand side of (34) represents the direct dynamic influence of the $\beta$th flap on itself, while the other terms represent the influence of all the other flaps on flap $\beta$. Finally, note that in (34) the buoyancy restoring torque acting on the $\beta$th flap is fully accounted for by the term $C_\beta$ [19]. In other words, the thin-plate approximation is applied only to the velocity potential and does not affect the buoyancy property of the flaps [29]. By introducing the matrix components

\[
[\Theta]_{\beta} = \Theta_\beta, \quad [I]_{\alpha\beta} = I_\alpha \delta_{\alpha\beta}, \quad [M]_{\alpha\beta} = \mu_{\alpha\beta}, \quad [C]_{\alpha\beta} = C_\alpha \delta_{\alpha\beta}
\]

\[
[N]_{\alpha\beta} = \nu_{\alpha\beta}, \quad [H]_{\alpha\beta} = \eta_{\alpha\delta_{\alpha\beta}}, \quad [F]_{\beta} = F_\beta,
\]

the system (34) can also be rewritten in the matrix form

\[
[-\omega^2 (I + M) + C - i\omega (N + H)]^T \Theta = F,
\]

which is more convenient for implementation in numerical routines (see also [8]). Finally, once the $\Theta_\beta$ are known from (34) or (40), the average absorbed power over a cycle is determined by substituting the second of (13) together with the physical scales of (11) into (9), which then yields

\[
P' = \frac{\omega}{2} \sum_{\beta=1}^{M} \eta'_{\beta} |\Theta'_{\beta}|^2.
\]

2.4. Fully numerical solution

A finite-element model (FEM) based on the software COMSOL Multiphysics is applied to solve the wave-induced flow, coupled together with a numerical solver of the global dynamic equations of motion (7). The latter allows to calculate the movement of the flaps. For problems in fluid-structure interaction, usage of the boundary-element method (BEM) is also a viable option [see for example 26]. However, often BEM codes are significantly less efficient than volume-discretisation methods. This happens since BEM codes usually employ fully populated matrices. As a consequence, the storage requirements and computational time for a BEM code grows according to the square of the problem size. On the other hand, FEM codes employ banded matrices, whose storage requirements usually grow linearly with the problem size.

Unlike the semi-analytical model of §2.3, the numerical model is able to reproduce virtually any array layout, for arbitrary angle of incidence of the
incoming waves, indeed at larger computational cost (see §2.5). The finite-element method is used which ensures an excellent reproduction of domains with complex geometries. Tetrahedral elements are used to model three-dimensional bodies, as shown in figure 3. Let us define a reference frame by considering $x'$ the longitudinal horizontal direction, $z'$ the vertical direction, pointing upwards, and $y'$ the remaining horizontal direction originating from the center of the numerical domain. Similar to the semi-analytical model, the numerical model is based on the assumptions of irrotational flow, inviscid fluid, small-amplitude waves and small movement of the flaps with respect to the wavelength and to the water depth. As a consequence, the flow field is governed again by the Laplace equation (1), the kinematic-dynamic boundary condition on the free surface (2), the no-flux condition at the bottom (3) and the kinematic condition on the wet boundary of the flaps (4), conveniently re-written in the form (see [35])

$$\hat{n} \cdot \nabla \Phi' = n_{x'}r'r_{y'}. $$

In the latter, $n_{x'}$ represents the $x'$ component of the normal to the flap surfaces at rest and $r'$ is the distance between any point on the flap sides and the hinge axis, for each flap. The flaps are initially considered at rest position: $\theta'_m(0) = 0$, $m = 1, \ldots, M$. An approximate radiation condition including a source term for generating the desired incoming waves is imposed at the open
generation boundary (left of the domain in figure 3), which also allows the waves reflected back by the device to freely leave the computational domain:

\[ \hat{n} \cdot \nabla \Phi' = -\frac{\cos \alpha_n}{c'} \Phi'_{t'} + \frac{2A'_fg k' \cosh k'(z' + h')}{\omega' \cosh k' z'} \cos \omega' t'. \]

In the latter, \( c' = \omega'/k' \) is the linear phase speed, \( k' \) is the wavenumber solution of \( \omega'^2 = gk' \tanh k'h' \) and \( \alpha_n \) is the angle formed by the incoming wave direction with the outgoing normal to the considered boundary. At the remaining lateral boundaries, a sink term is imposed, obtained by using a mathematical formulation \([36, 37]\) which allows the waves propagating outwards to freely exit the computational domain:

\[ \hat{n} \cdot \nabla \Phi' = -\cos \alpha_n \Phi'_{t'}. \]

The solution of the flow field is then used to fully determine the flap kinematics by solving the system of equations of motion (7). Once the pitching angle \( \theta'_m \) is determined for each flap \( m = 1, \ldots, M \) at each time step, the performance of each OWSC is evaluated by calculating the amplitude factor (8) and the absorbed power (9). A description of the numerical procedure adopted in this paper is offered in Appendix C.

2.5. Computational aspects

The semi-analytical model of §2.3 has been implemented on a parallelised code on Mathematica® 8 (see for example \([38]\)), able to evaluate the exciting torque (35), the added inertia torque (36), the radiation damping (37), the amplitude factor (8) and the total extracted power (41) by each flap in the array at given periods of the incident wave. For the 3-flap array examined in §3, the first three vertical eigenmodes and six Chebyshev polynomials - i.e. a \((3, 6)\) configuration - were sufficient to achieve a relative error \( O(10^{-3}) \) with respect to a \((4, 8)\) configuration whose computational time was almost two and a half times larger. For a typical array of three flaps, an average computational time of 28 s was sufficient to determine the abovementioned parameters for given period of the incident wave on a high-speed computer equipped with an i7 3.40 GHz CPU and 16 GB RAM.

For the numerical model of §2.4, possible symmetries occurring in the array configuration should always be looked for and exploited in order to reduce the computational time. As an example, for in-line arrays like the ones discussed in §3, symmetry of the problem about \( y' = 0 \) allows computations
to be conveniently undertaken for half the physical domain only. Such a
procedure is indeed not applicable to more complicated layouts, like the
staggered array modelled in §4 (see also figure 3), where the model must be
solved for the whole domain. For the most demanding simulation undertaken
in this paper, the number of elements and degrees of freedom used were
about 550,000 and 120,000 respectively. Typically, long wave lengths require
a larger computational time but a coarse mesh, while short waves require a
smaller domain but a fine mesh. In all cases, the flume length should be at
least 3 times the wave length to assure that there is enough space for waves
to develop and then leave the domain. On average, the computational time
for 500 s of real-time simulation was about 1 hour on a high-speed computer
equipped with an i7 2.67 GHz CPU and 12GB RAM.

3. Discussion

In this section, the semi-analytical model of §2.3 and the numerical model
of §2.4 will be used to investigate the dynamics of a finite array of OWSCs.
Results will be validated showing good agreement between the two differ-
ett approaches in describing the hydrodynamic behaviour of the system.
Furthermore, the semi-analytical model will be used to investigate the de-
pendence of the system on its main parameters, i.e. the number of flaps and
the flap spacing. For the first time, a near-resonant phenomenon is shown to
occur for an in-line array of OWSCs.

3.1. Validation

The general analytical and numerical approaches presented in this paper
have been already validated with experimental data for a single flap in a
channel [19] and with other numerical results for a single flap in the open
ocean [22, 23]. In this section, results of the semi-analytical and numerical
models for a finite array of OWSCs developed, respectively, in §2.3 and §2.4
are compared and validated for two different systems made by two and three
in-line flaps.

3.1.1. 2-flap system

First, consider a system of two identical in-line flaps (1−2), each of width
\( w' = 26 \text{ m} \) hinged at \( c' = 4 \text{ m} \) on an ocean of depth \( h' = 13 \text{ m} \). The thickness
of the flaps is immaterial for calculating the velocity potential (but not the
buoyancy torque, which is fully accounted for) in the semi-analytical model
Figure 4: (a) Exciting torque magnitude in physical variables $|F'| = \rho g A' b' |F|$ and (b) amplitude factor versus period of the incident wave calculated with the semi-analytical model (line) and the numerical model (ticks) for a two-flap system. In the semi-analytical model, $|F'|$ is given by (35). In the numerical model, $|F'|$ has been calculated directly by integrating the pressure field acting on the flaps held fixed in incident waves. The legend at the top right corner of (a) shows a sketch of the configuration (not in scale). Parameters are $w'_1 = w'_2 = 26$ m, $c'_1 = c'_2 = 4$ m, $s' = 30$ m and $h' = 13$ m. Waves of amplitude $A'_f = 1$ m are normally incident on the system. Due to linearity and symmetry of the system, $F'_1 = F'_2$ and $A'_f = A'_f$. and is $a' = 2$ m in the numerical model. Such dimensions resemble those of the Oyster800™OWSC manufactured by APL [11]. The gap between the flaps is $s' = 30$ m, which gives $s = s'/w' = O(1)$. The PTO coefficient is the same for both flaps, i.e. $\eta'_1 = \eta'_2$, and is chosen in order to maximise the total power output (41) in the semi-analytical model, for each given period of the incident wave. The inertia and buoyancy torque coefficients, respectively $I$ and $C$, are equal for all flaps and have been obtained by private communication with APL. Consider a monochromatic wave of amplitude $A'_f = 1$ m normally incident on the farm. Due to the linearity of the system and the symmetry of the layout, the flaps are expected to oscillate at unison. Hence knowing the behaviour of only one flap is sufficient to characterise the behaviour of the whole system. Figure 4 shows a sketch of the system layout together with the plots of the exciting torque magnitude $|F'_1| = |F'_2|$ in physical variables and the amplitude factor $A'_F = A'_F$ for both the semi-analytical model of §2.3 and the numerical model of §2.4. The agreement between the data sets is good at short periods and satisfactory at larger
periods, where the influence of the thickness determines the numerical values to be slightly larger than the semi-analytical ones. With longer waves, in fact, the jump in potential across a thick flap is larger than that across a thin flap, to which a long wave passes almost as a uniform swelling [19]. This determines the exciting torque to be larger for a thick flap and justifies the slight difference between the semi-analytical and numerical results in figure 4. Figure 4(a) shows that the system attains the maximum exciting torque at small periods of the incident wave. This is a peculiar characteristic of the OWSC which is already known to occur for a single device in the open ocean [18, 22] and for an infinite array of OWSCs [20]. Results of figure 4(a) reveal that the OWSC maintains this fundamental feature also when working in a finite array. Furthermore, figure 4(b) shows that the amplitude factor of either flap increases monotonically with the period of the incident waves. Already for $T' \geq 7$ s, $A_F$ is larger than 1, which reveals that the system effectively converts the incident wave motion into pitching motion.

3.1.2. 3-flap system

A similar analysis is now made for a more complex system of three in-line flaps (1 − 2 − 3) with same dimensions and spacing as above. The PTO coefficient is the same for all the flaps, i.e. $\eta'_1 = \eta'_2 = \eta'_3$, and again is chosen in order to maximise the total power output (41) for each given period of the incident wave. A monochromatic wave of amplitude $A'_I = 1$ m normally incident on the system is considered. Due to symmetry, the system of equations of motion (7) needs to be solved for flaps 1 and 2 only, with flap 3 mirroring flap 1. Figure 5 shows a sketch of the system layout together with the plots of the exciting torque magnitudes $|F'_1| = |F'_3|$, $|F'_2|$ and the amplitude factors $A_F^1 = A_F^3$, $A_F^2$ versus the period of the incident wave for both the semi-analytical and the numerical models. Again, the agreement between the data sets is good at short periods and satisfactory at larger periods, due to the influence of the flap thickness, for which the numerical values are slightly larger than the semi-analytical ones. The same qualitative comments made above for the two-flap array can be repeated in full also for the three-flap array. Having validated the models, we shall employ the semi-analytical model to perform the parametric analysis of the system. The latter will reveal the existence of a near-resonant phenomenon for in-line arrays of OWSCs.
Figure 5: (a) Exciting torque magnitude in physical variables $|F'| = \rho g A'|b'|^3|F|$ and (b) amplitude factor versus period of the incident wave calculated with the semi-analytical model and the numerical model for a three-flap system. The legend at the top right corner of (a) shows a sketch of the configuration (not in scale). Parameters are $w_1' = w_2' = w_3' = 26\text{ m}$, $c_1' = c_2' = c_3' = 4\text{ m}$ and $h' = 13\text{ m}$. The gap is $s' = 30\text{ m}$ between all flaps. Waves of amplitude $A_I' = 1\text{ m}$ are normally incident on the farm. Due to linearity and symmetry of the system, $F_1' = F_3'$ and $A_F = A_F$.

3.2. Parametric analysis

A strong point of the analytical approach of §2.3 is that it easily allows to highlight the system dependence on its main parameters, i.e. the number of flaps and the flap spacing, at minimum computational cost.

3.2.1. Influence of number of flaps and near resonance

Figure 6 shows the behaviour of the exciting torque versus the period of the incident wave for several systems: a single flap in the open ocean [22], either flap in an array of two in-line devices, the central flap of an array of three in-line devices and any flap in an infinite in-line array [20]. In such layouts $w' = 26\text{ m}$, $s' = 30\text{ m}$ and $c' = 4\text{ m}$ for all the flaps, $h' = 13\text{ m}$ and waves of amplitude $A_I' = 1\text{ m}$ are normally incident. Note from figure 6 that the peak exciting torque for a finite array moves closer to that of an infinite array by increasing the number of elements. For an infinite array of OWSCs oscillating at unison, Renzi & Dias [20] already showed that the maximum exciting torque occurs at one of the resonant periods of the system transverse modes. The latter correspond to the natural sloshing modes of a channel having the same width as the array spatial period [19]. In a finite array, on the
Figure 6: Exciting torque magnitude in physical variables versus period of the incident wave for a single flap (solid line), either flap of a two-flap system (dashed line), the central flap of a three-flap system (dash-dotted line) and any flap in an infinite array (dotted line). In all layouts $w' = 26 \text{ m}$, $c' = 4 \text{ m}$, $s' = 30 \text{ m}$ for all flaps and $h' = 13 \text{ m}$. Waves of amplitude $A_I' = 1 \text{ m}$ are normally incident on the systems. Values are calculated with the semi-analytical model of §2.3 for the finite arrays and with the semi-analytical model of Renzi & Dias [20] for the infinite array.

On the other hand, the increased energy leakage associated to the radial spreading of waves towards infinity attenuates such resonant behaviour (see also [39] for a similar mechanism in wave-structure interaction). As a result, the maximum torque for a finite array is lower than the corresponding infinite array value - the attenuation being more significant for less populated arrays - and is also shifted towards longer waves (see again figure 6). The occurrence of peaks in the exciting torque acting on the elements of a finite array at periods close to the transverse-mode resonance of an infinite array is a near-resonant mechanism. This phenomenon has similar effects - yet different nature [27] - compared with the near-trapping phenomenon observed in previous work [27, 30, 40], for which frequency dependent resonance yields peaks in the hydrodynamic actions on the elements of a stationary array of cylinders. Indeed, for a finite array of OWSCs the near-resonant mechanisms shown in figure 6 were never described before. Since for an OWSC the exciting torque $F'$ is the power-generating action [19], the near-resonant behaviour of $F'$ (see again figure 6) suggests potential for constructive interaction in a finite array, which is now investigated. Generally, given a wave farm of $M$ identical WECs, an interaction factor can be defined as the ratio between the
total power $P'$ extracted by the system and $M$ times the power $P'_s$ generated by a single device in the open ocean, i.e.

$$q = \frac{P'}{M P'_s}.$$  \hfill (42)

A value of $q < 1$ indicates that the array interactions have an overall negative impact on the absorbing power of the farm and corresponds to destructive interference; conversely $q > 1$ corresponds to constructive interference. Noting that $q$ (42) hides the real amount of absorbed power by each device, Babarit [8] introduced a modified version of the interaction factor for an array of $M$ identical elements:

$$q_{mod}^m = \frac{P'_m - P'_s}{\max_T P'_s}, \quad m = 1, \ldots, M,$$  \hfill (43)

where $P'_m$ is the power output by the $m$th device and the maximum must be taken over a selected period interval (e.g. $5 - 15$ s in this paper). When $q_{mod}^m > 0$, interference effects increase the absorbed power by the $m$th element with respect to the isolated case. Figure 7(a) shows the behaviour of the interaction factor $q$ (42) versus the period of the incident wave for the two-flap system, the three-flap system and the infinite array described above. As expected [3, 5, 8], the $q$ factor shows regions of constructive ($q > 1$) and destructive ($q < 1$) interaction. Comparison of figure 6 and figure 7(a) shows that the maximum constructive interaction, corresponding to the largest $q$ factor, is attained in all the systems when the relevant exciting torque is maximum, i.e. at near resonance. This implies that near-resonant interactions arising in a finite in-line array are beneficial to the efficiency of the system, when the flap width is comparable to the gap. In figure 7(b) the modified interaction factor (43) is plotted against the period of the incident waves, again for either flap of a two-flap system, the central flap of a three-flap system and any flap of an infinite array. Note from figure 7 that regions where $q > 1$ correspond to $q_{mod}^m > 0$. This means that for a wave farm of in-line OWSCs, constructive interference ($q > 1$) is usually accompanied by an actual increase of absorbed power by the single elements ($q_{mod}^m > 0$). This is a peculiar property of OWSCs and does not yield in general for systems of different converters (e.g. heaving or surging buoys, see [8]), confirming that the interference effects activating in a wave farm of in-line OWSCs at near resonance are actually beneficial to wave power extraction.
3.2.2. Influence of flap spacing

In this section we investigate the parametric dependence of an in-line array of OWSCs on the flap spacing, with the semi-analytical model of §2.3. A system of two in-line flaps is considered, with \( w'_1 = w'_2 = 26 \text{ m}, c'_1 = c'_2 = 4 \text{ m} \) and \( h' = 13 \text{ m} \). Waves of amplitude \( A'_I = 1 \text{ m} \) are normally incident on the flaps. Figure 8 shows the behaviour of the \( q \) factor versus the gap width \( s' \) for the two-flap system, respectively for \( T'_1 = 7 \text{ s} \) and \( T'_2 = 10 \text{ s} \). Not surprisingly (see [3]), the plots of figure 8 show a sequence of constructive and destructive interference regions. Note also that the interference effects get weaker as the gap width \( s' \) becomes nearly three times larger than the flap width, i.e. \( q \simeq 1 \) as \( s' \gtrsim 3w' \). Given the period \( T' \) of the incident wave, figure 8 also shows that it is possible to identify an optimum gap width \( s''_{opt}(T') \) corresponding to the maximum interaction factor, i.e. to the strongest constructive interference. The optimum gap width for the two-flap array under analysis is reported in figure 8(b) together with the optimum gap width for an infinite array made by the same flaps, for both periods of the incident wave [20]. Note that in both cases \( s''_{opt} \) for the 2-flap array is smaller than \( s''_{opt} \) for the infinite array. This is clearly a consequence of the near-

Figure 7: (a) Interaction factor (42) versus period of the incident wave for a two-flap system (dashed line), a three-flap system (dash-dotted line) and an infinite array of flaps oscillating at unison (dotted line). (b) Modified interaction factor \( q^{mod} \) for either flap of a two-flap system (\( q^{mod}_1 = q^{mod}_2 \), dashed line), the central flap of a three-flap system (\( q^{mod}_2 \), dash-dotted line) and any flap of an infinite array (dotted line). The geometry is the same as in figure 6. Values are calculated with the semi-analytical model of §2.3 for the finite arrays and with the semi-analytical model of Renzi & Dias [20] for the infinite array.
Figure 8: (a) Interaction factor ($\alpha$) versus gap width $s'$ for a two-flap system and two different periods of the incident wave, calculated with the semi-analytical model. The system configuration is sketched at the top right corner (not in scale). Parameters are: $w_1' = w_2' = 26$ m, $c_1' = c_2' = 4$ m and $h' = 13$ m. Waves of amplitude $A_1' = 1$ m are normally incident on the system. (b) Values (in metres) of the optimum gap width for both periods of the incident wave, for a system of 2 in-line flaps and an infinite array. The latter are calculated with the model of Renzi & Dias [20].

resonant phenomenon discussed in §3.2.1. Since the interactions in a finite array are weaker than in an infinite array, in the finite array configuration the flaps need to be closer than they would need to be in the infinite array in order to interfere constructively. Such considerations should influence the designer’s choice on the number of flaps and the optimal flap spacing during the design process of a wave farm of OWSCs. In the following section, we shall apply the numerical model of §2.4 to analyse a configuration of practical engineering interest which cannot be studied with the analytical approach.

4. Application

Here we apply the numerical model of §2.4 to investigate a staggered array configuration, resembling the one envisaged by APL for a wave farm of Oyster WECs [41]. Figure 9 shows a sketch of the layout, where the two OWSCs have the same dimensions as those of §3 and the waves are normally incident. The PTO coefficient is again the same for both converters, i.e. $\eta_1' = \eta_2'$ and - since the analytical approach cannot be used to optimise the PTO for such configuration - has been tuned in order to achieve the optimum power of an isolated converter (see also [8] for a similar technique). However, this does
not imply loss of physical insight, since in this case we are mainly concerned about investigating the variation of the wave field and the hydrodynamic actions on the flaps induced by the loss of symmetry in the system. Figure 10 shows a snapshot of the free-surface elevation calculated with the numerical model for an array of two in-line (left panel) and two staggered (right panel) flaps, held fixed in incoming waves (scattering problem). When a crest is about to hit the array in the in-line system, a large difference in free-surface elevation (and hence in pressure) generates between the sides of the flaps, as shown in figure 10 (left panel). Here, if allowed to move both flaps would pitch towards the right pushed by a clockwise net torque. On the contrary, in a staggered array spatial separation along the direction of propagation of the waves makes it impossible for a single wave front to impinge on both flaps at the same time. As a consequence, the flaps are likely to experience different pressure jumps between their sides. This is clear in figure 10 (right panel), where the first flap undergoes a jump in pressure between its sides, while the second flap is all surrounded by a trough, which yields little pressure difference. If allowed to move, the front flap (1) would now pitch towards the right while the back flap (2) would remain nearly motionless. This new dynamics has clear effects on the exciting torque curves. Figure 11(a) shows the plot of the exciting torque versus the period of the incident waves for both flaps in the staggered array. Due to the loss of symmetry, the variation of the exciting torque with respect to the wave period is less predictable than before. Note that a similar general result has also been obtained by Chatjigeorgiou [42] for a system of two staggered truncated elliptical cylinders, when moving from a symmetric to a non-symmetric configuration. For the staggered OWSCs of figure 9, the curve of the front flap peaks at a larger
Figure 10: Snapshot of the free-surface elevation for two flaps in (a) an in-line configuration, (b) the staggered configuration of figure 9. Both flaps are held fixed in incoming waves (scattering problem). In the plot, the thickness of the flaps has been exaggerated for easiness of reading. Waves of amplitude $A' = 1$ m and period $T' = 6$ s are normally incident on the system from the left. Values are calculated with the numerical model of §2.4.
period than that of the back flap (see again figure 11a). This determines a reduction in synergy between the two OWSCs, each now working better at a different period than the other. This in turn rules out the concurrent occurrence of efficiency-enhancing near-resonant interactions at the same period for both flaps. Overall, those dynamics are expected to be detrimental for the efficiency of the farm. In order to quantify the reduction in efficiency, the amplification factors of both OWSCs are plotted in figure 11(b) against the period of the incident waves. Even though a certain loss of efficiency was predictable, comparison of figure 11(b) with figure 4(b) shows quite surprisingly that the amplification factors of the staggered system are almost halved with respect to the relevant values of the in-line system. Indeed such a large loss of efficiency is partially due to the usage of non-optimal PTO damping in the staggered configuration. Also, other parameters like the longitudinal and latitudinal spacing between the flaps could be varied, making it possible to increase the wave power output. Such analysis is not undertaken here and could be the topic of a different research project.

5. Conclusions

A three-dimensional potential flow theory has been developed for the hydrodynamic analysis of a finite array of OWSCs. A semi-analytical and a
fully numerical approach have been considered in order to solve the governing equations of the system. Results of both models for systems of two and three in-line converters resembling the Oyster800™ OWSC developed by Aquamarine Power Limited are compared, showing good agreement between the two approaches. Parametric analysis is then undertaken with the semi-analytical model in order to gain a further insight on the system dynamics and investigate its dependence on the system main parameters. While investigating the influence of the number of flaps on the array performance, a near-resonant phenomenon is identified. Because of near resonance, peaks in the exciting torque acting on the elements of a finite array manifest at periods close to the transverse-mode resonance of an infinite array [20]. Such near-resonant mechanism is responsible for the occurrence of constructive interference in the array (i.e. \( q > 1 \)), which is accompanied by an effective increase of absorbed power by the single elements (i.e. \( q_{\text{mod}} > 0 \)). This is a distinctive property of an array of OWSCs and does not yield in general for systems of different converters, like heaving or surging buoys, suggesting that the near-resonant effects activating in a wave farm of in-line OWSCs are actually beneficial to wave power extraction. Parametric analysis for an in-line array also shows that, given the period of the incident wave, there exists an optimum gap width for which the constructive interaction among the flaps is maximum. Such result could be used as a preliminary design criterion for an array of OWSCs. The numerical model is then applied to analyse a configuration of practical engineering interest, i.e. an array of two staggered flaps, which cannot be studied with the analytical approach of 2.3. The case analysed here shows that loss of symmetry in the system can be detrimental to the array efficiency. Such mechanism could be partially prevented by using an appropriate control of the PTO system and an optimisation of the geometric layout.

The analysis performed in this paper assumes monochromatic incident waves. In real seas, the presence of several spectral wave components would certainly modify the system behaviour. Nevertheless, the fundamental dynamics would be still governed by the mechanisms discussed in this paper. In particular, in random seas the near-resonant behaviour of the array could be exploited by designing the flap spacing so that the resulting \( q \)-factor curve couples well with the wave spectrum of the incident sea. However, we expect wave interaction effects to be weaker in random waves than in monochromatic waves, due to partial compensation of constructive and destructive effects over the whole spectrum (see for example [8]). Finally, a separate
analysis must be carried out in order to investigate the existence of motion-
resonant modes for an in-line array of OWSCs. Motion resonance is a radi-
ation phenomenon and is different from the near resonance described here,
which is instead a scattering phenomenon. Motion resonance could occur
for an articulated system of flaps at certain periods of the incident wave, for
which the angular oscillations are maximised (perfect trapping for a system
of flood gates in a channel has been described for the first time by Mei et
al. [25]). Investigation is currently ongoing to determine whether motion-
resonant modes can occur for a system of OWSCs and will be disclosed in
the near future.
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Appendix A. Semi-analytical solution

In this section the system of equations (28)–(29) for the nth-mode 2D
spatial potentials $\varphi_n^D$ and $\varphi_n^\alpha$ (24) will be solved by extending the semi-
analytical approach of Renzi & Dias [22] to a finite system of flaps. First
consider the 2D Green function

$$G_n(x, y; \xi, \eta) = \frac{1}{4i} H_0^{(1)} (\kappa_n \rho),$$  \hspace{1cm} (A.1)

solution of the system

$$\left(\nabla^2 + \kappa_n^2\right) G_n = 0, \quad G_n \to \frac{\ln \rho}{2\pi \rho} \text{ as } \rho \to 0,$$

where $\rho = \sqrt{(x - \xi)^2 + (y - \eta)^2}$, $(\xi, \eta) \in \mathbb{R}^2$ [19]. In (A.1), $H_0^{(1)}$ is the Hankel
function of the first kind and 0th order, outgoing for large argument, while
$\kappa_0 = k$ and the $\kappa_n = ik_n$ are still the solutions of the dispersion relation
(26) for $n > 0$. Application of Green’s integral theorem [12] to a 2D surface
enclosed by a large circumference centred at the origin \( O \) and containing all flaps yields

\[
\begin{cases}
\varphi^D(x, y) \\
\varphi_\alpha^n(x, y)
\end{cases}
= \sum_{m=1}^{M} \int_{y_s^m}^{y_e^m} \left\{ \frac{\Delta \varphi^D_{nm}(\eta)}{\Delta \varphi_\alpha^n_{nm}(\eta)} \right\} G_{n,\xi}(x, y; \xi, \eta)|_{\xi=0} \, d\eta
\]  
(A.2)

for either potential, where the notation is that of §2.3. In (A.2), the subscript after the vertical bar indicates the point at which the derivative must be calculated and

\[
\begin{cases}
\Delta \varphi^D_{nm}(y) \\
\Delta \varphi_\alpha^n_{nm}(y)
\end{cases}
= \begin{cases}
\varphi^D_n(0^-, y) \\
\varphi^D_n(0^+, y)
\end{cases} - \begin{cases}
\varphi_\alpha^n(0^-, y) \\
\varphi_\alpha^n(0^+, y)
\end{cases}, \quad y \in (y_{s}^m, y_{e}^m).  
\]  
(A.3)

The first line of (A.3) indicates the jump in the \( n \)th diffraction potential across the \( m \)th flap, when all the flaps are fixed. Similarly, the second line of (A.3) indicates the jump in the \( n \)-th radiation potential across the \( m \)th flap when the \( \alpha \)th flap is moving and the remaining flaps are fixed. Note that if \( M = 1 \), (A.2) reduces to expression (A.1) of Renzi & Dias [22] for a single flap in the open ocean. On the other hand, if \( M = \infty \) and assuming that all flaps move at unison, (A.2) reduces to expression (B7) of Renzi & Dias [19] for a flap in a channel, equivalent to an infinite array of flaps oscillating at unison in the open ocean [20]. Back to the finite array, now focus on one flap at a time, say the \( \beta \)th flap. Application of (29) to the \( \beta \)th flap together with the integral form (A.2) and (A.1) yields the following hypersingular integral equations for the jumps in potential across such flap:

\[
\sum_{m=1}^{M} H. \int_{y_s^m}^{y_e^m} \left\{ \frac{\Delta \varphi^D_{nm}(\eta)}{\Delta \varphi_\alpha^n_{nm}(\eta)} \right\} \frac{H^{(1)}(\kappa_n|y - \eta|)}{|y - \eta|} \, d\eta = \frac{4i}{\kappa_n} \left\{ \frac{A_I d_n}{f_{na} \delta_{\alpha \beta}} \right\}, \quad y \in (y_{s}^\beta, y_{e}^\beta).  
\]  
(A.4)

The latter must then be applied in succession to all flaps, \( \beta = 1, \ldots, M \) to ensure that the solution fully satisfies the b.c.’s (29). In (A.4), the symbol \( H. \) before the integral sign indicates a Hadamard finite-part integral [19, 20, 22], whose kernel is singular at \( \eta = y \). In order to resolve this singularity, perform the following change of variables inside the integral of (A.4):

\[
u_m = y_{s}^m + y_{e}^m, \quad \zeta = \frac{2\eta - u_m}{w_m}, \quad \left\{ \frac{\Delta \varphi^D_{nm}(\eta)}{\Delta \varphi_\alpha^n_{nm}(\eta)} \right\} = \left\{ \frac{P_{nm}(\zeta)}{Q_{nm}(\zeta)} \right\},  
\]  
(A.5)
with \( \zeta \in (-1, 1) \) and define

\[
v_m(y) = \frac{2y - u_m}{w_m} = \frac{2y - y_m^e - y_m^e}{y_m^e - y_m^e}, \quad y \in (y_\beta^e, y_\beta^e), \quad (A.6)
\]

where \( m \) indicates any flap and \( \beta \) refers to the flap on which the b.c. (A.4) is being applied in succession. In (A.5) \( P_{nm} \) indicates the jump in the \( n \)th 2D diffraction potential across the generic \( m \)th flap in the new system of variables. Similarly, \( Q_{nm} \) denotes the jump in the \( n \)th 2D radiation potential across the \( m \)th flap when the \( \alpha \)th flap is moving and all the other flaps are fixed. Now let \( m = \gamma \) denote any but the \( \beta \)th flap, i.e. \( \gamma \neq \beta \). Hence substituting (A.5) into the boundary condition (A.4) on flap \( \beta \) and separating the term \( m = \beta \) in the summation (A.4) from all other terms \( m = \gamma \neq \beta \) yields

\[
H. \int_{-1}^1 \left\{ \frac{P_{n\beta}(\zeta)}{Q_{n\alpha\beta}(\zeta)} \right\} \frac{H_1^{(1)}(\kappa_n \frac{w_\beta}{2}|v_\beta(y) - \zeta|)}{|v_\beta(y) - \zeta|} d\zeta \\
+ \sum_{\gamma=1}^{M'} \int_{-1}^1 \left\{ \frac{P_{n\gamma}(\zeta)}{Q_{n\alpha\gamma}(\zeta)} \right\} \frac{H_1^{(1)}(\kappa_n \frac{w_\gamma}{2}|v_\gamma(y) - \zeta|)}{|v_\gamma(y) - \zeta|} d\zeta \\
= \frac{4i}{\kappa_n} \left\{ A_{\beta} d_{\gamma} \right\}, \quad y \in (y_\beta^e, y_\beta^e), \quad (A.7)
\]

where \( \sum' \) indicates that the sum must be evaluated for all \( \gamma \neq \beta \). This separation allows to assess the singular behaviour of the kernels in (A.7). For \( m = \beta \), (A.6) reveals that \( v_\beta(y) \in (-1, 1) \). Hence the kernel of the first integral in (A.7) is singular when \( \zeta = v_\beta(y) \in (-1, 1) \). On the other hand, for \( m = \gamma \neq \beta \), (A.6) reveals that \( v_\gamma(y) \notin (-1, 1) \), so that \( \zeta \neq v_\gamma(y) \) and the kernels of the integrals inside the summation of (A.7) are never singular. Hence the singularity is now confined in the first Hadamard finite-part integral of (A.7). The latter can be finally solved by following the general method devised by Renzi & Dias [19]. First expand the Hankel function inside the first integral of (A.7) according to §8.444 of Gradshteyn & Ryzhik [43] as

\[
H_1^{(1)}(\kappa_n \frac{w_\beta}{2}|v_\beta(y) - \zeta|) = \frac{4}{i\pi \kappa_n w_\beta|v_\beta(y) - \zeta|} + R_n(\kappa_n \frac{w_\beta}{2}|v_\beta(y) - \zeta|), \quad (A.8)
\]
where
\[ R_n(z) = J_1(z) \left[ 1 + \frac{2i}{\pi} \left( \ln \frac{z}{2} + \sigma \right) \right] \]
\[ \quad - \frac{i}{\pi} \left[ \frac{z}{2} + \sum_{j=2}^{\infty} \frac{(-1)^j (z/2)^{2j-1}}{j!(j-1)!} \left( \frac{1}{j} + \sum_{q=1}^{j-1} \frac{2}{q} \right) \right], \]

\( J_1 \) is the Bessel function of first kind and first order and \( \sigma = 0.577215 \ldots \) the Euler constant. Then also expand the unknown jumps in potential as
\[ \left\{ \begin{array}{l} P_{nm} (\zeta) \\ Q_{nm} (\zeta) \end{array} \right\} = (1 - \zeta^2)^{1/2} \sum_{p=0}^{\infty} \left\{ \begin{array}{l} A_p a_{nmp} \\ b_{nmp} \end{array} \right\} U_p (\zeta), \quad m = 1, \ldots, M, \quad (A.9) \]

where \( U_p \) is the Chebyshev polynomial of the second kind and order \( p \in \mathbb{N} \), while the \( a_{nmp} \) and \( b_{nmp} \) are unknown complex coefficients to be determined.

Substituting (A.8) and the series expansions (A.9) into the hypersingular integral equations (A.7) for each \( \beta = 1, \ldots, M \) in succession and developing some lengthy algebra [see 19, for a similar procedure] finally yields
\[ \sum_{p=0}^{\infty} \left\{ \begin{array}{l} a_{n\beta p} \\ b_{n\alpha \beta p} \end{array} \right\} C_{n\beta p} (v_\beta) + \sum_{\gamma=1}^{M} \left\{ \begin{array}{l} a_{n\gamma p} \\ b_{n\alpha \gamma p} \end{array} \right\} D_{n\beta \gamma p} (v_\beta) \]
\[ = -\pi w_\beta \left\{ \begin{array}{l} d_n \\ f_{n\alpha} \delta_{\alpha \beta} \end{array} \right\}, \quad v_\beta \in (-1, 1), \quad \beta = 1, \ldots, M, \quad (A.10) \]

where the orthogonality property of the Chebyshev polynomials has also been used [see 19]. In (A.10)
\[ C_{n\beta p} (v_\beta) = -\pi (p + 1) U_p (v_\beta) + \frac{i\pi \kappa_n w_\beta}{4} \]
\[ \times \int_{-1}^{1} \frac{(1 - \zeta^2)^{1/2} U_p (\zeta) R_n (\frac{1}{2} \kappa_n w_\beta |v_\beta - \zeta|)}{|v_\beta - \zeta|} d\zeta \quad (A.11) \]

and
\[ D_{n\beta \gamma p} (v_\beta) = \frac{i\pi \kappa_n w_\beta w_\gamma}{4} \int_{-1}^{1} (1 - \zeta^2)^{1/2} U_p (\zeta) \]
\[ \times \frac{H_1^{(1)} (\frac{1}{2} \kappa_n |v_\beta w_\beta + u_\beta - u_\gamma - w_\gamma \zeta|)}{|v_\beta w_\beta + u_\beta - u_\gamma - w_\gamma \zeta|} d\zeta \quad (A.12) \]
are complex coefficients which can be evaluated numerically. Expression (A.10) defines two different systems of linear equations for given $n$ and $\alpha$, both valid for any $v_\beta \in (-1, 1)$. The unknowns are the complex coefficients $a_{n\beta p}$ and $b_{n\alpha \beta p}$ of the series expansions (A.9). Note that in (A.10) the term $C_{n\beta p}$ indicates the $n$th mode, $p$th order contribution of the $\beta$th-flap on itself, while $D_{n\beta \gamma p}$ indicates the $n$th mode, $p$th order contribution of the $\gamma$th-flap on the $\beta$th-flap. As discussed by Renzi & Dias [19, 20, 22], systems like (A.10) can be solved numerically with a collocation scheme by truncating the external summation to a finite integer $p = P$ and evaluating the coefficients (A.11) and (A.12) at the specific points

$$v_\beta = v_q = \frac{\cos(2q + 1)\pi}{2P + 2}, \quad q = 0, 1, \ldots, P,$$

for any $\beta$, which correspond to the zeros of the Chebyshev polynomials of the first kind. As a consequence, (A.10) transforms into

$$\sum_{p=0}^{P} \left\{ \begin{array}{c} a_{n\beta p} \\ b_{n\alpha \beta p} \end{array} \right\} \left\{ C_{n\beta p}(v_q) + \sum_{\gamma=1}^{M} \begin{array}{c} a_{n\gamma p} \\ b_{n\alpha \gamma p} \end{array} \right\} \left\{ D_{n\beta \gamma p}(v_q) \right\} = -\pi w_\beta \begin{array}{c} d_n \\ f_{n\alpha \delta_{\alpha \beta}} \end{array}, \quad q = 0, \ldots, P; \quad \beta = 1, \ldots, M. \quad \text{(A.13)}$$

The first system (upper line of A.13) yields the series coefficients $a_{n\beta p}$ for the jump in potential of the diffraction problem $P_{nm}$ (A.9), for each modal order $n$ and body $m$. The second system (lower line of A.13) yields the series coefficients $b_{n\alpha \beta p}$ for the jump in potential of the radiation problem $Q_{nm}$ (A.9) for each mode $n$ and body $m$, when the $\alpha$th-body is moving and the others are at rest. Now note from (30) that $d_n = 0$ for $n > 0$. As a consequence, the diffraction system (upper line of A.13) becomes the homogeneous form of the radiation system (lower line of A.13) for $n > 0$. Hence in order the solution of the radiation problem to be unique, it must be $a_{n\beta p} = 0$, $n > 0$. Now, the vertical eigenmodes with $n > 0$ correspond to imaginary solutions of the dispersion relation $\omega^2 = k \tanh kh$, i.e. such terms represent evanescent modes [12]. Hence the fact that $a_{n\beta p} = 0$ for $n > 0$ physically implies that the incident wave is not able to excite evanescent modes when interacting with the system of in-line fixed plates [see also 19, 20, 22, for a similar behaviour].

Now given the most generic configuration with $M$ bodies and considering $N$ vertical eigenmodes in the radiation problem, the above method requires
the solution of $M \times (P + 1)$ linear equations for the diffraction problem and of $N \times M \times (P + 1)$ linear equations for the radiation problem. However, occurrence of symmetries in the geometric layout of the system can strongly simplify (A.13) and reduce the number of unknowns (this is the case, for example, of a series of in-line identical flaps). Incidentally, consider the case when there is only one body of width $w$, i.e. $M = 1$. Here there are no mutual contributions and the $D_{n\beta\gamma p} = 0$ in (A.13). As a consequence, the latter strongly simplifies to

$$\sum_{p=0}^{\infty} \left\{ \frac{a_{n1p}}{b_{n11p}} \right\} C_{n1p}(v_q) = -\pi w \left\{ \frac{d_n}{f_{n1}}, \right\}, \quad q = 0, \ldots, P, \quad (A.14)$$

which corresponds exactly to the system (A.9) of Renzi & Dias [22] for a single flap in the open ocean. For a general number of flaps, (A.13) gives the complex coefficients of the series expansions in (A.9), from which the jumps in diffraction and radiation potentials can be calculated according to (A.5). Substitution of the jumps in potential into Green’s formula (A.2) and then into the decomposition (24) finally yields the sought complex spatial potentials $\phi^D (32)$ and $\phi^{(\alpha)} (33)$.

Appendix B. Reciprocity relation

Consider the complex 2D radiation potentials $\varphi_n^{\alpha_1}$ and $\varphi_n^{\alpha_2}$, with $\alpha_1 \neq \alpha_2$. As shown in §2.3, both potentials must satisfy the Helmholtz equation

$$\left( \nabla^2 + \kappa_n^2 \right) \left\{ \begin{array}{c} \varphi_n^{\alpha_1} \\ \varphi_n^{\alpha_2} \end{array} \right\} = 0, \quad (B.1)$$

the kinematic boundary conditions

$$\left\{ \begin{array}{c} \varphi_n^{\alpha_1} \\ \varphi_n^{\alpha_2} \end{array} \right\} = \left\{ \begin{array}{c} f_{n\alpha_1} \delta_{\alpha_1 m} \\ f_{n\alpha_2} \delta_{\alpha_2 m} \end{array} \right\} \quad \text{on } \partial \mathcal{L}_m, \quad m = 1, \ldots, M, \quad (B.2)$$

and be outgoing at large distance from the array. Application of Green’s integral theorem in a large circular region enclosing all the flaps to $\varphi_n^{\alpha_1}$ and $\varphi_n^{\alpha_2}$ together with (B.1)–(B.2) yields the relation

$$f_{n\alpha_2} \int_{y_{n\alpha_2}}^{y_{n\alpha_1}} \Delta \varphi_n^{\alpha_2}(y) \, dy = f_{n\alpha_1} \int_{y_{n\alpha_1}}^{y_{n\alpha_2}} \Delta \varphi_n^{\alpha_1}(y) \, dy. \quad (B.3)$$
Substituting the change of variables (A.5) and the series expansion (A.9) into (B.3), renaming $\alpha_1 = \alpha$ and $\alpha_2 = \beta$ and developing the algebra finally gives

$$w_\beta f_{n\beta} b_{n\alpha} b_{n\beta\alpha} = w_\alpha f_{n\alpha} b_{n\beta\alpha},$$

(B.4)

which is a reciprocity relation between the 0th-order coefficients of the Chebyshev expansion (A.9) for the radiation problem.

Appendix C. Numerical procedure

Since the mathematical problem is hyperbolic, it is solved by means of a time-marching numerical scheme. In order to correctly reproduce the wave field, the minimum mesh element size must be at least one tenth of the simulated wave length. It is important for the efficiency of the time-stepping algorithm to assemble the time independent matrices only once. The Generalized-$\alpha$ method is used. This is a one-step implicit method for solving the transient problem, which attempts to increase the amount of numerical damping present without degrading the order of accuracy. Such method allows for high frequency energy dissipation and second order accuracy. The method was first developed for the second-order equations in structural mechanics [44, 45]. This linear system solver uses the restarted generalized minimum residual (GMRES) with incomplete LU preconditioner for fast convergence. The latter is an iterative method for general linear systems of the form $Ax = b$. For models with many degrees of freedom (roughly, more than 100,000 to 1,000,000 depending on available computer memory), the direct solvers typically require too much memory. In those cases, the more memory-efficient iterative solvers like GMRES perform better. However, iterative solvers are less stable than direct solvers in that they do not always converge (i.e. arrive at a solution). For the simulations carried out in this paper, the value of the number of iterations is 50. A larger restart value increases the robustness of the interactive procedure, but it also increases memory use and computational time. For large problems, the computational cost is often very large to produce a preconditioner of such a high quality that the termination criteria are fulfilled for a small number of iterations and for a small restart value. For those problems it is often advantageous to set up a preconditioner with a somewhat lesser quality and instead increase the restart value or iterate more steps. Doing so typically increases the condition number for the preconditioned system, so an increase in the error-estimate
factor might be needed as well. The incomplete LU preconditioner performs an incomplete LU factorization of the system matrix $A$. That is, it drops small elements during the column-oriented Gaussian elimination. Thus it saves memory, and the resulting factors $L$ and $U$ are approximate. The numerical solution is obtained using the software COMSOL Multiphysics.
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