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Abstract

The sensitivity of Large Eddy Simulation with Conditional Moment Closure (LES-CMC) simulations of the Sandia piloted jet Flames D and F to various parameters have been investigated. It was found that while an LES grid may sufficiently resolve velocity fields, the conditional scalar dissipation rate obtained may still be affected by grid size due to the calculation of sub-grid scalar dissipation rate, and this can affect the degree of localised extinction predicted. A study of the relative size of the terms in the CMC equation during an extinction/reignition event showed that transport, including in the cross stream direction, plays a key role. The results are sensitive to the choice of inlet boundary conditions as extinction is only observed when the inert-mixing distributions in mixture fraction space are used as inlet conditions for the CMC equation in the primary jet and air jets.
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1. Introduction

Due to its superior ability to predict the details of turbulent mixing, Large Eddy Simulation is increasingly being used to study turbulent combustion in a variety of industrial applications. Even with the greater spatial resolution of LES compared to RANS the combustion process still takes place on a scale which cannot be resolved by the grid, and as such some form of turbulent combustion modelling must be employed. These include steady (Di Mare et al., 2004) and unsteady (Pitsch and Steiner, 2000) flamelet models, the flamelet/progress variable (FPV) model (Pierce and Moin, 2004) and the Stochastic Fields or Eulerian Monte Carlo method (Mustata et al., 2006). The Conditional Moment Closure model, discussed later, is another advanced model that is being used for flames with strong turbulence-chemistry interactions.

In order for any such model to become a useful engineering tool it is important that they are validated against detailed measurements and that the models’ sensitivity to modelling choices and parameters are investigated. The Sandia piloted jet flames (Barlow and Frank, 1998) provide detailed experimental data for both scalar and velocity fields and consequently have been widely used for this sort of validation work. Data is available for conditions ranging from a flame with very little local extinction (Flame D) to one that is close to global extinction (Flame F). RANS - Multiple Mapping Conditioning (MMC) simulations of Flame D have been performed by Vogiatzaki et al. (2011) in order to determine the value of modelling parameters which give the best agreement with conditional variance of temperature and various species mass fractions. Previous studies using transported PDF methods in RANS
have produced good agreement with experiment (Lindstedt et al., 2000; Xu and Pope, 2000) for Flame F and also revealed the sensitivity of this Flame F to the chosen chemical mechanism (Cao and Pope, 2005). These studies were useful in determining the parameters needed in RANS-PDF modelling to give accurate results, a process that is now being undertaken for LES studies. The presence of localised extinction in Flame E has successfully been predicted in Ihme and Pittsch (2008) using the FPV model. The Eulerian stochastic fields PDF method has been used in Jones and Prasad (2010) to successfully predict the presence of localised extinctions in Flame F.

Conditional Moment Closure (CMC), which is the subject of this paper, has previously been used in an LES context for Sandia Flame D (Navarro-Martinez et al., 2005), bluff-body steady flames (Navarro-Martinez and Kronenburg, 2007), autoigniting jets (Navarro-Martinez and Kronenburg, 2009) and for spark ignition problems (Triantafyllidis et al., 2009). An LES-CMC formulation solving the CMC equations on a 3D grid (i.e. resolving variations of conditional average in three dimensions rather than using cross stream averaging) has been used to successfully predict the presence of localised extinction and reignition events in both Sandia Flame F (Garmory and Mastorakos, 2011) and the Delft III piloted jet flame (Ayache and Mastorakos, 2012). It was shown that the model can successfully predict the occurrence of localised extinction, and the resulting statistics of species mass fractions and temperature.

The purpose of this paper is to revisit the simulations of Sandia Flames D and F in order to investigate the sensitivity of the results to the modelling choices used. This will build confidence to the use of the LES-CMC approach.
for more complex flames of practical significance. An extended discussion of how the CMC method predicts extinction/reignition and how this may influence its accuracy is also presented. In the next section the formulation of the LES-CMC method is briefly covered and its numerical implementation is discussed. Particular emphasis is placed on modelling choices where more than one option is employed here. This is followed by results obtained using these choices with a discussion of them. The conclusions of this work are summarised in the last section of the paper.

2. Formulation

2.1. LES with CMC

In the CMC method the assumption is made that while reactive scalar values might fluctuate strongly, their fluctuations about a value conditionally averaged on the value of some conserved scalar will be small. Hence the fluctuations of all reactive scalars can be related to that of a conserved scalar, usually mixture fraction in non-premixed combustion. Transport equations for the conditional averages are solved on a grid considerably coarser than that used for the LES. The required scalars for the LES code are then found by using their conditional average and a local mixture fraction PDF. In this paper we examine the ability of LES-CMC to predict localised transient extinction and re-ignition events within a turbulent non-premixed flame.

The LES-CMC code developed in Triantafyllidis et al. (2009); Triantafyllidis and Mastorakos (2010) and used in Garmory and Mastorakos (2011); Ayache and Mastorakos (2012) has been employed here. Filtering the governing equations for the flow yields equations for filtered mass.
\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \tilde{u}_i)}{\partial x_i} = 0 \tag{1}
\]

momentum

\[
\frac{\partial (\rho \tilde{u}_i)}{\partial t} + \frac{\partial (\rho \tilde{u}_i \tilde{u}_j)}{\partial x_j} = -\frac{\partial \rho}{\partial x_j} + \frac{\partial \tau_{ij}}{\partial x_i} \tag{2}
\]

and a conserved scalar, mixture fraction, \( \xi \),

\[
\frac{\partial (\rho \tilde{\xi})}{\partial t} + \frac{\partial (\rho \tilde{\xi} \tilde{u}_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \rho \left( D + D_t \right) \frac{\partial \tilde{\xi}}{\partial x_i} \right) \tag{3}
\]

The term \( \tau_{ij} \) in Eq. (1) is the sub-grid scale stress tensor and is modelled by the dynamic Smagorinsky (Germano et al., 1991). In Eq. (3) a gradient model has been used to model the sub-grid scale flux \( \tilde{u}_i \tilde{\xi} - \tilde{u}_i \tilde{\xi} = -D_t \partial \tilde{\xi} / \partial x_i \).

\( D_t = \nu_t / S_{t} \) is the turbulent diffusivity, and \( S_{t} = 0.7 \) is the turbulent Schmidt number, assumed here to be constant (Branley and Jones, 2001). It is also necessary to obtain the sub-grid scale variance of the mixture fraction. Here this has been done by assuming a gradient type model:

\[
\tilde{\xi}^2 = C_V \Delta^2 \frac{\partial \tilde{\xi}}{\partial x_i} \frac{\partial \tilde{\xi}}{\partial x_i} \tag{4}
\]

\( C_V \) is a constant whose value is determined dynamically according to Cook and Riley (1994); Pierce and Moin (1998). \( \Delta \) represents the grid spacing or filter width.

When the CMC model (Klimenko and Bilger, 1999) is used, equations are solved for the conditionally filtered reactive scalars, in a non-premixed case it is natural that the conditioning be done on \( \xi \). The filtered value of the variable \( f \) can then be obtained by integration over \( \eta \)-space (Trianafyllidis...
et al., 2009):  
\[ \tilde{f} = \int_0^1 f(\eta) \tilde{P}(\eta) \, d\eta \]  
(5)

We assume here that \( \tilde{P}(\eta) \) has a \( \beta \)-function shape, which can be calculated based on the \( \tilde{\xi} \) and \( \tilde{\xi}'_2 \).

The CMC equations can be derived by filtering the transport equations for the reactive scalars \( Y_{\alpha} \) (Navarro-Martinez et al., 2005). Using the primary closure assumption, the CMC equation becomes

\[ \frac{\partial \tilde{Q}_{\alpha}}{\partial t} + \tilde{u}_i |_{\eta} \frac{\partial \tilde{Q}_{\alpha}}{\partial x_i} = \tilde{N}_i |_{\eta} \frac{\partial^2 \tilde{Q}_{\alpha}}{\partial \eta^2} + \tilde{\omega}_{\alpha} |_{\eta} + e_f \]  
(6)

where \( \tilde{Q}_{\alpha} = \tilde{Y}_{\alpha} |_{\eta} \) is the conditionally filtered reactive scalar, \( \tilde{u}_i |_{\eta} \) is the conditionally filtered velocity, \( \tilde{N}_i |_{\eta} \) is the conditionally filtered scalar dissipation rate, \( \tilde{\omega}_{\alpha} |_{\eta} \) is the conditionally filtered reaction rate, while the term

\[ e_f = -\frac{1}{\tilde{P}(\eta)} \frac{\partial}{\partial x_i} \left( \tilde{P}(\eta) \left( \tilde{u}_i \tilde{Y}_{\alpha} |_{\eta} - \tilde{u}_i |_{\eta} \tilde{Q}_{\alpha} \right) \right) \]  
(7)

is the sub-grid scale conditional flux and accounts for the conditional transport in physical space.

In this work the conditional scalars are the mass fractions of chemical species plus absolute enthalpy. This means a conditional temperature equation does not need to be solved as it can be determined from absolute enthalpy and species composition. All the species are assumed to have equal diffusivities and the Lewis number is assumed to be equal to one. A gradient model is used for the sub-grid scale conditional flux \( \tilde{u}_i \tilde{Y}_{\alpha} |_{\eta} - \tilde{u}_i |_{\eta} \tilde{Q}_{\alpha} = -D_{\alpha} \frac{\partial \tilde{Q}_{\alpha}}{\partial x_i} \) (Navarro-Martinez et al., 2005). This model has given reasonable results in problems with significant spatial gradients of the conditional averages in LES.
of ignition (Triantafyllidis et al., 2009). Equation 6 without spatial transport terms and with a prescribed $\tilde{N}|\eta$ has also been solved to give reference “laminar flamelet” solutions, denoted as “0D-CMC”, and for initialization.

The terms $\tilde{u}_i|\eta$ and $\tilde{N}|\eta$ are unclosed and require modeling. The simple assumption that the conditional velocity is equal to the unconditional is made here, $\tilde{u}_i|\eta = \tilde{u}_i$. The accuracy of this assumption is clearly open to question, however there appears to be no obvious alternative at the present to use with LES-CMC. The simple linear model used in RANS-CMC (Klimenko and Bilger, 1999) does not seem appropriate for the more complex mixing field in LES. Investigation of the effect of conditional velocity model on LES-CMC is clearly needed, but it is beyond the scope of this present work.

The Amplitude Mapping Closure (AMC) model is used to model the conditional scalar dissipation rate (O’Brien and Jiang, 1991). These modelling choices have previously been applied with some success to spark ignition simulations in Triantafyllidis et al. (2009). According to the AMC model, the conditional scalar dissipation rate has a given shape in mixture fraction space, which is scaled according to the local value of the unconditional scalar dissipation rate. Hence, $\tilde{N}|\eta = N_0 G(\eta)$, where $G(\eta) = \exp(-2erf^{-1}(2\eta - 1)^2)$ and $N_0 = \tilde{N}/\int_0^1 \tilde{P}(\eta)G(\eta)\,d\eta$, where $\tilde{N}|\eta$ is the conditional and $\tilde{N}$ is the filtered scalar dissipation rate. The total scalar dissipation rate $\tilde{N}$ is found by summing the resolved and sub-grid contributions where the resolved component is

$$\tilde{N}_{res} = D \left( \frac{\partial \tilde{\xi}}{\partial x_i} \right)^2$$

and the sub-grid component is found by assuming that a mixing timescale
is proportional to a velocity timescale (Jiménez et al., 2001) for the sub-grid \( \tau_t = \Delta^2 / \nu_t \):

\[
\tilde{N}_{sgs} = \frac{1}{2} C_N \frac{\nu_t \Delta^2}{\Sigma_x^2}
\]  

(9)

The constant \( C_N \) was adjusted in Garmory and Mastorakos (2011) to give a good match with the conditional scalar dissipation rate experimental data available for Flame D. The value of \( C_N \) found was 42 and this is used throughout this paper.

Equation (6) is solved on a coarser grid than the LES and hence the information for \( \tilde{u}_i | \eta \) and \( \tilde{N} | \eta \) needed in the CMC must be averaged from the LES. This is done (Triantafyllidis and Mastorakos, 2010) by associating each LES cell with its closest CMC grid point, the required data for each CMC node is then mass weighted averaged over all LES cells associated with that node. In turn each LES cell uses the conditional averages, \( Q_{\alpha} \), from its associated CMC node to find its new value of temperature and density. The conditional scalar dissipation rate is found by calculating the mass averaged \( \tilde{N} \) and \( P(\eta) \) for the whole CMC cell and applying the AMC model at the CMC level. The effect of using this method, rather than applying the AMC model at the LES level and averaging this, was investigated by averaging experimental data at different spatial resolutions in Triantafyllidis and Mastorakos (2010). They found that the method used here gave results that were comparable to and in some cases better than the other method. This method of applying models for the scalar dissipation rate and the conditional velocity at the CMC level, rather than the LES level and then PDF averaging, also avoid the numerical problem of undefined conditional values when the PDF tends to zero.
2.2. Chemical Source Term

First order closure is provided for the chemical reaction rate: \( \tilde{\omega}_\alpha / \eta = \omega_a(Q_1, Q_2, ..., Q_n) \), where \( n \) is the number of reacting scalars. The ARM2 chemistry has been used. This mechanism is a systematically reduced version of the GRI mechanism where 19 reactive species plus temperature and 15 steps (Sung et al., 1998). This mechanism has previously been found to give good accuracy without a prohibitive computational cost in Cao and Pope (2005).

2.3. Numerical Methods and Simulation Details

The LES equations are solved by the in-house Rolls-Royce code PRECISE, which is a finite-volume, low-Mach number code with block-structured mesh (James et al., 2006). The CMC model has been implemented in PRECISE with coupling achieved through density and temperature (Triantafyllidis et al., 2009). The CMC code is a finite difference code. A three-stage operator splitting scheme is applied whereby spatial transport is solved first, followed by transport in \( \eta \)-space and finally chemistry. The solver VODPK (Brown and Hindmarsh, 1989) has been used to integrate the resulting system of ODE’s. Parallelisation is achieved in PRECISE through domain decomposition and in the CMC code by dividing nodes in \( \eta \)-space between processors for the transport step and dividing spatial nodes between processors for the final two steps.

The Sandia piloted jet diffusion Flames D \( (U_j = 50 \text{m/s}) \) and F \( (U_j = 99 \text{m/s}) \) (Barlow and Frank, 1998) have been modelled. Flame D has minimal local extinction whereas F has a large amount of local extinction and is close to global extinction. The jet has a diameter of 7.2mm and contains
25% methane - 75% air by volume. This is surrounded by a pilot of outer
diameter 18.2mm. The LES boundary conditions are experimental velocity
profiles across the jet and pilot from Schneider et al. (2003). No fluctuations
are added to the inlet velocity but previous studies (Navarro-Martinez et al.,
2005) have not found this to have a large effect as most of the turbulence in
the jet is created in the shear layer. The mixture fraction is set to 1.0 in the
jet, 0.0 in the co-flow and 0.27 in the pilot. This value is the mixture fraction
that gives the pilot temperature (1880K) and composition in a calculation of
a low scalar dissipation rate laminar diffusion flame.

In order to test the sensitivity of the results two LES grids have been
used. The first, ‘coarse’ grid covers a domain extending 80D in the axial and
20D in the radial directions. The grid is an ‘O-ring’ mesh using a minimum
grid spacing of 0.25mm across the pilot with spacing expanding smoothly
downstream so that a total of approximately 1.3M nodes are used. The
second ‘fine’ grid covers 40D in the axial and 20D in the radial directions.
The same number of nodes are used in the axial direction, doubling the axial
resolution, and the radial and azimuthal resolution is increased, giving a total
of 2M nodes.

With the LES-CMC method, as employed here, two computational meshes
are required; a fine mesh for the LES and a much coarser mesh for the CMC.
The rationale behind the coarse CMC mesh is that conditional means will in
general vary over much longer length scales than unconditional values. Two
CMC spatial grids have been used to test the sensitivity to this factor. Both
grids use 51 nodes in \( \eta \)-space, it was found that the results for 0D CMC
calculations (i.e. only chemistry and scalar dissipation rate) where virtually
unchanged if 101 nodes were used, so we believe that the results are independent of $\eta$-space resolution. The first grid, ‘CMC grid 1,’ $23 \times 23 \times 23$ nodes in an orthogonal mesh in physical space. The grid in the axial direction has an initial spacing of 3mm until 3 jet diameters and then expands with a successive ratio of 1.3. The comparatively high number of nodes in the cross stream directions allow us to resolve the pilot and jet assembly with $9 \times 9$ of the nodes covering this region. The fine LES grid uses the same CMC grid spacing up to 40D, hence less CMC nodes are needed for this case. A second CMC grid, ‘CMC grid 2,’ uses the same spacing in the cross stream directions but uses 25 nodes in the axial direction with initial spacing of 7.2mm ($y/D = 1$) up to $y/D = 15$ and an expansion after this point. Tables 1 & 2 summarises these details.

<table>
<thead>
<tr>
<th>LES Grid</th>
<th>Overall Dimension (Radial X Axial)</th>
<th>Total Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>20Dx80D</td>
<td>1.3M</td>
</tr>
<tr>
<td>Fine</td>
<td>20Dx40D</td>
<td>2M</td>
</tr>
</tbody>
</table>

Table 1: Summary of LES grids.

<table>
<thead>
<tr>
<th>CMC Grid</th>
<th>Cross jet cells</th>
<th>Axial Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMC 1</td>
<td>23x23</td>
<td>3mm until 3 jet diameter then successive ratio of 1.3.</td>
</tr>
<tr>
<td></td>
<td>23x23</td>
<td>Constant spacing of 7.2mm. ($y/D = 1$) up to $y/D = 15$</td>
</tr>
</tbody>
</table>

Table 2: Summary of CMC grids.
As well as the spacing of the CMC grid, the numerical method used to evaluate the transport terms is investigated. Diffusion in physical and η-space is discretised using a second-order accurate central difference scheme, while convection uses either an Upwind Differencing Scheme (UDS) or a TVD scheme (Chung, 2002).

As well as a separate grid, the CMC equations need to have separate boundary conditions. At the inlet a boundary value must be chosen for each species at every value of mixture fraction. Another way to think of this is that inlet ‘flamelets’ need to be specified on the inflow boundaries. In the case studied here, at the inlet only a single value of mixture fraction is present at any point and hence the inlet conditional averages for the rest of mixture fraction space are not fully defined. As such the selection of CMC inlet boundary conditions represents a modelling choice. Two choices are investigated here; firstly inert flamelets (291K at all ξ values) in the jet and co-flow and a burning flamelet that gives the correct temperature at ξ = 0.27 in the pilot. Secondly, the burning flamelet is used for all CMC inlet nodes. With the latter, the delta function mixture fraction PDF’s at 0.0, 0.27 and 1.0 will still lead to the correct unconditional boundary values.

A final sensitivity test was to apply an increase of 20% to the inlet velocity profile. The choices for each simulation are shown in Table 3. Note that simulations D1 and F1 are those presented in Garmory and Mastorakos (2011). The timestep used was \( \Delta t = 2 \times 10^{-6}s \). The simulations were carried out on 32 3.0GHz dual core processors each with 2GB of RAM per core. 7.2ms of simulated time could be produced in 24 hours for the coarse LES grid with CMC grid 1.
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Table 3: Modelling choices for simulations. For CMC boundary, ‘standard’ refers to burning flamelets only in the pilot and inert in jet and co-flow, ‘Option’ refers to burning flamelets at all inlet nodes.

3. Results and Discussion

3.1. Flame D

Experimental investigation of Flame D shows that there is very little local extinction in this flame (Barlow and Frank, 1998). This makes its suitable for testing the ability of the code to predict the correct flow field and flame temperature. The velocity field predicted by cases D1 and D2 (which has a finer LES grid) compared to experimental data taken from Schneider et al. (2003) is shown in Fig. 1. The data from the LES is found by averaging data taken every 0.2ms of simulated time for a total of 20ms for D1 and 15ms for the shorter domain of D2. Data is also averaged in the azimuthal direction to give the radial profiles shown in Fig. 1. Overall we see that reasonable agreement is observed between the predicted LES velocity field and experimental data. Both grids predict overpredict the rate at which the pilot is mixed out into the co-flow and the velocity RMS is
underpredicted early in the jet. The finer grid, as expected, shows better agreement, particularly along the centre line, however the agreement for D1 seems overall to be acceptable.

One of the key modelling issues with CMC is the conditional scalar dissipation rate. Experimental data for conditional scalar dissipation rate (Karpetis and Barlow, 2005) is available for comparison with simulations. To find a representative conditional average for a particular axial location from the CMC data, all the conditional averages at each CMC node at that axial position were averaged using PDF-weighted averaging, such that:

$$\tilde{\phi}^*_{|\eta} = \frac{\int \tilde{\phi}_{|\eta} \tilde{P}(\eta) \tilde{\rho}_{|\eta} dV}{\int \tilde{P}(\eta) \tilde{\rho}_{|\eta} dV}$$

where the integration is over all CMC nodes in all the points in time that are to be averaged. Results for $\tilde{N}_{|\eta}$ in Flame D are shown in Fig. 2. The CMC data is taken from the nearest axial node position to the point of interest, i.e. the CMC nodes that the LES cells at that point use. We can see that case D1 which uses a coarser CMC grid overpredicts $\tilde{N}_{|\eta}$ at $y/D = 7.5$ but underpredicts it at $y/D = 15$. It should be noted that adjustment of $C_N$ can only increase or decrease $\tilde{N}_{|\eta}$ at all points and hence better agreement cannot be obtained for this grid by this method. The finer grid in D2 gives improved results probably through decreasing the effect of sub-grid terms which have to be modelled. With this grid we see that $C_N = 42$ is still a reasonable value. It is possible that better universal agreement could be obtained by solving transport equation for the sub-grid variance rather than Eq. (4).

The conditional temperatures predicted by the CMC using both D1 and
D2 are shown in Fig. 3, again a representative conditional average found using Eq. (10) is shown for each axial location. This is consistent with the experimental data from Barlow and Frank (1998) where conditional averaging has been performed on data taken across the jet. The agreement with experiment is good, with the overprediction of temperature most likely being due to the neglect of radiation effects in the modelling used here (Pitsch and Steiner, 2000). Both D1 and D2 give very similar results here as, even though there are differences in conditional scalar dissipation rate, the flamelets are well away from extinction and hence the dissipation rate does not cause large differences in conditional temperature.

The unconditional temperature from simulations D1 and D2 along the centre line of the jet is shown in Fig. 4 along with the mixture fraction. This has again been found by averaging data taken every 0.2ms of simulated time for a total of 20ms. The excellent prediction of both mean and rms of mixture fraction predicted by the LES for both grids here, coupled with the close agreement for conditional temperature seen in Fig. 2, ensures that there is very good agreement seen for mean and rms of unconditional temperature. Good agreement is also seen for radial profiles of temperature, although they have been omitted here to save space.

3.2. Flame F

3.2.1. Statistical Quantities

LES-CMC was then applied to Flame F, which has a large amount of localised extinction. Case F1 uses exactly the same configuration as D1 with only the inlet boundary conditions (i.e. higher jet velocity) for the LES changed. The results of this were presented in Garmory and Mastorakos...
(2011), where it was seen that the LES-CMC method was capable of predicting local extinction and reignition. For both conditional and unconditional results the correct degree of extinction was seen at $y/D = 7.5$ (as shown by a decrease in the time averaged temperatures) but by $y/D = 15$ the level of extinction predicted was not enough. Interestingly this echoes the Eulerian stochastic fields results seen in Jones and Prasad (2010) (the only other LES of Sandia F in the open literature the authors are aware of), where the averaged level of extinction was also underpredicted at $y/D = 15$.

The sensitivity of the simulations of Flame F to various modelling choices has been explored and are shown next, which can help assess the predictive capability of LES-CMC as an engineering tool for flames very close to extinction. These options are described in Section 2.3 and summarised in Table 3. We also present simulations for a hypothetical flame of jet velocity 20% higher than that of Flame F to examine any trends revealed.

The effect of these options is shown in Figs. 5 & 6, which show averaged conditional means of temperature and $OH$, found using Eq. (10), at axial locations of $y/D = 3, 7.5, 15$ and 30. Simulation F1 shows very good agreement for conditional temperature, including predicting the reduced temperature due to extinction at $y/d = 7.5$, everywhere except $y/d = 15$. The conditional $OH$ level is overpredicted with respect to the experiment. The good agreement for temperature when $OH$ is overpredicted may be an issue with the chemical mechanism used.

The trends with the sensitivity options are the same for both scalars. Increasing the jet velocity in the calculation (F5) leads to an increase in the level of extinction in the flame, seen in the reduced average conditional
temperature and \( \textit{OH} \) levels at \( y/d = 3 \) and 7.5, which is what would be expected, and demonstrates that the LES-CMC method captures correctly the trend of increasing extinction as the velocity increases. However even with this increased velocity not enough extinction is seen at \( y/d = 15 \) where the conditional temperature is only correctly predicted (for all cases except F5) at high mixture fraction. This may be the reason why complete detachment from the pilot, which occurs in the experiment at a velocity just above 100 m/s, is not captured by the simulation.

Both changing the discretisation scheme used for convection and changing the CMC grid leads to a change in the level of extinction. We see that the upwind scheme (F2), which is more dissipative than the TVD scheme (F1), leads to a decrease in the level of extinction particularly at 7.5 diameters where the peak conditional temperature can be seen to be too high with this option. As the CMC convection step is computationally inexpensive compared to the chemistry step, using the more accurate TVD scheme does not make the calculation appreciably longer than using the UDS scheme. The importance of the numerical scheme is also shown by the change in results brought about by using an alternative CMC grid, the peak conditional temperature at \( y/d = 7.5 \) is seen to increase by around 150 K for F3. This reflects the fact that extinctions and reignitions (the latter determine, to a large extent, the degree of extinction seen downstream) depend on the physical transport part of the CMC equation, as discussed in greater detail in 3.2.2.

Figures 5 & 6 also show the difference between cases F2 and F4, which only differ in their treatment of CMC inlet boundary conditions. F2 uses
burning flamelets only for the pilot and inert flamelets in the co-flow and jet, whereas F4 uses burning flamelets at inlet nodes. Case F4 shows virtually no extinction at any axial location. At 7.5 jet diameters the conditional temperatures seen for F4 are those of a fully burning flamelet, while F2 is significantly below this. As early as three jet diameters we see that conditional temperature is overpredicted at high mixture fractions and that this overprediction is seen to continue as far downstream as 30 jet diameters compared to the other cases. This overprediction of temperature at high mixture fraction will lead to underpredictions of density on the jet centre line around 15 diameters which will in turn effect the velocity field.

The effect of the varying degrees of extinction given by the different options on unconditional temperature can be observed in Fig. 7, which shows radial profiles of mean unconditional temperature from all 5 cases at $y/D = 7.5$ jet diameters. The LES data has been found by averaging the unconditional temperature from all LES cells at the given radial and axial position taken every 0.2ms of simulated time for a total of 20ms. The peak mean unconditional temperature is lower than the peak conditional temperature due to the varying mixture fraction field. The profiles for cases F1, F2 and F3 are close to each other and to the experimental data at this point. Although the reduced extinction when using UDS rather than TVD can be seen here. Case F5, in which the velocity has been increased, shows a decrease in temperature. While F4, which uses constant CMC inlet boundary conditions, shows an increased temperature, which is consistent with the change in extinction seen in Fig. 5. The peak temperature with F4 is over 300 K higher than experimental data. We also see that the position of the
peak temperature moves in cases F4 and F5. This is due to the degree of extinction seen in the simulations being a function of radial position as well as axial position, in agreement with experimental data (see Fig. 9, Garmory and Mastorakos (2011)).

3.2.2. Discussion of Extinction in CMC

The main mechanism of how localised extinction is captured by the CMC method was briefly presented in Garmory and Mastorakos (2011). In particular it was seen that at a single CMC cell both burning and extinguished flamelets can be found at different times, indicating that transient extinction and reignition events must take place. In this section we will consider how these events are brought about. Figure 8 shows time series of conditional temperature at stoichiometric mixture fraction for several adjacent CMC cells. The central CMC cell of this group, 'A,' is located at $y/D = 6.6$ and $r/D = 0.9$ and we can see two clear extinction and reignition events during this period. Figure 9 shows the location of this cell on an instantaneous isosurface of stoichiometric mixture fraction coloured by resolved $OH$ mass fraction at a time (21.8 ms) during one of these extinctions. We can see the extinction of CMC cell 'A' leads to a region where very low levels of $OH$ are seen even where the stoichiometric mixture fraction is found. Also marked on Fig. 9 are the locations of the adjacent cells (B - G) whose time series are also shown in Fig. 8.

In our previous paper (Garmory and Mastorakos, 2011) we showed that extinctions in the CMC grid did not correspond only to high conditional scalar dissipation rates and that spatial transport effects must also play a part. Here we take this a step further by looking at the relative size of
the different terms in Eq. (6) at different points in time as CMC node ‘A’ in Fig. 8 undergoes an extinction followed by a reignition. As a constant enthalpy formulation is used to solve the CMC equations, rates of change of temperature are not available, so the rate of formation of $H_2O$ is used as an indicator of the overall reaction which follows very closely the rate of change of temperature. These are shown in Fig. 10 with (a) just prior to an extinction at 21.28ms, (b) while the flame is being extinguished at 21.4ms, (c) during the extinction at 21.8ms and (d) as the flamelet is reigniting at 22ms.

In Fig. 10(a) the production of water by chemical reaction is high and this is approximately balanced by conditional scalar dissipation rate, as would be the case for a steady flamelet. However at this instant the convection term takes a significant negative value which causes the total production rate of water to become negative at this time leading to the extinction observed in Fig. 8. In (b) the temperature has dropped such that the chemical reaction rate has now decreased dramatically and the dominant term is the scalar dissipation rate which causes the temperature of the flamelet to decrease rapidly at this point. For (c) the scalar dissipation rate is balanced by chemistry, convection and spatial diffusion leading to an approximately steady temperature higher than that seen at node ‘F,’ which is closer to the axis and is always extinguished. The final figure in this series is (d) in which we see the terms have changed such that the overall rate is positive which allows temperature to increase until the flame is reignited. In this last figure we can see that it is important to correctly consider all terms as there is a fine balance between them.
The effect of convection on causing extinction and reignition has been shown in Fig. 10. If we consider the extinction which occurs at around 21.25 ms we can see that the only neighbouring cell with a significantly lower conditional temperature (and hence $H_2O$ mass fraction) is cell ‘F’ which is in the direction of the jet axis. Figure 11 shows the time series of radial velocity used in the CMC for cell ‘A.’ There is a spike in velocity (i.e. from ‘F’ to ‘A’) at approximately 21.25 ms which indicates that the extinction seen here is due to a sudden change in velocity advecting the non-burning flamelet within the jet radially outwards.

In this section we have been able to show that convection, including that in the radial direction, plays a key role in the prediction of localised extinction in Flame F. The importance of transport in predicting extinction/reignition events means that the numerical treatment of convection in the CMC formulation will play an important part in the accuracy of the results it produces. As we have already seen in this paper, changing the discretisation scheme from upwind to TVD and changing the CMC grid have altered the prediction of conditional and unconditional temperature in this flame. Due to the constraints of the structured orthogonal CMC grid and the computing resources available the CMC grid could not be refined by a large amount here but it may be that with more refinement the extinction would be seen to convect much further downstream.

The importance of cross stream convection in predicting extinction also explains the sensitivity of the results here to the CMC boundary conditions chosen for the primary fuel jet. If an inert (non burning) flamelet is injected in the primary jet then a supply of inert flamelets is available in the centre of
the jet which a fluctuation in velocity can then cause to be convected radially outward where, in conjunction with high scalar dissipation rate, it can lead to extinction. If burning flamelets are injected across all inlet nodes then this route is no longer available to cause extinction.

4. Conclusions

The sensitivity of the LES-CMC method to various factors has been investigated in the context of simulating the Sandia piloted jet Flames D and F. It was found that for Flame D the LES results for velocity fields were very similar for both the fine and coarse LES grids employed here. This shows that the results seen in this work for these quantities can be regarded as grid insensitive. However, it was seen that the conditional scalar dissipation rate extracted from the LES for use in the CMC code was sensitive to the LES mesh. It is likely that using a finer grid improves results for this quantity as it reduces the influence of the modelled sub-grid terms. This suggests that more work is needed on the modelling of unresolved scalar dissipation rate in order to avoid the need to use very fine LES meshes to capture conditional scalar dissipation rate.

By studying the relative size of individual terms in the CMC equation we have been able to show that transport, including in the cross stream direction, plays a key role in the prediction of localised extinction in Flame F. This means that the numerical treatment of transport in the CMC code is of great importance. Changing the CMC grid and the differencing scheme has been seen to have some effect on the results here. But in order to transport extinctions downstream to 15 jet diameters and beyond, where they are
seen in Flame F, it may be necessary to have much finer CMC grid spacing in the axial direction. With the orthogonal structured CMC formulation here it would be very difficult to achieve this without reducing cross stream resolution or making the computational load very high. An unstructured CMC grid may be advantageous in this situation.

The biggest sensitivity of these results was seen to be to the choice of CMC boundary conditions. The results using burning flamelets right across the inlet plane rather than only in the pilot region showed an almost complete absence of localised extinction in the Flame F results. As mentioned above, transport in the cross stream direction plays a key role in extinguishing CMC cells and if burning flamelets are injected into the primary jet rather than inert flamelets this mechanism is effectively switched off.

The present simulations highlight further the capabilities of the LES-CMC approach to capture flames very close to extinction and suggest that further research is needed for modelling the scalar dissipation rate.
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Figure 1: Axial and radial profiles of velocity for Flame D from experiment (Schneider et al., 2003) and LES-CMC solutions using coarse LES grid (D1) and fine grid (D2).
Figure 2: Conditional scalar dissipation rate for Flame D using coarse grid, D1, and fine grid, D2 Experimental data from Karpetis and Barlow (2005).
Figure 3: Conditional temperature for Flame D predicted by CMC using simulations D1 and D2. Experimental data from Barlow and Frank (1998).
Figure 4: Mean mixture fraction and unconditional temperature along centre line. Experimental data from Karpetis and Barlow (2005).
Figure 5: Conditional temperature for Flame F predicted by CMC. Experimental data from Barlow and Frank (1998).
Figure 6: Conditional OH for Flame F predicted by CMC. Experimental data from Barlow and Frank (1998).
Figure 7: Radial profiles of mean unconditional temperature at $y/D = 7.5$ for Flame F. Results are shown for LES-CMC calculations using the five options listed in Table 3 together with experimental data from Barlow and Frank (1998).

Figure 8: Time series of stoichiometric conditional temperature for several CMC cells. ‘A’ is located at $y/D = 6.6$ and $r/D = 0.9$, ‘B’ and ‘C’ are up and downstream respectively in the y direction, ‘D’ and ‘E’ neighbour ‘A’ in the tangential direction and ‘F’ and ‘G’ are neighbours in the radial direction with ‘F’ closer to the axis.
Figure 9: Instantaneous isosurface, taken at 21.8 ms, of stoichiometric mixture fraction coloured by LES resolved $OH$ mass fraction. Also marked are the locations of the seven CMC cells whose time series are shown in Fig. 8.
Figure 10: Contributions to conditional H₂O production for Flame F predicted by CMC at node ‘A’ from Fig. 8. ‘Con’ is convection term, ‘Dif’ is diffusion in physical space, ‘SDR’ is the contribution due to conditional dissipation rate, ‘Chem’ is the rate of production by chemistry and ‘Total’ is the sum of these terms.

Figure 11: Time series of CMC radial velocity for node ‘A.’