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Abstract: The likelihood of system failure of small systems is investigated in order to establish the risk associated for the investment into a photovoltaic (PV) system for small domestic applications. This is achieved by reviewing existing literature on PV system failure rates and using these as an input for a statistical PV system yield simulation tool that considers failure and repair. It is typically assumed that these systems do not require any maintenance, but it is shown that this will have near catastrophic impact on the energy production of PV systems. The no maintenance is not a likely scenario, as small systems have to register their generation to achieve a feed-in-tariff. In a later stage, when PV is used for self-consumption only, this may change but in the present market most users are forced to carry out a quarterly check and thus this catastrophic failure is avoided by the need of having to apply for the feed-in-tariff. Minimum maintenance strategies for ensuring profitable system operation are investigated and their cost-effectiveness is discussed. It is shown that the present situation where many systems are neither monitored nor is any maintenance carried out results in a high probability of unsuccessful system operation as failure detection may take a very long time. Successful system operation here is defined as not recovering the financial investment. It would be advisable to carry out at least monthly performance checks as otherwise it is likely to have more than 10% energy lost because of system downtime. This requires, however, availability of irradiance data as otherwise it is not possible to identify whether low yields are due to resource issues or really system yield issues.

1 Introduction

Photovoltaic (PV) have been growing over the last years in the UK, as well as in other markets. In the UK, the number of installed systems reached half a million in December 2013 and surpassed 600 000 installations in September 2014. This is an increase from about 400 installed systems in January 2010. This significant increase in installation numbers has resulted in a number of systems not quite achieving predicted performance values as can be seen, for example, in the tail of performance ratios discussed in presentation of [1]. This is due to issues in system design including meteorological datasets, installation quality and reliability. System design issues are not always fixable as, for example, heavily shaded systems will be difficult to improve. However, installation quality and reliability issues will affect the system yield just as much, if not more.

The root cause for this is the rapid growth of installations having added a lot of pressure on installers to increase staffing and capacity. For example, this rapid increase has resulted in many systems sold by less than ideally qualified staff, as evidenced by the obvious design flaws (as discussed in terms of shaded systems, e.g. in [2]).

PV systems are seen as very reliable and maintenance free. A very significant proportion of these systems has been installed without any monitoring and inverters are often not in places enabling easy inspection, particularly in the context of small domestic systems. The consequence of this is that many systems run with no or minimal maintenance. This may result in failures going unnoticed.

Failure in technical systems is normally separated into three distinctly different effects, summing up to the overall observed failure rate, as illustrated in Fig. 1. These are

- **Infant mortality**: These are initial failures caused by inappropriate handling or issues in the manufacturing. They typically show in the very early stages of life, say the first couple of months and decline exponentially thereafter.
- **Random failures**: These are unpredicted events and cannot be avoided. These may be caused by unrelated events, for example, a house fire or unpredicted hail. However, these are still failures that need to be considered when investigating the reliability of systems.
- **Wear out**: These are the typical end-of-life failures. The time and shape of onset depend on the reliability engineering and specific mechanisms. It is expected that these are more common in the second half of a system’s life.

The shape given in Fig. 1 is illustrative only; the precise shape of each component is dependent on a variety of factors, such as manufacturing quality, component specifications and system layout. Site-dependent stresses such as ramp rate of module temperature and irradiance and shading will also contribute to the system ageing.

The only regular data check done on the majority of systems in the UK is a quarterly reading of kWh produced, which is submitted to the feed-in-tariff (FIT) provider who will then reimburse the system owner. The variability of solar resource makes it difficult to interpret these readings for the non-expert and partial failures may go unnoticed for a long time. Failures affecting the entire system would be identified on average 3 months after occurrence (assuming that the first reading is not conclusive yet). There are examples of better monitored smaller PV systems, for example, the field trials [3], but in many cases there are issues in terms of reliability of particular data. The sensors may actually cause a number of unnecessary maintenance issues, resulting in critical readings being ignored. In general, small systems will not have detailed monitoring, which limits the possibilities for detailed assessment and thus the situation is different to larger systems as discussed in [4]. Larger systems should have dedicated operators...
investigating and reporting failures as described in [3]. It is critical to distinguish between reliability and durability. The issue of durability, i.e. the slow degradation or wear out of performance without catastrophic failure, is not considered here but investigated by other studies [6]. This paper focuses on reliability issues, that is, failures. This paper also assumes identical components and component-to-component variation in the performance.

PV systems are ensembles of a large number of components, such as PV modules, electrical diodes, cables, connectors, inverters and many more. Each of these components can fail, with variable impact on the energy yield of the PV system. This paper predicts the likelihood of component failure based on literature reports on failures. A stochastic model is used to estimate the energy loss in dependence of the maintenance scheme. It will be shown that a simple maintenance scheme of monthly checks is sufficient for ensuring a profitable operation of a PV system. Profitable operation is defined here as not having a performance loss higher than 5% compared with the predicted output, which is the order of financial return people would expect for their system.

2 Failure rates

It is unlikely that any technology will be fault free and PV is no exception. There are a number of reports of variable performance [3, 7–10] of smaller systems. It is difficult to obtain reliability data, especially as small systems are typically not monitored and there are no systematic analysis of existing systems beyond field trials and voluntarily submitted data. A summary of data used in this study and its sources is shown in Table 1. The shape of the

Table 1 Failure rates reported in the literature

<table>
<thead>
<tr>
<th>Component</th>
<th>PDF</th>
<th>Shape</th>
<th>Scale</th>
<th>Location</th>
<th>( \lambda \times 10^{-6} )</th>
<th>MTBF, h</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>breaker – AC</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>5.712</td>
<td>175 070</td>
<td>[11]</td>
</tr>
<tr>
<td></td>
<td>Weibull 3</td>
<td>0.35</td>
<td>264 000</td>
<td>93.6</td>
<td>n/a</td>
<td>n/a</td>
<td>[12]</td>
</tr>
<tr>
<td>breaker – DC</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.00024</td>
<td>4 166 666 667</td>
<td>[11]</td>
</tr>
<tr>
<td>connector/couple</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>5.712</td>
<td>175 070</td>
<td>[11]</td>
</tr>
<tr>
<td>differential breaker</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.313</td>
<td>3 194 888</td>
<td>[11]</td>
</tr>
<tr>
<td>diode – DC</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.034</td>
<td>2 941 176</td>
<td>[11]</td>
</tr>
<tr>
<td>fuses – AC</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.0152</td>
<td>65 789 474</td>
<td>[11]</td>
</tr>
<tr>
<td>fuses – DC</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.034</td>
<td>2 941 176</td>
<td>[11]</td>
</tr>
<tr>
<td>grid connection</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>inverter</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>junction box/row box</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>mountings</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>PV module</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>transformer 208 V/480 V</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
<tr>
<td>transformer 480 V/34.5 kV</td>
<td>exponential</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.2</td>
<td>5 000 000</td>
<td>[11]</td>
</tr>
</tbody>
</table>

PDF estimated based on one to two failures per lifetime

3 Simulation

A simulation tool has been developed that calculates times of failure for failure rates represented by exponential, normal and Weibull
and performance was simulated according to the state of the system and the meteorological data taken from our reference dataset, which was an hourly dataset generated with Meteonorm [17] and then repeated for each year. The overall yield was added for each time step and stored for the entire simulation period.

These are typical system configurations seen in today’s domestic market for the dominating system size (in terms of numbers) of 2–4 kWp system. Failure and maintenance parameters were adjusted to represent the following scenarios:

- No failures.
- No maintenance.
- Various scheduled maintenance.
- Regular simple system output check.
- Selected simulations repeated with module degradation.
- Selected simulations repeated with improved component reliability.

The assumption of a fixed time to repair for all components is a simplification. Some failures may only be transient in nature or have relatively small performance effects, which would result in these not being detected during normal, non-monitored operation. Similarly, the use of inappropriate sensors may result in slow mean times to detect a failure, which then also will result in an increased MTTR and thus increased avoidable losses.

4 Energy loss

It was checked that the simulation of various systems resulted in realistic energy production in terms of kWh/kWp to confirm the appropriateness of the simulation methodology. All simulation cases were tested and resulted in consistent yield figures, that is, the interconnection strategies were working well in the case of no failures being introduced. The different scenarios were then run repeatedly in a Monte-Carlo fashion and the energy generation trends were shown in forms of PDFs, as this would be the required for a risk or cost benefit analysis.

The energy output trends show the expected patterns:

- With no maintenance, annual energy output is rather low and the vast majority of systems will not deliver 25% of the energy yield as demonstrated in Fig. 5. This is largely driven by inverter failures, which are expected to last about half the system design time of 25 years. This means that, they should be replaced once during the system’s operation. Not replacing them will on average half the energy output. Other failures, typically less frequent, will increase the likelihood of systems to be non-operational or have production losses.
- With annual maintenance, the performance over its lifetime is around 80% of the failure-less performance (see Fig. 6). This is not an unusual result in systems with expected failures (e.g. inverter replacement mentioned above).

The fact that the lack of maintenance is performing worse than a system with maintenance appears self-evident. However, the energy losses in a maintenance-free system as shown in Fig. 6 are surprisingly drastic, which is due to the fact that any failure in our simulation will take out the entire string or indeed the entire system, that is, each failure has catastrophic effects on the performance. This is an overestimation as not all failures will cause a complete system outage. Unfortunately, this is the best that can be done with the failure data published. This apparent overestimation highlights the need for more up to date and more comprehensive data to be published. The main failure mode in the simulations discussed here was the grid connection, which depends on the quality of the grid and the way the grid failure is managed. The source of failure estimation is not as current as it could be, but not entirely unreasonable. The resulting MTBF of about 1 year is well in excess of what was observed in monitoring work carried out in the field.

PDFs in the framework outlined in Fig. 3. Provided there is a suitable equation for time of failure, minimal modifications would be required to account for other types of PDF. The equations for failure are given in Appendix.

A simulation based on [16] was written to calculate the energy yield of a PV system over its lifetime, as illustrated in Fig. 4. A Monte-Carlo simulation is carried out where for each time step the parameters are set from the main window.

Components are maintained or failures detected and repaired according to scheduled maintenance, MTTD and MTTR and performance was simulated according to the state of the system and the meteorological data taken from our reference dataset, which was an hourly dataset generated with Meteonorm [17] and then repeated for each year. The overall yield was added for each time step and stored for the entire simulation period.

These are typical system configurations seen in today’s domestic market for the dominating system size (in terms of numbers) of 2–4 kWp system. Failure and maintenance parameters were adjusted to represent the following scenarios:

- No failures.
- No maintenance.
- Various scheduled maintenance.
- Regular simple system output check.
- Selected simulations repeated with module degradation.
- Selected simulations repeated with improved component reliability.

The assumption of a fixed time to repair for all components is a simplification. Some failures may only be transient in nature or have relatively small performance effects, which would result in these not being detected during normal, non-monitored operation. Similarly, the use of inappropriate sensors may result in slow mean times to detect a failure, which then also will result in an increased MTTR and thus increased avoidable losses.

4 Energy loss

It was checked that the simulation of various systems resulted in realistic energy production in terms of kWh/kWp to confirm the appropriateness of the simulation methodology. All simulation cases were tested and resulted in consistent yield figures, that is, the interconnection strategies were working well in the case of no failures being introduced. The different scenarios were then run repeatedly in a Monte-Carlo fashion and the energy generation trends were shown in forms of PDFs, as this would be the required for a risk or cost benefit analysis.

The energy output trends show the expected patterns:

- With no maintenance, annual energy output is rather low and the vast majority of systems will not deliver 25% of the energy yield as demonstrated in Fig. 5. This is largely driven by inverter failures, which are expected to last about half the system design time of 25 years. This means that, they should be replaced once during the system’s operation. Not replacing them will on average half the energy output. Other failures, typically less frequent, will increase the likelihood of systems to be non-operational or have production losses.
- With annual maintenance, the performance over its lifetime is around 80% of the failure-less performance (see Fig. 6). This is not an unusual result in systems with expected failures (e.g. inverter replacement mentioned above).

The fact that the lack of maintenance is performing worse than a system with maintenance appears self-evident. However, the energy losses in a maintenance-free system as shown in Fig. 6 are surprisingly drastic, which is due to the fact that any failure in our simulation will take out the entire string or indeed the entire system, that is, each failure has catastrophic effects on the performance. This is an overestimation as not all failures will cause a complete system outage. Unfortunately, this is the best that can be done with the failure data published. This apparent overestimation highlights the need for more up to date and more comprehensive data to be published. The main failure mode in the simulations discussed here was the grid connection, which depends on the quality of the grid and the way the grid failure is managed. The source of failure estimation is not as current as it could be, but not entirely unreasonable. The resulting MTBF of about 1 year is well in excess of what was observed in monitoring work carried out in the field.
trials by Centre for Renewable Energy Systems Technology (CREST) in the last decade, where the systems showed several failures a year. The issues seen then, however, were largely down to the grid voltage overshooting. Inverters and protection equipment used in these trials were optimised for 220 V optimisation while the UK grid is closer to 240 V. Inverters cut out whenever the grid voltage reaches 250 V, which happened rather frequently. This has been taken into account and it is the author’s expectation that the grid connection side is much more robust nowadays. Unfortunately, no newer reference could be identified and thus the rather high failures are predicted. Ignoring this failure mode would still result in high failures as the power conditioning block of a system as a whole still is contributing to a number of failures.

The second biggest contribution here is the inverter. The failure rate of this was also estimated by Zini et al. [11]. It is heavily dependent on their underlying dataset and data published to date seems to be rather pessimistic. Modern inverters will be more reliable which will shift the entire distribution towards the higher lifetime energy production. The suggestion of MTBF in the order of 3 years appears to be rather low, but no contradicting data could be identified. Major inverter manufacturers mentioned that MTBF should be in the range of 30+ years nowadays, but no reference of observed field reliability has been found on this. Present guidance in the UK is that the inverter needs to be replaced once during the system lifetime, which would cut the energy yield of the unmonitored approach in half.

Component failures are fairly low, that is reliability of individual components is good. The combination as well as the number of components in a system make a failure during the lifetime rather likely but the main issues here will be sub-standard components being fitted or incorrect fitting, which is not easy to assess and all present information is too anecdotal to use in a scientific paper.

The no maintenance approach clearly is an extreme case and in times of a FIT not very likely. However, the calculations above clearly demonstrate the importance of at least some sort of ongoing quality assurance. The question to be investigated in the following is which granularity in the monitoring strategy is appropriate.

The model is then used to predict the energy losses due to different maintenance regimes. Maintenance is assumed to also include a repair of any fault identified. This clearly is an oversimplification because the key figure in this context is the MTTR, which is the sum of MTTD, mean-time-to-component-availability and mean-time-to-service; that is, it also depends on the likelihood to spot the failure which is not always instantaneous, the time it takes to order and to obtain a replacement part and the time it then requires to send out a service engineer to fix the problem. However, it is virtually impossible to obtain reliable data on these and thus it is assumed that maintenance also means spotting the problem and then fixing it in the same instant.

The maintenance intervals chosen were no maintenance, 5 yearly, annual, 6 monthly, monthly, daily (close monitoring) and no failures as a reference case. Systems with up to 30 modules were simulated with the combination of 5 × 1, 5 × 2, 5 × 5, 10 × 1, 10 × 2 and 10 × 3. The calculated lifetime energy yields are plotted in Fig. 7. The system lifetime was set at 25 years.

The simulations confirm that some basic maintenance is required for PV systems, which is not what is presently being sold to customers. Relying on a simple annual inspection only could result in a 20% energy loss on average. The loss can be reduced if the inspection interval is increased to monthly, where <5% of the energy could be lost. The close monitoring scenario delivers a near perfect yield, but that is to be expected given the simplifications in MTTR mentioned above.

The second indicator of the relevance of maintenance intervals is the width of the distribution. In terms of investment it is also relevant how wide the distributions in the performance profiles are, as this determines the risk margins. These are shown in Fig. 8 for a 10 × 3 system, but this is similar to other configurations. The width of the distribution is extremely wide for the no maintenance options, that is, there is a low probability of successful operation for the expected system lifetime. In the case of annual inspections, the full-width-half-maximum is <10%, which indicates that normally only a single failure occurs for the data used in these simulations. It also indicates that the performance risk is acceptable. Monthly maintenance would be guaranteeing successful system operation.

A preliminary investigation into the effects of improved component reliability was made by modestly increasing the inverter, transformer, AC and DC protection mean-time-between-failure (MTBF) and scale parameters. The results of this estimation are given in Fig. 9. Note, this was done subjectively and the improvements may not be achievable or affordable in reality. There was an increase in average yield of ~10% for both regimes tested compared with the original reliability values. As with the previous tests, annual

---

**Fig. 5** 10 × 3 system; distribution of relative total system yields – without any maintenance

**Fig. 6** 10 × 3 system; distribution of relative total system yields – annual maintenance

**Fig. 7** Average system lifetime yield for various maintenance regimes
systems, which are the most likely to suffer from poor quality assurance during their time of operation, are also the least likely to have any monitoring installed. In the UK, about 580,000 out of 600,000 systems in October 2014 fall into this category. The prediction of 20% energy loss for 6-monthly maintenance puts a lot of these at risk for not achieving their investment potential. The only slight measure of reassurance is that this paper uses some overestimations for failure rates of grid connection faults and inverter faults. The assumption of a 6-monthly maintenance is appropriate as the MTTR would be in the range of 6 months: MTBD would be on average 1.5 FIT reporting cycles and MTBF of 6 weeks would also appear reasonable. This would indicate an urgent need for quality assurance support for domestic system owners.
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8 Appendix

8.1 Exponential distribution

PDF

\[ f(t) = \frac{1}{\mu} e^{-t/\mu} \]  \hspace{2cm} (1)

Cumulative distribution function

\[ F(t) = 1 - e^{-t/\mu} \]  \hspace{2cm} (2)
Time of failure

\[ t = -\mu \ln(X) \] (3)

**8.2 Normal distribution**

PDF

\[ f(t) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(t-\mu)^2}{2\sigma^2}} \] (4)

Time of failure

\[ t = \sigma(Z - 6) + \mu \] (5)

**8.3 Weibull distribution**

PDF

\[ f(t) = \frac{\beta(t - \lambda)^{\beta-1}}{\eta} e^{-\left(\frac{t - \lambda}{\eta}\right)^{\beta}} \] (6)

Cumulative distribution function

\[ F(t) = 1 - e^{-\left(\frac{t - \lambda}{\eta}\right)^{\beta}} \] (7)

Time of failure

\[ t = \lambda + [-\ln(X)]^{1/\beta} \] (8)

where \( t \) is the time to failure, \( X \) is a random number, \( Z \) is the sum of 12 random numbers, \( \mu \) is the mean-time-to-failure (MTTF), \( \sigma \) is the standard deviation, \( \beta \) is the shape parameter, \( \eta \) is the scale parameter, \( \lambda \) is the location parameter.