Physical properties of graphene nano-devices

This item was submitted to Loughborough University's Institutional Repository by the/an author.

Additional Information:

- A Doctoral Thesis. Submitted in partial fulfilment of the requirements for the award of Doctor of Philosophy of Loughborough University.

Metadata Record: [https://dspace.lboro.ac.uk/2134/17993](https://dspace.lboro.ac.uk/2134/17993)

Publisher: © Romilly Djee Yin Hills

Rights: This work is made available according to the conditions of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) licence. Full details of this licence are available at: [https://creativecommons.org/licenses/by-nc-nd/4.0/](https://creativecommons.org/licenses/by-nc-nd/4.0/)

Please cite the published version.
Physical Properties of Graphene Nano-devices

By

Romilly Djee Yin Hills

Doctoral Thesis

Submitted in partial fulfillment of the requirements
for the award of
Doctor of Philosophy of Loughborough University

June 23, 2015
©Romilly Djee Yin Hills
Abstract

In this doctoral thesis the two dimensional material graphene has been studied in depth with particular respect to Zener tunnelling devices. From the hexagonal structure the Hamiltonian at a Dirac point was derived with the option of including an energy gap. This Hamiltonian was then used to obtain the tunnelling properties of various graphene nano-devices; the devices studied include Zener tunnelling potential barriers such as single and double graphene potential steps. A form of the Landauer formalism was obtained for graphene devices. Combined with the scattering properties of potential barriers the current and conductance was found for a wide range of graphene nano-devices. These results were then compared to recently obtained experimental results for graphene nanoribbons, showing many similarities between nanoribbons and infinite sheet graphene. The methods studied were then applied to materials which have been shown to possess three dimensional Dirac cones known as topological insulators. In the case of Cd$_3$As$_2$ the Dirac cone is asymmetrical with respect to the z direction, the effect of this asymmetry has been discussed with comparison to the symmetrical case.
Aims

• The initial aim of this thesis is to fully derive the fundamental electronic properties of graphene at an accessible level.

• The electronic properties will then be used to replicate existing graphene nano-devices, specifically diodes and transistors.

• Comparisons between the theoretical analysis and experimental results will be made.

• The analysis of graphene transistors will then be expanded, with the possibility of creating a new device.

• Using the methods highlighted by graphene the research may be expanded into three dimensional materials with a linear energy spectrum.
Novelty

In this doctoral thesis the existing analysis into graphene diodes has been expanded to include full current-voltage characteristics at non-zero temperatures. Using these methods a new device, the Zener barrier, is introduced and its defining properties are explored. The techniques highlighted by graphene research have then been applied to recently discovered topological insulators with three dimensional Dirac cones. The physical properties of diodes and transistors constructed from the new materials have been obtained for the first time. These properties are then modified with a scale factor to accurately simulate the Dirac cones from experimental results.
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Chapter 1

Introduction

Graphene is an allotope of carbon in the form of a single atomic layer of graphite. The term graphene was first used in 1962 [1] and is considered to be the first in a new range of two dimensional materials. The occurrence of two dimensional materials in nature was originally unknown due to thermal fluctuations which may destroy the structure [2, 3], until thin carbon films (including graphene) were extracted from graphite via mechanical exfoliation [4, 5]. The discrepancy between theoretical predictions and the discovery of graphene was later resolved as the two dimensional materials would experience microscopic corrugations in the third dimension [6, 7]. These corrugations, or ripples on the nanometre scale allow suspended graphene to be stable in three dimensional space despite the thermodynamic instabilities which do not allow two dimensional materials to exist in nature.

The structure of graphene is a two dimensional hexagonal lattice [8] and will be discussed mathematically in the following section. The interesting properties of graphene arise due to the way the carbon atoms are bonded. The carbon atom contains 6 protons and therefore 6 electrons. Two of these electrons are located in the 1s^2 orbital, which is too close to the nucleus to contribute to bonding. The remaining electrons are found in the 2s^2 and 2p^2 orbitals which are free to form covalent bonds. As only 3 conventional covalent bonds are formed in a hexagonal lattice, the spare electron causes sp^2 hybridisation which results in an out of plane π bond [9, 10]. The structure of graphene is responsible for its impressive physical properties such as a Young’s modulus of 1 TPa [11, 12], intrinsic strength of 130 Gpa [11], thermal conductivity of 2000–4000 W m\(^{-1}\) K\(^{-1}\) [13] and an intrinsic mobility of 2 x 10^5 cm^2 V\(^{-1}\) s\(^{-1}\) [14, 15].
1. Structure

This section explains the structure of graphene. The hexagonal structure of graphene can be constructed with two triangular lattices. Atoms in each of these lattices will be referred to as A or B depending on which triangular lattice they reside on. There are two orientations which are often used which are essentially a rotation, however depending on the situation one may be more convenient.

1.1.1 Zig-Zag Orientation

The first step to deriving the structure of the lattice is to define the inter-atomic distance $a = 0.142$ nm [16]. This quantity can then be used to find vectors that describe the locations of the next nearest atom. For zig-zag orientation the nearest neighbor vectors can be found to be [17]:

$$
\vec{d}_1 = a (1, 0), \quad \vec{d}_2 = \frac{a}{2} (-1, \sqrt{3}), \quad \vec{d}_3 = \frac{a}{2} (-1, -\sqrt{3})
$$

Using the nearest neighbor vectors the lattice vectors can be found. These lattice vectors are for the individual triangular lattices and show the locations of the other atoms on the same lattice. To show the full hexagonal lattice these lattice vectors should start from an A and a B atom. The lattice vectors in zig-zag orientation are [17]:

$$
\vec{a}_1 = \vec{d}_1 - \vec{d}_3 = \frac{a}{2} (3, \sqrt{3}), \quad \vec{a}_2 = \frac{a}{2} (3, -\sqrt{3})
$$

Figure 1.1: (a) The lattice vectors $\vec{a}_1, \vec{a}_2$, nearest neighbor vectors $\vec{d}_1, \vec{d}_2, \vec{d}_3$, unit cell, the carbon-carbon bond length $a = 0.142$ nm and the sub lattices A and B. (b) The Brillouin zone with reciprocal lattice vectors $\vec{b}_1, \vec{b}_2$, Dirac points $k_1, k_2$ and point $m$. 
The reciprocal lattice vectors are defined as:
\[
\vec{b}_1 = 2\pi \frac{\vec{a}_2 \times \vec{a}_z}{\vec{a}_1 \cdot \vec{a}_2 \times \vec{a}_z} \quad \vec{b}_2 = 2\pi \frac{\vec{a}_z \times \vec{a}_1}{\vec{a}_1 \cdot \vec{a}_2 \times \vec{a}_z}
\]
(1.3)
As graphene is two dimensional, the z components of \(\vec{a}_1\) and \(\vec{a}_2\) can be taken to be zero with \(\vec{a}_z\) as the z direction unit vector. With the definitions of \(\vec{a}_1\) and \(\vec{a}_2\) the reciprocal lattice vectors become [17]:
\[
\vec{b}_1 = \frac{2\pi}{3a} (1, \sqrt{3}) \quad \vec{b}_2 = \frac{2\pi}{3a} (1, -\sqrt{3})
\]
(1.4)
In later sections the points where the valance and conduction bands meet will be studied, these are known as Dirac points. The locations of the Dirac points \(k_1, k_2\) are at the corners of the Brillouin zone. Due to the symmetry of graphene only two Dirac points need to be found. Using the reciprocal lattice vectors and the half way point \(m\):
\[
|m| = \frac{\left|\vec{b}_1\right|}{2} \quad |\vec{b}_1| = \sqrt{\left(\frac{2\pi}{3a}\right)^2 + \left(\frac{2\pi\sqrt{3}}{3a}\right)^2} = \frac{4\pi}{3a}
\]
(1.5)
the Dirac points can be found.
\[
k_1 = \left(0, \sqrt{\frac{2\pi}{3a}} + \frac{2\pi}{3a\sqrt{3}}\right) = \left(0, \frac{4\pi}{3\sqrt{3}a}\right)
\]
(1.6)
\[
k_2 = \left(|m|, \frac{|m|}{\sin(\pi/3)} \sin(\pi/6)\right) = \left(\frac{2\pi}{3a}, \frac{2\pi}{3a\sqrt{3}}\right)
\]
(1.7)
The unit cell and all previously derived vectors for graphene have been included in Figure 1.1.

1.1.2 Armchair Orientation

The same calculations can then be made to find the vectors for armchair orientation, this is a rotation of 30°, which can be useful as the y component of \(\vec{a}_4\) becomes zero. The nearest neighbor vectors in this rotation are then [18]:
\[
\vec{a}_4 = a (0, -1) \quad \vec{a}_5 = \frac{a}{2} (\sqrt{3}, 1) \quad \vec{a}_6 = \frac{1}{2} \left(-\sqrt{3}, 1\right)
\]
(1.8)
with lattice vectors:
\[
\vec{a}_3 = \frac{a}{2} (\sqrt{3}, 3) \quad \vec{a}_4 = a\sqrt{3} (1, 0)
\]
(1.9)
reciprocal lattice vectors:
\[
\vec{b}_3 = \frac{4\pi}{3a} (0, 1) \quad \vec{b}_4 = \frac{2\pi}{3a} (\sqrt{3}, 1)
\]
(1.10)
and Dirac points:
\[
k_3 = \frac{2\pi}{3a} \left(\frac{1}{\sqrt{3}}, 1\right) \quad k_4 = \frac{4\pi}{3\sqrt{3}a} (1, 0)
\]
(1.11)
The unit cell and all other vectors for armchair graphene are shown in Figure 1.2.
Figure 1.2: (a) The lattice vectors $\vec{a}_3, \vec{a}_4$, nearest neighbor vectors $\vec{d}_4, \vec{d}_5, \vec{d}_6$, unit cell, the carbon-carbon bond length $a = 0.142$ nm and the sub lattices A and B. (b) The Brillouin zone with reciprocal lattice vectors $\vec{b}_3, \vec{b}_4$, Dirac points $k_3, k_4$ and the mid point $m$.

1.2 Tight Binding Approximation

The tight binding approximation will reveal the full energy spectrum for the graphene hexagonal lattice. This is done by assigning each electron a Bloch wave-function and allowing it to hop to other atoms in the lattice. Other atoms are located using the lattice and neighbor vectors from Section 1.1. In this section vectors for the zig-zag orientation will be used as shown in Figure 1.3 and derived in Section 1.1.1. Depending on the range of hopping allowed; the accuracy of this approximation will increase.

1.2.1 Nearest Neighbor Only

Here only nearest neighbor hopping will be considered. This condition only allows hopping from A sites to B sites and vice versa. The Bloch wave-function [19] is defined as:

$$\psi_k (\vec{r}) = \sum_{\vec{R}} e^{i\vec{k} \cdot \vec{R}} \left( b_a \varphi_a \left( \vec{r} + \vec{R} \right) + b_b \varphi_b \left( \vec{r} + \vec{R} \right) \right)$$  \hspace{1cm} (1.13)

Due to the symmetry of the graphene lattice all the wave-functions will be equivalent, however the interaction from a B site electron to an A site atom will be shifted by some vector $\vec{d}_1$, thus for an A site atom the wave-functions for an electron on the A lattice and B lattice can be defined as:

$$\varphi_a (\vec{r}) \equiv \varphi \left( \vec{r} \right) \quad \varphi_b (\vec{r}) \equiv \varphi \left( \vec{r} + \vec{d}_1 \right)$$  \hspace{1cm} (1.14)
Figure 1.3: The graphene structure used for the tight binding approximation. The nearest neighbor vectors $\vec{d}_{1,2,3}$ and lattice vectors $\vec{a}_{1,2}$ have been included as defined in Section 1.1.1. The radius for nearest neighbor and second nearest neighbor hopping is shown centered at an A site atom.

The opposite will be true for a B site atom. For a B site atom the wave-functions for electrons from each lattice are defined as:

\[ \varphi_b(\vec{r}) \equiv \varphi(\vec{r}) \quad \varphi_a(\vec{r}) \equiv \varphi(\vec{r} - \vec{d}_1) \]  

(1.15)

The Schrödinger equation can take the form:

\[ \langle \varphi_{a,b} | \hat{H} | \psi_k \rangle = \varepsilon_k \langle \varphi_{a,b} | \psi_k \rangle \]  

(1.16)

\[ \langle \varphi_{a,b} | (\hat{H}_{\text{atomic}} + \Delta u) | \psi_k \rangle = E \langle \varphi_{a,b} | \psi_k \rangle + \langle \varphi_{a,b} | \Delta u | \psi_k \rangle \]  

(1.17)

Here the Schrödinger equation has been split into the atomic component and an external potential; $\varepsilon_k$ is the energy of the whole system, $E$ is the energy of the atomic $p_z$ orbital electron and $\Delta u$ is an external potential. With this definition of the Schrödinger equation and the previous definitions for electrons at A and B sites, the bra-kets can be evaluated, so for an A site:

\[ \langle \varphi_a | \psi_k \rangle = \sum_{\vec{R}} e^{i \vec{k} \cdot \vec{R}} \left( b_a \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{R}) d\vec{r} + b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{R} + \vec{d}_1) d\vec{r} \right) \]  

(1.18)

Then for nearest neighbor atoms the vector $\vec{R}$ can only be:

\[ \vec{R} = 0, -\vec{a}_1, -\vec{a}_2 \]  

(1.19)

Similarly for a B site:

\[ \langle \varphi_b | \psi_k \rangle = \sum_{\vec{R}} e^{i \vec{k} \cdot \vec{R}} \left( b_a \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{R} - \vec{d}_1) d\vec{r} + b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{R}) d\vec{r} \right) \]  

(1.20)
and the vector $\vec{R}$:

$$\vec{R} = 0, \vec{a}_1, \vec{a}_2$$  \hfill (1.21)

Evaluating the sums and removing any terms which didn’t reach atoms:

$$\langle \varphi_b | \psi_k \rangle = b_a \int \varphi^* (\vec{r}) \varphi (\vec{r}) \, d\vec{r} + b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{d}_1) \, d\vec{r}$$  \hfill (1.22) 
$$+ e^{-i\vec{k} \vec{a}_1} b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{d}_3) \, d\vec{r} + e^{-i\vec{k} \vec{a}_2} b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{d}_2) \, d\vec{r}$$  \hfill (1.23) 

$$\langle \varphi_a | \psi_k \rangle = b_a \int \varphi^* (\vec{r}) \varphi (\vec{r} - \vec{d}_1) \, d\vec{r} + b_b \int \varphi^* (\vec{r}) \varphi (\vec{r}) \, d\vec{r}$$  \hfill (1.24) 
$$+ e^{i\vec{k} \vec{a}_1} b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} - \vec{d}_3) \, d\vec{r} + e^{i\vec{k} \vec{a}_2} b_b \int \varphi^* (\vec{r}) \varphi (\vec{r} - \vec{d}_2) \, d\vec{r}$$  \hfill (1.25)

As the graphene sheet is symmetrical, the probability of an electron hopping from an A site to a B site will be the same as an electron hopping from a B site to an A site, this probability will be defined as:

$$\int \varphi^* (\vec{r}) \varphi (\vec{r} - \vec{d}_{1,2,3}) \, d\vec{r} = \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{d}_{1,2,3}) \, d\vec{r} \equiv \alpha$$  \hfill (1.26)

As $\int \varphi^* (\vec{r}) \varphi (\vec{r}) \, d\vec{r}$ must be equal to one from normalisation the bra-kets for A and B sites become:

$$\langle \varphi_a | \psi_k \rangle = b_a + b_b \alpha \left(1 + e^{-i\vec{k} \vec{a}_1} + e^{-i\vec{k} \vec{a}_2}\right)$$  \hfill (1.27) 
$$\langle \varphi_b | \psi_k \rangle = b_b + b_a \alpha \left(1 + e^{i\vec{k} \vec{a}_1} + e^{i\vec{k} \vec{a}_2}\right)$$  \hfill (1.28)

The same method can be applied to $\langle \varphi_{a,b} | \Delta u | \psi_k \rangle$ with the definitions:

$$\beta \equiv \int \varphi^* (\vec{r}) \Delta u (\vec{r}) \varphi (\vec{r}) \, d\vec{r} \quad \tau \equiv \int \varphi^* (\vec{r}) \Delta u (\vec{r}) \varphi (\vec{r} + \vec{d}_{1,2,3}) \, d\vec{r}$$  \hfill (1.29)

Which results in:

$$\langle \varphi_a | \Delta u | \psi_k \rangle = b_a \beta + b_b \tau \left(1 + e^{-i\vec{k} \vec{a}_1} + e^{-i\vec{k} \vec{a}_2}\right)$$  \hfill (1.30) 
$$\langle \varphi_b | \Delta u | \psi_k \rangle = b_b \beta + b_a \tau \left(1 + e^{i\vec{k} \vec{a}_1} + e^{i\vec{k} \vec{a}_2}\right)$$  \hfill (1.31)

The previously derived values of $\vec{a}_1, \vec{a}_2$ can be used to define $f (\vec{k})$ as:

$$f (\vec{k}) \equiv 1 + e^{-i\vec{k} \vec{a}_1} + e^{-i\vec{k} \vec{a}_2} = 1 + 2e^{-i(\frac{3\alpha k_y}{2})} \cos \left(\frac{\sqrt{3} \alpha k_y}{2}\right)$$  \hfill (1.32)

With the bra-kets evaluated the total energy of the system $\varepsilon_k \langle \varphi_{a,b} | \psi_k \rangle = E \langle \varphi_{a,b} | \psi_k \rangle + \langle \varphi_{a,b} | \Delta u | \psi_k \rangle$ can be written as:

$$b_a (\varepsilon_k - E + \beta) + b_b f (\vec{k}) ((\varepsilon_k - E) \alpha + \tau) = 0$$  \hfill (1.33) 
$$b_b (\varepsilon_k - E + \beta) + b_a f^* (\vec{k}) ((\varepsilon_k - E) \alpha + \tau) = 0$$  \hfill (1.34)
Since $\Delta u (\vec{r})$ will be large at $\vec{r} + \vec{d}_1$, it can be assumed that $\varphi (\vec{r} + \vec{d}_1) \ll \Delta u (\vec{r}) \varphi (\vec{r} + \vec{d}_1)$ and therefore $\alpha \ll t$ and $\alpha = 0$. These simultaneous equations can then be written in matrix form:

$$
\begin{bmatrix}
\varepsilon_k - E + \beta & t f (\vec{k}) \\
t f^* (\vec{k}) & \varepsilon_k - E + \beta
\end{bmatrix}
\begin{bmatrix}
b_a \\
b_b
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
$$

(1.35)

The quantities $E$ and $\beta$ have no dependence on $\vec{k}$ therefore these values will only shift the spectrum and can be set to zero. The energy eigenvalues of this matrix can then be found:

$$
\hat{H} =
\begin{bmatrix}
\varepsilon_k & t f (\vec{k}) \\
t f^* (\vec{k}) & \varepsilon_k
\end{bmatrix}
\quad \text{det} (\hat{H}) = 0
$$

(1.36)

Showing the full symmetrical energy spectrum from the nearest neighbor only tight binding approximation:

$$
\varepsilon_{\pm} (\vec{k}) = \pm t |f (\vec{k})|
$$

(1.37)

A plot of Equation (1.37) can be seen in Figure 1.4. The value of $t$ is the hopping energy and $|f (\vec{k})|$ can be evaluated as [16, 20]:

$$
|f (\vec{k})| = \sqrt{3 + 2 \cos (\sqrt{3}ak_y) + 4 \cos \left(\frac{3}{2}ak_x\right) \cos \left(\frac{\sqrt{3}}{2}ak_y\right)}
$$

(1.38)

Figure 1.4: A three dimensional plot of the full energy spectrum for a hexagonal graphene sheet from Equation (1.38). This plot clearly shows the Dirac points located at the corners of the Brillouin zone.
1.2.2 Second Nearest Neighbor

To include second nearest neighbor hopping the method is similar and can be taken to be the same until Equation (1.18). The vector $\vec{R}$ must then be expanded to include the next A lattice atoms and becomes:

$$ \vec{R} = 0, \vec{a}_1, -\vec{a}_1, -\vec{a}_2, \vec{a}_1 - \vec{a}_2, \vec{a}_2 - \vec{a}_2 $$  \hspace{1cm} (1.39)

Evaluating the sum in Equation (1.18) with the new vector $\vec{R}$:

$$ \langle \varphi_a | \psi_k \rangle = b_a + b_b \alpha f \left( \vec{k} \right) + b_a \alpha_2 \left( e^{i\vec{k} \cdot \vec{a}_1} + e^{i\vec{k} \cdot \vec{a}_2} + e^{-i\vec{k} \cdot \vec{a}_1} + e^{-i\vec{k} \cdot \vec{a}_2} + e^{i\vec{k} \cdot (\vec{a}_1 - \vec{a}_2)} + e^{i\vec{k} \cdot (\vec{a}_2 - \vec{a}_1)} \right) $$  \hspace{1cm} (1.40)

$$ = b_a + b_b \alpha f \left( \vec{k} \right) + 2b_a \alpha_2 \left( \cos \left( \vec{k} \cdot \vec{a}_1 \right) + \cos \left( \vec{k} \cdot \vec{a}_2 \right) + \cos \left( \vec{k} \cdot \vec{a}_1 - \vec{k} \cdot \vec{a}_2 \right) \right) $$  \hspace{1cm} (1.41)

$$ = b_a + b_b \alpha f \left( \vec{k} \right) + b_a \alpha_2 g \left( \vec{k} \right) $$  \hspace{1cm} (1.42)

Where $g \left( \vec{k} \right)$ has been defined as:

$$ g \left( \vec{k} \right) = 2 \left( \cos \left( \vec{k} \cdot \vec{a}_1 \right) + \cos \left( \vec{k} \cdot \vec{a}_2 \right) + \cos \left( \vec{k} \cdot \vec{a}_1 - \vec{k} \cdot \vec{a}_2 \right) \right) $$  \hspace{1cm} (1.43)

$$ = 2 \cos \left( \sqrt{3}ak_y \right) + 4 \cos \left( \frac{3}{2}ak_x \right) \cos \left( \frac{\sqrt{3}}{2}ak_y \right) $$  \hspace{1cm} (1.44)

and:

$$ \alpha_2 = \int \varphi^* (\vec{r}) \varphi (\vec{r} + \vec{a}_{1,2}) d\vec{r} $$  \hspace{1cm} (1.45)

Then with Equation (1.20), the new vector $\vec{R}$ centered at a B site will find all second nearest neighbors and therefore is the same as the A site, so evaluating the sum:

$$ \langle \varphi_b | \psi_k \rangle = b_b + b_a \alpha f^* \left( \vec{k} \right) + b_b \alpha_2 g \left( \vec{k} \right) $$  \hspace{1cm} (1.46)

Then evaluating $\langle \varphi_{a,b} | \Delta u | \psi_k \rangle$:

$$ \langle \varphi_a | \Delta u | \psi_k \rangle = b_a \beta + b_a t f \left( \vec{k} \right) + b_a t' g \left( \vec{k} \right) $$  \hspace{1cm} (1.47)

$$ \langle \varphi_b | \Delta u | \psi_k \rangle = b_b \beta + b_a t f^* \left( \vec{k} \right) + b_b t' g \left( \vec{k} \right) $$  \hspace{1cm} (1.48)

with the definition:

$$ t' \equiv \int \varphi^* (\vec{r}) \Delta u (\vec{r}) \varphi (\vec{r} + \vec{a}_{1,2}) d\vec{r} $$  \hspace{1cm} (1.49)
The total energy of the system, including hopping from second nearest neighbors can now be written as a set of simultaneous equations:

\[
b_a \left( \varepsilon_k + \varepsilon_k \alpha_2 g \left( \vec{k} \right) - E - \alpha_2 g \left( \vec{k} \right) - \beta - t' g \left( \vec{k} \right) \right) + b_b f \left( \vec{k} \right) \left( \varepsilon_k \alpha - E \alpha - t \right) = 0 \tag{1.50}
\]

\[
b_a f^* \left( \vec{k} \right) \left( \varepsilon_k \alpha - E \alpha - t \right) + b_b \left( \varepsilon_k + \varepsilon_k \alpha_2 g \left( \vec{k} \right) - E - \alpha_2 g \left( \vec{k} \right) - \beta - t' g \left( \vec{k} \right) \right) = 0 \tag{1.51}
\]

Due to similar conditions as the nearest neighbor only case; \( \alpha = 0, \alpha_2 = 0, E = 0, \beta = 0. \)

In matrix form these equations become:

\[
\hat{H} = \begin{bmatrix}
-\varepsilon_k + t' g \left( \vec{k} \right) & t f \left( \vec{k} \right) \\
t f^* \left( \vec{k} \right) & -\varepsilon_k + t' g \left( \vec{k} \right)
\end{bmatrix}
\]

\[\det \left( \hat{H} \right) = 0 \tag{1.52}\]

Which produces the eigenvalue:

\[
\varepsilon_{\pm} \left( \vec{k} \right) = t' g \left( \vec{k} \right) \pm t \sqrt{3 + g \left( \vec{k} \right)} \tag{1.53}\]

A plot of this energy spectrum can be seen in Figure 1.5. This plot shows the energy spectrum has become asymmetrical around the Fermi level \([17]\), however maintains the Dirac points at the corners of the Brillouin zone.

Figure 1.5: A three dimensional plot of the full energy spectrum for a hexagonal graphene sheet from Equation (1.53) including second nearest neighbor hopping. The inclusion of the second nearest neighbor hopping breaks the symmetry for electrons and holes.

### 1.3 Hamiltonian

A two variable Taylor expansion around a Dirac point will produce the Hamiltonian for quasiparticles at a Dirac point. This is done by first setting \( \vec{k} \rightarrow \vec{k}_2 + \vec{j} \), where \( \vec{k}_2 \) was derived in Section 1.1.1. With this adjustment the momentum becomes:

\[
\vec{k} = \left( \frac{2\pi}{3a} + j_x, \frac{2\pi}{3\sqrt{3}a} + j_y \right) \tag{1.54}
\]
The full energy spectrum from Section 1.2.1 becomes:

$$f (\vec{k}) = 1 + 2e^{-i\left(\frac{3\pi}{2}(k_x + j_x)\right)} \cos \left(\frac{\sqrt{3}a}{2} (k_y + j_y)\right) \tag{1.55}$$

$$= 1 + 2e^{-i\left(\frac{3\pi}{2}j_x\right)} \cos \left(\frac{2\pi}{3} + \frac{\sqrt{3}a}{2}j_y\right) \tag{1.56}$$

$$= 1 + e^{-i\frac{3a}{2}j_x} \left(\cos \left(\frac{\sqrt{3}a}{2}j_y\right) - \sqrt{3} \sin \left(\frac{\sqrt{3}a}{2}j_y\right)\right) \tag{1.57}$$

By performing a two variable Taylor expansion around the point \((k_x, k_y)\) an approximation of \(f(\vec{k})\) and \(f^*(\vec{k})\) can be made around the region of a Dirac point. The first order, two variable Taylor expansion around point \(a, b\) is defined as:

$$f (x, y) = f (a, b) + (x - a) f'_x (a, b) + (y - b) f'_y (a, b) \tag{1.58}$$

Applying this to \(f (k_x, k_y)\) produces:

$$f (k_x, k_y) = f (j_x, j_y) + (k_x - j_x) f'_x (j_x, j_y) + (k_y - j_y) f'_y (j_x, j_y) \tag{1.59}$$

$$f'_x (j_x, j_y) = -i \frac{3a}{2} e^{-i\frac{3a}{2}j_x} \left(\cos \left(\frac{\sqrt{3}a}{2}j_y\right) - \sqrt{3} \sin \left(\frac{\sqrt{3}a}{2}j_y\right)\right) \tag{1.60}$$

$$f'_y (j_x, j_y) = e^{-i\frac{3a}{2}j_x} \left(-\frac{\sqrt{3}a}{2} \sin \left(\frac{\sqrt{3}a}{2}j_y\right) - \frac{3a}{2} \cos \left(\frac{\sqrt{3}a}{2}j_y\right)\right) \tag{1.61}$$

Setting \(j = 0\) centers the expansion around a Dirac point; \(f(\vec{k})\) and \(f^*(\vec{k})\) become:

$$f (k_x, k_y) = -i \frac{3a}{2} k_x - \frac{3a}{2} k_y \quad f^*(k_x, k_y) = i \frac{3a}{2} k_x - \frac{3a}{2} k_y \tag{1.62}$$

These can then be substituted into the whole spectrum to find the Hamiltonian at a Dirac point.

$$\hat{H} = \begin{bmatrix} \varepsilon_k & t \left(i \frac{3a}{2} k_x - \frac{3a}{2} k_y\right) \\ t \left(i \frac{3a}{2} k_x - \frac{3a}{2} k_y\right) & \varepsilon_k \end{bmatrix} \tag{1.63}$$

\(\varepsilon_k\) can be set to zero to center the spectrum at the Fermi level. The result here is produced from the vectors in Section 1.1.1, in order to obtain the result for the 2x2 Hamiltonian in [21, 22] different rotations of the lattice vectors are needed. The standard graphene Hamiltonian is given as:

$$\hat{H} = v_f \sigma_x \cdot \vec{p} + \sigma_z m \quad v_f = \frac{3at}{2\hbar} = \frac{c}{300} \quad \vec{p} = -i\hbar \nabla \quad m = m_0 v_f^2 \tag{1.64}$$

Where \(a = 0.142 \text{ nm} [16]\), the hopping energy \(t = 2.8 \text{ eV} [17]\), \(m_0\) is a mass term [23] and \(c\) is the speed of light in a vacuum. The Hamiltonian can be expanded into matrix form using the Pauli matrices:

$$\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \quad \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix} \quad \sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \tag{1.65}$$
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and the definition of momentum operator to produce:

\[
\hat{H} = \begin{bmatrix}
m & -\hbar v_f \left(i \frac{\partial}{\partial x} + \frac{\partial}{\partial y}\right) \\
-\hbar v_f \left(i \frac{\partial}{\partial x} - \frac{\partial}{\partial y}\right) & -m
\end{bmatrix}
\]  \hspace{1cm} (1.66)

By using a different Dirac point, known as a \(k'\) point instead of Equation (1.54) the two by two Hamiltonian for the \(k'\) point can also be found. The two sets of simultaneous equations can then be combined to form the four by four Hamiltonian:

\[
\hat{H} = \hbar v_f \begin{bmatrix}
m/\hbar v_f & k_x + ik_y & 0 & 0 \\
k_x - ik_y & -m/\hbar v_f & 0 & 0 \\
0 & 0 & -m/\hbar v_f & -k_x - ik_y \\
0 & 0 & -k_x + ik_y & m/\hbar v_f
\end{bmatrix}
\]  \hspace{1cm} (1.67)

This matrix is directly comparable to the Hamiltonian derived from gamma matrices for the Dirac equation or inverted band structure heterojunctions [24]. This combined with the near relativistic Fermi velocity makes graphene an ideal candidate for use with the Dirac equation for relativistic particles. However since the non-zero sub matrices are essentially negatives of each other, for simplicity the two by two Hamiltonian is often used. If results for the four by four Hamiltonian are required they are easily obtained from the two by two Hamiltonian.

1.4 Dispersion relation at Dirac points

By finding the eigenvalue of the graphene Hamiltonian, the dispersion relation for graphene at a Dirac point can be found.

\[
det \left(\hat{H} - E\right) = 0 \quad E = \pm \sqrt{\hbar^2 v_f^2 \left(k_x^2 + k_y^2\right) + m^2}
\]  \hspace{1cm} (1.68)

This produces a Dirac cone when \(m = 0\) [8, 18] showing the conduction and valance band touching at a Dirac point. The energy spectrum with a mass term [9, 23, 22, 18] becomes parabolic with a gap between the conduction and valance band equivalent to \(2m\). This gap may be formed in zig-zag type nanoribbons [17], the application of strain [25], by interaction with a substrate and by transverse electric field [23] in situations when inversion symmetry is broken.

1.5 Wave-functions

The eigenvectors of the matrix Hamiltonian in Equation (1.64) can be used as the wave-functions for quasiparticles in graphene. In this section two types of wave-function will
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(a) \( m = 0 \)

(b) \( m \neq 0 \)

Figure 1.6: The energy momentum relation near a Dirac point from Equation (1.68). In (a) the gapless spectrum shows a Dirac cone with the energy bands touching at a Dirac point. In (b) graphene has a parabolic energy spectrum with an energy gap of \( 2m \) between the energy bands.

be derived. The oscillatory type wave-function is of the form of a plane wave and is useful for finding the properties of scattering devices. The other type of wave-function derived here is of the form of exponential growth or decay. These wave-functions are useful for finding localised states, where the particle is restricted to a specific region.

1.5.1 Oscillatory

By applying the Hamiltonian to the Dirac equation wave-functions can be found for an infinite graphene sheet. With a potential and an energy gap the time independent Dirac equation takes the form:

\[
\begin{bmatrix}
V - E + m & v_f (\hat{p}_x + i\hat{p}_y) \\
v_f (\hat{p}_x - i\hat{p}_y) & V - E - m
\end{bmatrix}
\begin{bmatrix}
\psi_a \\
\psi_b
\end{bmatrix} = 0 \quad (1.69)
\]

To find non-trivial solutions, this can then be split into a system of simultaneous equations:

\[
(V - E + m) \psi_a + v_f (\hat{p}_x + i\hat{p}_y) \psi_b = 0 \quad (1.70)
\]

\[
(V - E - m) \psi_b + v_f (\hat{p}_x - i\hat{p}_y) \psi_a = 0 \quad (1.71)
\]

By making \( \psi_b \) the subject of Equation (1.71), Equation (1.70) can take the form:

\[
\frac{(E - V)^2 - m^2}{\hbar^2 v_f^2} \psi_a = \left(- \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2}\right) \psi_a \quad (1.72)
\]

Since \( V = V(x) \) and is independent of \( y \), one can look for separable solutions \( \psi_a(x, y) = f(x)g(y) \). Equation (1.72) then becomes:

\[
\frac{1}{g(y)} \frac{d^2}{dy^2} g(y) = -\frac{(E - V)^2 - m^2}{\hbar^2 v_f^2} - \frac{1}{f(x)} \frac{d^2}{dx^2} f(x) \quad (1.73)
\]
Looking for plane wave solutions \( g(y) \sim e^{ik_y y} \) gives

\[
q^2 f(x) = -\frac{d^2}{dx^2} f(x)
\]

(1.74)

with the definition:

\[
q^2 = \frac{(E - V)^2 - m^2}{\hbar^2 v_f^2} - k_y^2
\]

(1.75)

A suitable solution of this equation produces the wave-function component:

\[
\psi_a(x, y) = (a_1 e^{iqx} + a_2 e^{-iqx}) e^{ik_y y}
\]

(1.76)

Using the value for \( \psi_a \), the wave-function component \( \psi_b \) can be found with Equation (1.71):

\[
\psi_b = \frac{\hbar v_f}{E - V + m} \left( -i \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) (a_1 e^{iqx} + a_2 e^{-iqx}) e^{ik_y y}
\]

(1.77)

Evaluating this with:

\[
q = |\vec{q}| \cos(\theta) \quad k_y = |\vec{q}| \sin(\theta) \quad |\vec{q}| = \sqrt{q^2 + k_y^2} = \sqrt{\frac{(E - V)^2 - m^2}{\hbar^2 v_f^2}}
\]

(1.78)

Results in the final form of the wave-function component:

\[
\psi_b = \alpha \left( a_1 e^{iqx+i\theta} - a_2 e^{-iqx-i\theta} \right) e^{ik_y y}
\]

(1.79)

Where constants have been grouped so that:

\[
\alpha = \frac{\sqrt{(E - V)^2 - m^2}}{E - V + m}
\]

(1.80)

Finally with normalisation the wave-functions for graphene with an energy gap and a potential can be stated to be:

\[
\psi(x, y) = c_n e^{ik_y y} \begin{bmatrix} e^{iqx} & e^{-iqx} \\ \alpha e^{iqx+i\theta} & -\alpha e^{-iqx-i\theta} \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}
\]

(1.81)

where the normalisation constants have been grouped so that \( c_n = 1/\sqrt{1 + \alpha^2} \). Removing the energy gap from this wave-function produces the known wave-functions for a graphene sheet in [26]. The validity of these wave-functions can then be tested by inserting them into the time independent Dirac equation.

\[
\hat{H} \psi = E \psi
\]

(1.82)

\[
(V - E + m) \left( a_1 e^{iqx} + a_2 e^{-iqx} \right) e^{ik_y y} - \hbar v_f \left( i \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \alpha \left( a_1 e^{iqx+i\theta} - a_2 e^{-iqx-i\theta} \right) e^{ik_y y} = 0
\]

(1.83)
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Figure 1.7: Example plots of wave-function against spatial direction from Equation (1.81). Here oscillatory wave-functions are shown where the blue curves are the real component and the red curves are the imaginary component. The $\psi_a$ component of the graphene wave-function is shown in (a) and the $\psi_b$ component is shown in (b).

\[
(V - E - m) \alpha \left( a_1 e^{iqx+iq} - a_2 e^{-iqx-iq} \right) e^{ik_yy} - \hbar v_f \left( i \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \right) \left( a_1 e^{iqx} + a_2 e^{-iqx} \right) e^{ik_yy} = 0 \tag{1.84}
\]

Evaluating Equation (1.83) and expressing $\theta$ in terms of $q$ and $k_y$:

\[
(V - E + m) \left( a_1 e^{iqx} + a_2 e^{-iqx} \right) e^{ik_yy} + \frac{\hbar v_f \alpha}{q} \left( q^2 + k_y^2 \right) \left( a_1 e^{iqx} + a_2 e^{-iqx} \right) e^{ik_yy} = 0 \tag{1.85}
\]

Which simplifies to:

\[
- (E - V)^2 + m^2 + (E - V)^2 - m^2 = 0 \tag{1.86}
\]

Therefore this part satisfies the Dirac equation. The same can now be done to Equation (1.84).

\[
\hbar v_f \left( - (q + ik_y) a_1 e^{iqx} + (q - ik_y) a_2 e^{-iqx} \right) e^{ik_yy} + \hbar v_f \left( (q + ik_y) a_1 e^{iqx} - (q - ik_y) a_2 e^{-iqx} \right) e^{ik_yy} = 0 \tag{1.87}
\]

Hence these wave-functions satisfy the Dirac equation and can be used in the further analysis of graphene systems. These wave-functions have been plotted with respect to the $x$ direction in Figure 1.7. This plot shows the oscillatory form of the wave-function and the $\psi_b$ component is shifted by the phase change $\theta$.

1.5.2 Growth and Decay

Here wave-functions which display exponential growth and decay are found. These will be useful for calculating bound states. By requiring that $\psi_a$ is of the form:

\[
\psi_a = (a_1 e^{g_2x} + a_2 e^{-g_2x}) e^{ik_yy} \tag{1.89}
\]
\( \psi_b \) can be found from the graphene Hamiltonian.

\[
\psi_b = \frac{\hbar v_f}{V - E - m} \left( i \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \right) \psi_a
\]  

Evaluating this shows:

\[
\psi_b = i \left( a_1 \alpha_+ e^{q_d x} - a_2 \alpha_- e^{-q_d x} \right) e^{ik y}
\]  

With the group of constants defined as:

\[
\alpha_\pm = \frac{\hbar v_f}{V - E - m} (q_d \pm k_y)
\]  

The wave-functions should then be inserted into the Dirac equation to check validity.

\[
\hat{H} \psi = E \psi
\]  

\[
\begin{bmatrix}
V - E + m & -\hbar v_f \left( i \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right)
\hbar v_f \left( i \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \right) & V - E - m
\end{bmatrix}
\begin{bmatrix}
a_1 e^{q_d x} + a_2 e^{-q_d x}
i (\alpha_- a_1 e^{q_d x} - \alpha_+ a_2 e^{-q_d x})
\end{bmatrix} e^{ik y} = 0
\]  

This provides the two equations:

\[
(V - E + m) (a_1 e^{q_d x} + a_2 e^{-q_d x}) e^{ik y}
\]  

\[
-\hbar v_f \left( i \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) (\alpha_- a_1 e^{q_d x} - \alpha_+ a_2 e^{-q_d x}) e^{ik y} = 0
\]  

\[
-\hbar v_f \left( i \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \right) (a_1 e^{q_d x} + a_2 e^{-q_d x}) e^{ik y}
\]  

\[
i (V - E - m) (\alpha_- a_1 e^{q_d x} - \alpha_+ a_2 e^{-q_d x}) e^{ik y} = 0
\]  

Which show that:

\[
q_d = \sqrt{\frac{k_y^2}{\hbar^2 v_f^2} - \frac{(E - V)^2 + m^2}{\hbar^2 v_f^2}}
\]  

With this value of \( q_d \) the wave-functions satisfy the Dirac equation so the wave-functions can finally take the form:

\[
\psi = e^{ik y}
\begin{bmatrix}
e^{q_d x} & e^{-q_d x}
i \alpha_- e^{q_d x} & -i \alpha_+ e^{-q_d x}
\end{bmatrix}
\begin{bmatrix}
a_1 
a_2
\end{bmatrix}
\]  

With \( m = 0 \) these wave-functions match the wave-functions in [27]. The exponential growth wave-functions have been plotted in Figure 1.8. This plot shows that both the \( \psi_a \) and \( \psi_b \) terms are exponentially growing with real only components in \( \psi_a \) and imaginary only components in \( \psi_b \). As with the oscillatory case the \( \psi_b \) component experiences a phase shift.
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Figure 1.8: Example plots of wave-function against spatial direction from Equation (1.100). Here exponential growth wave-functions are shown where the blue curves are the real component and the red curves are the imaginary component. The $\psi_a$ component of the graphene wave-function is shown in (a) and the $\psi_b$ component is shown in (b).

1.6 Magnetic Field

In this section the properties of infinite sheet graphene will be examined with an external perpendicular magnetic field applied to it. The momentum must be modified to account for the contributions from the magnetic field by the Peierls substitution [28]. In a magnetic field the linear energy-momentum relation will be replaced by energy levels. These energy levels will be obtained using the modified graphene Hamiltonian for magnetic field. Finally this Hamiltonian will be used to obtain wave-functions for charge carriers in an infinite sheet of graphene with an external magnetic field.

1.6.1 Peierls Substitution

The Peierls substitution changes the expression for momentum to allow for an external magnetic field. To do this a charged particle of charge $q$ can be considered. When a charged particle moves through a magnetic field, the Lorentz force associated with this particle is:

$$\vec{F} = q \left( \vec{E} + \vec{v} \times \vec{B} \right)$$  \hspace{1cm} (1.101)

Where the electric and magnetic field strengths are defined as:

$$\vec{B} = \nabla \times \vec{A} \quad \vec{E} = -\nabla \phi - \frac{d\vec{A}}{dt}$$  \hspace{1cm} (1.102)

Substituting these definitions into the Lorentz force provides:

$$\vec{F} = q \left( -\nabla \phi - \frac{d\vec{A}}{dt} + \nabla \left( \vec{v} \cdot \vec{A} \right) \right)$$  \hspace{1cm} (1.103)
The force is related to potential energy by:

\[ \vec{F} = -\nabla V (\vec{r}) \quad V (\vec{r}) = -\int \vec{F} d\vec{r} \quad (1.104) \]

Converting the force into a potential and with the condition \( d\vec{A} / dt = 0 \) for a conservative field, results in the potential:

\[ V (\vec{r}) = q \left( \phi - \vec{v} \cdot \vec{A} \right) \quad (1.105) \]

The Lagrangian is defined as:

\[ L = T - V \quad (1.106) \]

Where \( T \) is the kinetic energy and \( V \) is the potential energy. With the general definition of kinetic energy and potential energy from Equation (1.105):

\[ L = \frac{1}{2}mv^2 - q\phi + q\frac{c}{v} \cdot \vec{A} \quad (1.107) \]

To find the momentum from the Lagrangian:

\[ \frac{dL}{dv} = \vec{p} = mv + q\vec{A} \quad (1.108) \]

Using definitions of the Hamiltonian and Lagrangian, the Hamiltonian can be obtained from the Langrangian with the relation:

\[ H = T + V = 2T - L = \vec{v} \cdot \vec{p} - L \quad (1.109) \]

With the definition of the Lagrangian from Equation (1.107):

\[ H = \vec{v} \cdot \left( mv + q\vec{A} \right) - \frac{1}{2}mv^2 + q\phi - q\vec{v} \cdot \vec{A} \]

\[ = \frac{1}{2}mv^2 + q\phi \quad (1.110) \]

The velocity can be expressed as momentum from Equation (1.108):

\[ \vec{v} = \frac{1}{m} \left( \vec{p} - q\vec{A} \right) \quad (1.112) \]

Resulting in the Hamiltonian:

\[ H = \frac{1}{2m} \left( \vec{p} - q\vec{A} \right)^2 + q\phi \quad (1.113) \]

The Peierls substitution for momentum in a magnetic field becomes [28]:

\[ \vec{p} \rightarrow \vec{p} - q\vec{A} \quad (1.114) \]

This substitution for momentum in a magnetic field may also be referred to as canonical momentum.
1.6.2 Landau Levels

Under a magnetic field the linear energy-momentum relation is replaced by energy levels [29]. The Landau levels for graphene in a magnetic field can be derived by using Peierls substitution. The uniform magnetic field is introduced in the $z$ direction.

$$\hat{H} = v_f \sigma \hat{p} \quad \hat{p} \rightarrow \hat{p} + e\vec{A} \quad l_b = \sqrt{\frac{\hbar}{eB_0}} \quad \vec{B} = \begin{bmatrix} 0 \\ 0 \\ B_0 \end{bmatrix} \quad \vec{A} = B_0 \begin{bmatrix} 0 \\ x \\ 0 \end{bmatrix}$$

(1.115)

Using the secular equation $\text{det} \left( \hat{H} - E \right) = 0$ produces:

$$\frac{E^2}{v_f^2} - \left( \hat{p}_x + i\hat{p}_y + \frac{i\hbar x}{l_b^2} \right) \left( \hat{p}_x - i\hat{p}_y - \frac{i\hbar x}{l_b^2} \right) = 0$$

(1.116)

With the commutation relations:

$$[\hat{p}_x, \hat{p}_y] = 0 \quad [\hat{p}_x, \hat{x}] = -i\hbar$$

(1.117)

This equation can act on a wave-function with the form $\psi_a = f(x)e^{ik_yy}$ to replace the $y$ momentum with the corresponding eigenvalue. The equation:

$$\left[ \frac{E^2}{v_f^2} - \left( \hat{p}_x + i\hat{p}_y + \frac{i\hbar x}{l_b^2} \right) \left( \hat{p}_x - i\hat{p}_y - \frac{i\hbar x}{l_b^2} \right) \right] \psi_a = 0$$

(1.118)

can be reduced to:

$$\frac{l_b^2}{\hbar^2 v_f^2} E^2 + 1 - \frac{l_b^2}{\hbar^2 v_f^2} \hat{p}_x^2 - \frac{1}{l_b^2} \left( x + l_b^2 k_y \right)^2 = 0$$

(1.119)

With the additional substitutions:

$$\varepsilon = E^2 + \frac{\hbar^2 v_f^2}{l_b^2} \quad \bar{x} = x + l_b^2 k_y$$

(1.120)

Equation (1.119) can be written as:

$$\frac{l_b^2}{\hbar^2 v_f^2} \varepsilon - \frac{l_b^2}{\hbar^2} \hat{p}_x^2 - \frac{1}{l_b^2} \bar{x}^2 = 0$$

(1.121)

Which can be matched to the quantum harmonic oscillator derived in Section 9.1:

$$2mE - \hat{p}_x^2 - m^2 \omega^2 \bar{x}^2 = 0$$

(1.122)

Then by analogy:

$$2m = \frac{l_b^2}{\hbar^2 v_f^2} \quad 1 = \frac{\hbar^2}{l_b^2} \quad m^2 \omega^2 = \frac{1}{l_b^2} \quad \omega = 2\frac{\hbar v_f^2}{l_b^2}$$

(1.123)
1. Introduction

The known result for the quantum harmonic oscillator $E_n = \hbar \omega (n + 1/2)$ can be converted to the graphene case, resulting in [30, 31]:

$$E_n = \pm \frac{\hbar v_f}{l_b} \sqrt{2n}$$  \hspace{1cm} (1.124)

If an external potential and constant energy gap are introduced into the graphene Hamiltonian the Landau levels change to:

$$E_n = V \pm \frac{\hbar v_f}{l_b} \sqrt{\frac{l_b^2 \hbar^2 v_f^2 m^2 + 2n}{l_b^2}}$$  \hspace{1cm} (1.125)

In Figure 1.9 the first five Landau levels are shown with their dependencies on the magnetic length $l_b$. In Figure 1.9 (b) an energy gap and external potential have been included. The energy gap increase the gap between the first energy level, which in turn causes the energy levels to be found closer to each other. The external potential shifts the levels in the energy axis.

1.6.3 Wave-functions

The wave-functions for graphene in a magnetic field can be derived from the graphene Hamiltonian with Peierls substitution.

$$\hat{H} = v_f \sigma \hat{p} + IV + \sigma_z m \quad \hat{p} \rightarrow \hat{p} + e\vec{A}$$  \hspace{1cm} (1.126)

With an external magnetic field in the $z$ direction and the Landau gauge:

$$l_b = \sqrt{\frac{\hbar}{eB_0}} \quad \vec{B} = \begin{bmatrix} 0 \\ 0 \\ B_0 \end{bmatrix} \quad \vec{A} = B_0 \begin{bmatrix} 0 \\ x \\ 0 \end{bmatrix} \quad I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$  \hspace{1cm} (1.127)
The time independent Dirac equation becomes:

\[
\begin{bmatrix}
V - E + m & v_f \left( \hat{p}_x - i \hat{p}_y - i \frac{\hbar}{l_b} x \right) \\
v_f \left( \hat{p}_x + i \hat{p}_y + i \frac{\hbar}{l_b} x \right) & V - E - m
\end{bmatrix}
\begin{bmatrix}
\psi_a \\
\psi_b
\end{bmatrix} = 0
\] (1.128)

Expressing this as simultaneous equations:

\begin{align*}
(V - E + m) \psi_a + v_f \left( \hat{p}_x - i \hat{p}_y + i \frac{\hbar}{l_b} x \right) \psi_b &= 0 \\
v_f \left( \hat{p}_x + i \hat{p}_y - i \frac{\hbar}{l_b} x \right) \psi_a + (V - E - m) \psi_b &= 0
\end{align*}
(1.129) (1.130)

Then \( \psi_b \) can be removed by the relation:

\[
\psi_b = \frac{v_f \left( \hat{p}_x + i \hat{p}_y - i \frac{\hbar}{l_b} x \right)}{E - V + m} \psi_a
\] (1.131)

The commutator \([\hat{p}_x, \hat{x}]\) produces:

\[
\frac{m^2 - (E - V)^2}{v_f^2} \psi_a + \left( \hat{p}_x^2 - \frac{\hbar^2}{l_b^2} + \hat{p}_y^2 - 2 \frac{\hbar}{l_b^2} \hat{p}_y x + \frac{\hbar^2}{l_b^4} x^2 \right) \psi_a = 0
\] (1.132)

To provide plane waves in the \( y \) direction, separable solutions in the form of \( \psi_a = f(x)e^{ik_y y} \) are required. Evaluating this provides the ODE:

\[
-f''(x) + \left( \frac{1}{\hbar^2 v_f^2} \varepsilon + \frac{1}{l_b^2} (x - l_b^2 k_y)^2 \right) f(x) = 0
\] (1.133)

Where constants have been grouped and the change in variables will be introduced:

\[
\varepsilon = (E - V) - m^2 + \frac{\hbar^2 v_f^2}{l_b^2} \quad \bar{x} = x - l_b^2 k_y
\] (1.134)

With the change in variables Equation (1.133) has the solution:

\[
f(x) = c_1 D_{-\frac{1}{2} \left( \frac{\varepsilon}{\hbar^2 v_f^2} + 1 \right)} \left( \sqrt{2} l_b \bar{x} \right) + c_2 D_{\frac{1}{2} \left( \frac{\varepsilon}{\hbar^2 v_f^2} - 1 \right)} \left( i \sqrt{2} l_b \bar{x} \right)
\] (1.135)

Where \( D_n(x) \) is the parabolic cylinder function. With the following substitution:

\[
\Delta = \frac{1}{2} \frac{l_b^2 \varepsilon}{\hbar^2 v_f^2}
\] (1.136)

This can be simplified to:

\[
\psi_a = c_1 D_{-\Delta - \frac{1}{2}} \left( \sqrt{2} l_b \bar{x} \right) + c_2 D_{\Delta - \frac{1}{2}} \left( i \sqrt{2} l_b \bar{x} \right)
\] (1.137)
Figure 1.10: Example plots of wave-function against spatial direction from Equation (1.137) and Equation (1.139). Here the wave-functions are shown where the blue curves are the real component and the red curves are the imaginary component. The $\psi_a$ component of the graphene wave-function is shown in (a) and the $\psi_b$ component is shown in (b).

To find the wave-function component $\psi_b$, the result for $\psi_a$ can be inserted into Equation (1.131) to provide:

$$\psi_b = \frac{ihv_f}{E - V + m} \left( c_1 \left( \frac{\sqrt{2}}{l_b} D_{\Delta + \frac{1}{2}} \left( \sqrt{2}l_b\bar{x} \right) + \frac{2}{\hbar} D_{\Delta - \frac{1}{2}} \left( \sqrt{2}l_b\bar{x} \right) \right) + c_2 \left( i \frac{\sqrt{2}}{l_b} D_{\Delta - \frac{1}{2}} \left( i\sqrt{2}l_b\bar{x} \right) - \frac{2}{\hbar} D_{\Delta + \frac{1}{2}} \left( i\sqrt{2}l_b\bar{x} \right) \right) \right)$$

(1.138)

$$+ c_2 \left( \frac{\sqrt{2}}{l_b} D_{-\Delta + \frac{1}{2}} \left( i\sqrt{2}l_b\bar{x} \right) - \frac{2}{\hbar} D_{-\Delta + \frac{1}{2}} \left( i\sqrt{2}l_b\bar{x} \right) \right)$$

(1.139)

The reflected component can then be included by replacing $\bar{x}$ with $-\bar{x}$. Due to these substitutions the oscillatory wave-functions must also be switched to the new axis. The oscillatory wave-functions become:

$$\psi = \begin{bmatrix} e^{iq(\bar{x}+l_b^2k_y)} \\ \alpha_1 e^{iq(\bar{x}+l_b^2k_y)+i\theta} \end{bmatrix}$$

(1.140)

The magnetic field wave-functions have been plotted in Figure 1.10. This plot shows the real and imaginary components of each component of the wave-function. As these wave-functions tend to infinities as $\bar{x}$ increases it is reasonable to remove a specific component of the wave-function on physical grounds depending on the problem.

1.7 Density of States

The density of states calculation will show the number of available energy states for charge carriers at each energy. Using the linear spectrum of graphene, this calculation can be
adapted for the graphene case. The general form of density of states [27]:

\[ \rho(E) = \sum_k \delta(E - E_k) \]  

Converting sum notation to integration in two dimensions, the density of states becomes:

\[ \rho(E) = \frac{L_x L_y}{4\pi^2} \int_{k} \int_{\theta} \delta(E - E_k) kdkd\theta \]  

where \( L_{x,y} \) is the size of the graphene sheet in the respective direction with 2 spin degeneracy. From the linear spectrum of graphene the relations:

\[ E_k = \hbar v_f k \quad dE_k = \hbar v_f dk \quad kdk = \frac{E_k}{E_k^2 v_f^2} dE_k \]  

can be made and the density of states becomes:

\[ \rho(E) = \frac{L_x L_y}{2\pi^2} \int_{-\infty}^{\infty} \delta(E - E_k) 2\pi \frac{E_k}{E_k^2 v_f^2} dE_k \]  

Using the Dirac delta function rule and 2 valley degeneracy for electrons and holes, the graphene density of states for a linear spectrum becomes [27]:

\[ \rho(E) = \frac{2L_x L_y}{\pi \hbar^2 v_f^2} |E| \]  

If instead of the linear energy spectrum, the graphene spectrum with an energy gap may be used the following adaptations:

\[ E_k = \sqrt{\hbar^2 v_f^2 (k_x^2 + k_y^2) + m^2} \quad k = \frac{\sqrt{E_k^2 - m^2}}{\hbar v_f} \quad kdk = \frac{E_k}{E_k^2 v_f^2} dE_k \]  

Resulting in the same equation for the linear density of states in graphene.

1.8 Landauer Formalism

It will be useful to determine the current through a graphene nano-device. For a single channel system at non-zero temperatures the current through the system shown in Figure 1.11 can be found [32]. The system in Figure 1.11 consists of two incoherent electron reservoirs, which emit charge carriers up to the quasi-Fermi-energy \( \mu_{L,R} \), where the subscript \( L \) and \( R \) represent the reservoir at each side of the system. These reservoirs are then connected to a scattering device via perfect and identical one dimensional conductors. These conductors have chemical potentials \( \mu_1 \) and \( \mu_2 \). The current from the left reservoir to the right is then:

\[ I = e \nu \frac{dn}{dE} (\mu_L - \mu_R) \]
The current that is transmitted through the sample is:

\[ I = \frac{e}{\pi \hbar} T (\mu_L - \mu_R) \]  

Where the one dimensional density of states \( dn/dE = 1/\pi v \). The total number of states in each conducting wire is given by the density of states and the energy range available; \( 2 (dn/dE) (\mu_L - \mu_R) \). On the right side the number of occupied states is therefore \( T (dn/dE) (\mu_L - \mu_R) \) and the unoccupied states is then \( (2 - T) (dn/dE) (\mu_R - \mu_L) \). The chemical potential of the right wire can then be determined by:

\[ T (dn/dE) (\mu_L - \mu_R) = (2 - T) (dn/dE) (\mu_R - \mu_L) \]  

The left wire contains the incident electrons as well as any reflected electrons. The occupied states is then \( (1 + R) (dn/dE) (\mu_L - \mu_1) \) and the unoccupied states \( (2 - (1 + R)) (dn/dE) (\mu_1 - \mu_R) \). An expression for \( \mu_1 \) can then be found:

\[ (1 + R) (dn/dE) (\mu_L - \mu_1) = (2 - (1 + R)) (dn/dE) (\mu_1 - \mu_R) \]  

The difference in the bottoms of the conduction bands can then be represented by the potential difference:

\[ eV = \mu_1 - \mu_2 \]  

With Equation (1.149) and Equation (1.150) this potential can be represented by \( eV = R (\mu_L - \mu_R) \). Then with the definition of conductance, this potential difference and Equation (1.148) the conductance can be expressed as:

\[ G = \frac{I}{V} = \frac{e^2}{\pi \hbar R} T \]  

Figure 1.11: (a) Diagram showing quasi-Fermi-energies and chemical potentials of the perfectly conducting wires. Here the left emitter injects electrons up to the quasi-Fermi-energy \( \mu_L \) and the right emitter injects electrons up the the quasi-Fermi-energy \( \mu_R \). \( \mu_1 \) and \( \mu_2 \) are the chemical potentials of the perfectly conducting wires to the left and right of the scattering device. (b) A scattering device between two electron emitters. Charge carriers from the left emitter are scattered with a probability \( R \) of being reflected and probability \( T \) of transmitting through the scattering device.
At non-zero temperatures the reservoirs do not fully fill the states up to the quasi-Fermi-energies, instead they are filled according to the Fermi-Dirac distributions:

\[
f(E - \mu_{L,R}) = \frac{1}{e^{\frac{E - \mu_{L,R}}{k_b T}} + 1}
\]

(1.153)

where \( k_b \) is the Boltzmann constant and \( t \) is the temperature. With these distributions the quasi-Fermi-energies can be replaced. Then by integrating with respect to energy the current in Equation (1.148) becomes:

\[
I = \frac{e}{\pi \hbar} \int \left[ f(E - \mu_L) - f(E - \mu_R) \right] dE
\]

(1.154)

To find the conductance at non-zero temperatures the chemical potentials in Equation (1.149) and Equation (1.150) must be multiplied by the Fermi distributions and integrated.

\[
\mu_1 = \int \left( \frac{-df}{dE} \right) R(E) (\mu_L - \mu_R) + \mu_L \, dE \\
\mu_2 = \int \left( \frac{-df}{dE} \right) T(E) (\mu_L - \mu_R) + \mu_R \, dE \\
\int \frac{-df}{dE} \, dE
\]

(1.155)

Where the definition:

\[
\frac{-df}{dE} = \frac{[f(E - \mu_L) - f(E - \mu_R)]}{(\mu_L - \mu_R)}
\]

(1.156)

will be used. Assuming the velocity has a negligible dependence on energy, the voltage at finite temperature is now:

\[
eV = \int \frac{-df}{dE} R(E) (dn/dE) dE
\]

(1.157)

With Equation (1.154) and Equation (1.157) the conductance at non-zero temperatures is:

\[
G = \frac{e^2}{\pi \hbar} \int \left[ f(E - \mu_L) - f(E - \mu_R) \right] dE
\]

(1.158)

At zero temperature and with small voltages across the source-drain \( -\frac{df}{dE} \) becomes \( \delta(E - E_f) \), the integrals are removed by the identity \( \int f(x)\delta(x)dx = f(0) \) and Equation (1.158) reduces to Equation (1.152). In the case of \( R = 0 \) this result produces infinite conductance. However, [33] shows that for any length of perfect conductor an electric field can be absorbed and the condition of \( R \approx 1 \) can be used. For a system with a region of perfect transmission the conductance is given to be:

\[
G = \frac{e^2}{\pi \hbar} T(\mu_L - \mu_R)
\]

(1.159)

Therefore the result at non-zero temperatures, with a region of perfect transmission becomes:

\[
G = \frac{e^2}{\pi \hbar} \int \left[ f(E - \mu_L) - f(E - \mu_R) \right] dE
\]

(1.160)
1.9 Landauer Formalism in Graphene

In this section the Landauer formalism is derived for a graphene scattering device. For a single channel system at non-zero temperatures the current through the system shown in Figure 1.11 can be found [32]. The system in Figure 1.11 consists of 2 incoherent electron reservoirs, which emit charge carriers up to the quasi-Fermi-energy $\mu_{L,R}$, where the subscript $L$ and $R$ represent the reservoir at left or right side of the system respectively. These reservoirs are then connected to a scattering device via perfect and identical one dimensional conductors. These conductors have chemical potentials $\mu_1$ and $\mu_2$. The current from the left reservoir to the right is then:

$$ I = ev_f \frac{dn}{dE} (\mu_L - \mu_R) \quad (1.161) $$

Where $e$ is the electron charge, $v_f$ is the Fermi velocity and $dn/dE$ is the density of states. The current that is transmitted through the sample is then:

$$ I = ev_f \frac{dn}{dE} T (\mu_L - \mu_R) \quad (1.162) $$

Where $T$ is the transmission probability through the scattering device. In [17] the density of states for a single unit cell of graphene at a Dirac point is given by:

$$ \frac{dn}{dE} = \frac{2A_c}{\pi \hbar^2 v_f^2} \left| E \right|, \quad A_c = \frac{3\sqrt{3}a^2}{2} \quad (1.163) $$

The definition $L_x L_y / A_c$ is the number of unit cells in the sample, where $L_x$, $L_y$ is the size of the sample in the respective dimension and $A_c$ is the area of the graphene unit cell. As only the $x$ direction current will be considered here, the current in the $x$ direction will be the same in each cell, therefore only the number of graphene unit cells in the $y$ direction will affect the $x$ directional current. This way the quantity $L_x$ can be set to one and removed from the calculation. The current through the graphene sample from Equation (1.162) in the $x$ direction becomes:

$$ I_x = e \frac{2L_y}{\pi \hbar^2 v_f} T (E, \theta) (\mu_L - \mu_R) \left| E \right| \cos(\theta) \quad (1.164) $$

The energy ($E$) and incident angle ($\theta$) dependence for $T$ has been included here to allow for the graphene transmission probability. At non-zero temperatures the states are instead filled according to the corresponding Fermi-Dirac distribution.

$$ f (E - \mu_{L,R}) = \frac{1}{e^{\frac{E - \mu_{L,R}}{k_b t}} + 1} \quad (1.165) $$

where $k_b$ is the Boltzmann constant and $t$ is the temperature. The current must then be integrated over all energies and values of theta to account for all states in the Fermi-Dirac
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\[ I_x = I_0 \int_{-\infty}^{\infty} \int_{-\pi/2}^{\pi/2} T(E, \theta) \left[ f(E - \mu_L) - f(E - \mu_R) \right] |E| \cos(\theta) dE d\theta \]  \hspace{1cm} (1.166)

Here, the group of constants \( I_0 = e \frac{2L_y}{\pi \hbar v_f} \) has been introduced. At this stage the current shows a similar form to that in [34, 35], with the exception that the graphene density of states causes an additional \( |E| \) term and the graphene transmission probability introduces a theta dependence. This result for current can then be used with the definition of conductance \( G = I/V \) to find the conductance at a finite temperature for graphene. The potential difference \( V \) is determined by the number of charges on the left and right of the scattering device. This can be found by considering the chemical potentials of the perfectly conducting wires. The chemical potentials \( \mu_{1,2} \) must be between the quasi-Fermi-energies of the electron emitters \( \mu_{L,R} \). The positioning of these chemical potentials requires that the number of occupied states (electrons) above \( \mu_1 \) is equal to the number of unoccupied states (holes) below \( \mu_1 \), and likewise for states above and below \( \mu_2 \). As all states below \( \mu_R \) must be filled, only the energy range between \( \mu_L \) and \( \mu_R \) needs to be considered. Allowing for positive and negative velocities the number of states between this range is \( 2 \left( \frac{dn}{dE} \right) (\mu_L - \mu_R) \). To the right of the scattering device the number of occupied states is the total number of states available in the wire multiplied by the transmission probability; \( T \left( \frac{dn}{dE} \right) (\mu_L - \mu_2) \). The number of unoccupied states must therefore be the total number of states available in the wire minus the filled states \( 2 - T \left( \frac{dn}{dE} \right) (\mu_2 - \mu_R) \).

As the number of occupied states is equal to the number of unoccupied states we can write:

\[ T \left( \frac{dn}{dE} \right) (\mu_L - \mu_2) = (2 - T) \left( \frac{dn}{dE} \right) (\mu_2 - \mu_R) \]  \hspace{1cm} (1.167)

On the left of the scattering device the number of occupied states includes those filled by incident and reflected charge carriers \( (1 + R) \left( \frac{dn}{dE} \right) (\mu_L - \mu_1) \). The number of unoccupied states is then \( (2 - (1 + R)) \left( \frac{dn}{dE} \right) (\mu_1 - \mu_R) \). The number of occupied and unoccupied states must be equal, therefore:

\[ (1 + R) \left( \frac{dn}{dE} \right) (\mu_L - \mu_1) = (2 - (1 + R)) \left( \frac{dn}{dE} \right) (\mu_1 - \mu_R) \]  \hspace{1cm} (1.168)

The potential difference between the two wires caused by the scattering device is then:

\[ eV = \mu_1 - \mu_2 \]  \hspace{1cm} (1.169)

Using Equation (1.167) and Equation (1.168) the potential difference across the sample is then:

\[ eV = R (\mu_L - \mu_R) \]  \hspace{1cm} (1.170)

However, at non-zero temperatures the electron emitters fill the states according to the Fermi-Dirac distributions. To determine the potential difference at non-zero temperatures
Equation (1.167) and Equation (1.168) can be multiplied by the available energy range according to the Fermi-Dirac distributions. Here we will define:

\[
-\frac{df}{dE} = \left[ f(E - \mu_L) - f(E - \mu_R) \right] / (\mu_L - \mu_R) \tag{1.171}
\]

and integrate with respect to energy. This produces the potential difference at non-zero temperatures:

\[
eV = \int R(E, \theta) \frac{-df}{dE} \frac{dn}{dE} dE \int \left[ f(E - \mu_L) - f(E - \mu_R) \right] / (\mu_L - \mu_R) \tag{1.172}
\]

Using this expression for the voltage and the definition of conductance \( G = I/V \) the conductance through a scattering device in graphene can be written as:

\[
G_x = e^2 \frac{2L_y}{\pi \hbar^2 v_f} \int_{-\pi/2}^{\pi/2} \int_{-\infty}^{\infty} T(E, \theta) \left[ f(E - \mu_L) - f(E - \mu_R) \right] |E| \cos(\theta) dEd\theta \tag{1.173}
\]

\[
\times \frac{\int -\frac{df}{dE} \frac{dn}{dE} dE}{\int R(E, \theta) -\frac{df}{dE} \frac{dn}{dE} dE d\theta} \frac{1}{(\mu_L - \mu_R)} \tag{1.174}
\]

However, the transmission probability in graphene will become one under resonance conditions, Klein tunnelling or if \( \theta = 0 \). This will cause the reflection probability \( R \) to become zero and the voltage to become zero. To allow for this we can restrict the calculation to a system with perfect transmission. As any electric field can be absorbed by a finite region of perfect conductor [33], the reflection probability over the entire system will become one. This effect may also be caused by introducing many scattering devices [32] such as measurement probes. By restricting the calculation to perfect conductors with many scattering devices, \( R \approx 1 \) and the one dimensional conductance for graphene systems will reduce to:

\[
G_x = e^2 \frac{2L_y}{\pi \hbar^2 v_f} \int_{-\pi/2}^{\pi/2} \int_{-\infty}^{\infty} T(E, \theta) \frac{f(E - \mu_L) - f(E - \mu_R)}{\mu_L - \mu_R} |E| \cos(\theta) dEd\theta \tag{1.175}
\]

At zero temperature and for small voltages, the Fermi distributions become the Dirac delta function centered at the Fermi energy \( E_f \). With the identity \( \int f(x)\delta(x)dx = f(0) \) the zero temperature conductance for small voltages and large systems becomes:

\[
G_x = G_0 \int_{-\pi/2}^{\pi/2} T(E_f, \theta) |E_f| \cos(\theta) d\theta \tag{1.176}
\]

Where constants have been grouped so that \( G_0 = e^2 \frac{2L_y}{\pi \hbar^2 v_f} \). This result for conductance includes the Fermi energy, as required from the density of states of graphene and the integration of a Dirac delta function. A similar result for conductance is shown in [20, 36, 37], however many published expressions [22, 38, 39] for conductance do not include this term. The inclusion of the Fermi energy causes the conductance to become linear outside of the step, or barrier region, dramatically changing the result obtained.
Chapter 2

The Potential Step

The potential step is the simplest scattering device with just two wave-function regions [38] labelled in Figure 2.1 as a and b, with potentials $V_{a,b}$ and energy gaps $m_{a,b}$ respectively. As well as two wave-function regions, this problem has three clear energy regions located at $E > V_{a,b}$, $|E| < |V_{a,b}|$ and $E < -V_{a,b}$. Within these regions there is pure electron transport, electron-hole transport and hole-hole transport respectively. When an energy gap is included a fourth energy region must be introduced at $E < V_{a,b} \pm m_{a,b}$ where no transport can occur. This two region problem represents a semiconductor diode and can be used to model Zener tunnelling.

2.1 Conservation of Probability Current

As graphene possesses a linear energy spectrum, the external potential creates an electron-hole interface at energies within the potential step. The effect of this interface is that a left travelling charge requires a left travelling electron and a right travelling hole.

The change in charge carrier velocity causes problems with the potential step as the velocities in the initial and final region vary. To allow for the change in velocity, the expression for the transmission probability can be checked with the current continuity equation [38, 40]:

$$\frac{d}{dt} |\psi|^2 + \nabla \cdot \vec{j} = 0 \quad (2.1)$$

As the system here is time independent only the probability current needs to be considered:

$$\vec{j} = \psi^* \sigma \psi \quad (2.2)$$

From the continuity equation, the probability current into the system must equal the probability current out of the system.

$$j_i = j_t + j_r \quad 1 = \frac{j_t}{j_i} + \frac{j_r}{j_i} \quad (2.3)$$
Figure 2.1: The graphene potential step centered at \( x = 0 \) with potentials \( |V_a| = |V_b| \) and energy gaps \( m_{a,b} \) in the respective region. The parabolic dispersion relation of graphene with an energy gap has been included in each region. This case shows the possibility of Zener tunnelling as a right travelling hole becomes a left travelling electron.

Calculating the probability current on both sides of the step will produce the ratios of the transmitted and reflected current. Using the oscillatory wave-functions derived in Section 1.5.1, the probability current on the left of the step in the \( x \) direction is:

\[
\psi^* \sigma_x \psi = \begin{bmatrix} e^{-i\eta_a x} + r^* e^{i\eta_a x} & \alpha_a e^{-i\eta_a x - i\theta_a} - r^* \alpha_a e^{i\eta_a x + i\theta_a} \\ \alpha_a e^{i\eta_a x + i\theta_a} - r \alpha_a e^{-i\eta_a x - i\theta_a} & e^{i\eta_a x} + r e^{-i\eta_a x} \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} e^{i\eta_a x} + r e^{-i\eta_a x} \\ \alpha_a e^{i\eta_a x + i\theta_a} - r \alpha_a e^{-i\eta_a x - i\theta_a} \end{bmatrix}
\]

\[
= 2 \alpha_a \cos(\theta_a) - 2 |r|^2 \alpha_a \cos(\theta_a)
\]

On the right side of the step, the probability current becomes:

\[
\psi^* \sigma_x \psi = \begin{bmatrix} t^* e^{-i\eta_b x} & t^* \alpha_b e^{-i\eta_b x - i\theta_b} \\ \alpha_b e^{i\eta_b x + i\theta_b} & e^{i\eta_b x} \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} t e^{i\eta_b x} \\ t \alpha_b e^{i\eta_b x + i\theta_b} \end{bmatrix}
\]

\[
= 2 |t|^2 \alpha_b \cos(\theta_b)
\]

Conservation of probability current requires that the current on the left of the step must be equal to the current on the right of the step. Splitting the left and right currents into the incident, reflected and transmitted components, the evaluated values for \( j_{i,t,r} \) become:

\[
1 = |t|^2 \frac{\alpha_b \cos(\theta_b)}{\alpha_a \cos(\theta_a)} + |r|^2
\]
showing that the transmission probability is given by

\[ T = |t|^2 \frac{\alpha_b \cos(\theta_b)}{\alpha_a \cos(\theta_a)} \]  

(2.10)

\( \alpha_b \cos(\theta_b) / \alpha_a \cos(\theta_a) \) is the ratio of the \( x \) components of the group velocities in regions \( a \) and \( b \). In the case where the two regions are the same, the initial and final velocities are equal and the transmission probability reduces to \( T = |t|^2 \).

The difference in mediums inside the step also means the direction of charge carriers must be considered. For a right travelling charge an electron must travel in the right direction, however as a hole has the opposite charge, a hole must travel to the left in order for the overall charge to travel right. In this model this change in charge is represented by introducing the phase change \( \theta_h = \pi - \theta_e \) [40] for wave-functions that represent hole transport. The subscript \( h \) and \( e \) introduced here represents the incident angles for holes and electrons respectively.

### 2.2 Simultaneous Equations

The system in Figure 2.1 can be described with the previously derived wave-functions as a set of simultaneous equations. Continuity of the wave-functions require that at the barrier interface the wave-function on the left of the step must be equal to the wave-function on the right of the step. The equation \( \psi_a = \psi_b \) can be written as a set of simultaneous equations:

\[ e^{ik_y y} (e^{iq_a x} + \alpha_a e^{-iq_a x}) = t e^{iq_b x} e^{ik_y y} \]  

(2.11)

\[ e^{ik_y y} (\alpha_a e^{iq_a x + i\theta_a} - r \alpha_a e^{-iq_a x - i\theta_a}) = t \alpha_b e^{-iq_b x + i\theta_b} e^{ik_y y} \]  

(2.12)

The subscripts \( a \) and \( b \) represent constants for the corresponding region in Figure 2.1. By setting the boundary between the two regions as \( x = 0 \) these simultaneous equations will reduce to:

\[ 1 + r = t \]  

(2.13)

\[ \alpha_a e^{i\theta_a} - r \alpha_a e^{-i\theta_a} = t \alpha_b e^{-i\theta_b} \]  

(2.14)

Solving the equations for \( t \) produces:

\[ t = \frac{2\alpha_a \cos(\theta_a)}{\alpha_a e^{-i\theta_a} + \alpha_b e^{i\theta_b}} \]  

(2.15)

The expression for \( |t|^2 \) is then:

\[ |t|^2 = \frac{4\alpha_a^2 \cos^2(\theta_a)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a \alpha_b \cos(\theta_a + \theta_b)} \]  

(2.16)
However, from Section 2.1, it is known that the transmission probability through the step is not simply \( T = |t|^2 \). With Equation (2.10) the expression for the transmission probability from the conservation of current calculation becomes:

\[
T = \frac{4\alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a \alpha_b \cos(\theta_a + \theta_b)}
\]  

(2.17)

### 2.3 Transfer and Scattering Matrices

The transfer and scattering matrices can be derived for a massive potential step in graphene. When comparing the wave-functions here to that in Section 2.2, an extra reflection term must be included after the boundary in order to construct a transfer matrix. Requiring continuity at the boundary between regions \( a \) and \( b \) causes the wave-functions \( \psi_a \) and \( \psi_b \) to become equal, in matrix form this can be written as:

\[
\begin{bmatrix}
1 & 1 \\
\alpha_a e^{i\theta_a} - \alpha_a e^{-i\theta_a} & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 \\
\alpha_b e^{i\theta_b} - \alpha_b e^{-i\theta_b} & 1
\end{bmatrix}
= \begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
= \begin{bmatrix}
a_3 \\
a_4
\end{bmatrix}
\]  

(2.18)

The subscript lettering for \( q, \theta, V, m \) and \( \alpha \) have been introduced to separate constants in the corresponding step regions. Setting the boundary to \( x = 0 \) reduces this equation to:

\[
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
= \begin{bmatrix}
a_3 \\
a_4
\end{bmatrix}
\]  

(2.19)

For simplicity we will introduce the matrices \( m_1 \) and \( m_2 \) to represent the wave-functions on each side of the step so that:

\[
\begin{bmatrix}
m_1 & a_1 \\
m_2 & a_2
\end{bmatrix}
= \begin{bmatrix}
m_2 & a_3 \\
m_1 & a_4
\end{bmatrix}
\]  

(2.20)

Then the transfer matrix \( M \) can be written as:

\[
M = m_2^{-1} m_1
\]  

(2.21)

\[
M = \frac{1}{2\alpha_b e^{-i\theta_b} \cos(\theta_b)} \begin{bmatrix}
\alpha_b + \alpha_a e^{i\theta_a + i\theta_b} & \alpha_b - \alpha_a e^{-i\theta_a + i\theta_b} \\
\alpha_b e^{2i\theta_b} - \alpha_a e^{i\theta_a + i\theta_b} & \alpha_b e^{-2i\theta_b} + \alpha_a e^{-i\theta_a + i\theta_b}
\end{bmatrix}
\]  

(2.22)

The scattering matrix \( S \) [41] is defined as:

\[
S = \begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix}
\]  

(2.23)

\[
S = \frac{1}{\alpha_a + \alpha_b e^{i\theta_a + i\theta_b}} \begin{bmatrix}
\alpha_a e^{2i\theta_a} - \alpha_b e^{i\theta_a + i\theta_b} & 2\alpha_b e^{i\theta_a - 2i\theta_b} \cos(\theta_b) \\
2\alpha_a e^{-i\theta_a} \cos(\theta_a) & \alpha_b e^{i\theta_a - i\theta_b} - \alpha_a
\end{bmatrix}
\]  

(2.24)
With the properties:

\[ S_{2,2} = r \quad S_{1,2} = t \quad 1 = R + T \quad R = |r|^2 \]  

(2.25)

The modulus of \( t \) is:

\[ |t|^2 = \frac{4\alpha_a^2 \cos^2(\theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a\alpha_b \cos(\theta_a + \theta_b)} \]  

(2.26)

This result varies from the result for \(|t|^2\) in Section 2.2. This variation is caused by the extra reflected term added in order to create the matrices. However, as the reflection probability from the probability current is unaffected, the transmission probability can still be found by using the relation \( T = 1 - R \). The reflection probability \( R \) can be found directly from the scattering matrix:

\[ r = \frac{\alpha_b e^{i\theta_a - i\theta_b} - \alpha_a}{\alpha_a + \alpha_b e^{i\theta_a + i\theta_b}} \quad R = |r|^2 = \frac{\alpha_a^2 + \alpha_b^2 - 2\alpha_a\alpha_b \cos(\theta_a - \theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a\alpha_b \cos(\theta_a + \theta_b)} \]  

(2.27)

Using this result for the reflection probability, the transmission probability through a graphene step can be found with the transfer matrix method.

\[ T = 1 - R = \frac{4\alpha_a\alpha_b \cos(\theta_a) \cos(\theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a\alpha_b \cos(\theta_a + \theta_b)} \]  

(2.28)

This result agrees with the result in Section 2.2 and is shown in Figure 2.2 and Figure 2.3. As the expression for the transmission probability in Section 2.2 agrees with the result in Equation (2.28) it is obvious that the expression for \(|t|^2\) from the transfer matrix cannot be used to find the transmission probability. For the gap-less potential step the transmission probability will become one at all energies when the incident angle becomes zero. This property is removed if an energy gap is included, when the energy of the incident particle is within the gap region the transmission probability will become \( \sim \) zero. A special case for when \( E = V_{a,b} \) is also present in this result for the transmission probability. When no energy gap is present the \( \alpha_{a,b} \) terms will become equal to the sign function \( \text{sgn} (E - V_{a,b}) \). This sign function will cause zero transmission probability when \( E = V_{a,b} \), which is often overlooked when considering graphene devices.

### 2.4 IV Characteristics at Finite Temperatures

The transmission properties in Section 2.3 can then be used to find the current through a scattering device. Using the Landauer formalism in Section 1.9 the current dependence on voltage, step height, temperature and energy gap can be obtained numerically.

In Figure 2.4 and Figure 2.5, current is plotted against step height. The symmetrical potential step is strongly affected by the direction of the step. When \( V_a \) is larger than \( V_b \) the current is overall much higher. This difference is most noticeable when the magnitude
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of the step is about 0.1 eV. As expected when the direction of the step, or the external voltage is reversed the current through the step is reversed.

When an energy gap is included the maximum value of the current is reduced. If the energy gap is present in both regions, two regions of low current will occur either side of a peak created at $V_a = 0$. As the energy gap increases in magnitude these regions of low current will produce zero current for certain step heights. If only one step region has an energy gap, a single area of low current will occur at the step height of that step region. These effects can be seen in Figure 2.5.

For a step with a fixed height the voltage across the device can be varied. Figure 2.6 shows current against source-drain voltage for a variety of graphene steps. The current through a symmetrical potential step appears to have a bias towards the positive voltages when $V_a > V_b$. This property is reversed if the step heights are reversed therefore a p-n diode is bias in the positive direction, where an n-p diode is bias in the negative direction. When an energy gap is included as in Figure 2.6 (c), the region of zero (or very low) current is expanded. Similar results were shown using the WKB method for graphene p-n junctions in [42], relating the low current region to the voltage bias in Zener diodes and experimentaly in [43] for p-i-n diodes.

The temperature dependence on current for graphene steps is then shown in Figure 2.7. The direction of the step again contributes largely to the current at low temperatures. The current is over double when $V_a > V_b$, however, the current through the step appears to become fairly linear at higher temperatures, reducing the effect voltage and step direction has on the current. The addition of an energy gap lowers the overall current, this effect is most obvious at low temperatures. A large energy gap can reduce the current to essentially zero at lower temperatures until the linear nature of the temperature dependence re-

Figure 2.2: Density plots for the transmission probability against energy and incident angle for a graphene step from Equation (2.28).
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Figure 2.3: Density plots for the transmission probability against energy and incident angle for massive graphene potential step from Equation (2.28). These plots show opposing properties when the potentials are flipped.

(a) $V_a = 0.05 \text{ eV}$, $V_b = -0.05 \text{ eV}$, $m_{a,b} = 0.01 \text{ eV}$

(b) $V_a = -0.05 \text{ eV}$, $V_b = 0.05 \text{ eV}$, $m_{a,b} = 0.01 \text{ eV}$

Figure 2.4: Current against step height for symmetrical graphene potential steps from Equation (1.166) with the transmission probability from Equation (2.28). For all plots $t = 298 \text{ K}$.

emerges at high temperatures.

2.5 Conductance

Following on from the current, the conductance of a sample can also be obtained. The non-infinite, zero temperature conductance formula was discussed in Section 1.9. The numerical plots for zero temperature conductance with small source-drain voltages is shown in Figure 2.8 for various graphene steps.

At energies outside of the step the conductance follows a very linear dependence on energy. This is caused by the inclusion of the $|E_f|$ term from the graphene density of states. Inside the step the conductance increases away from zero and lowest step height. When the Fermi energy is equal to zero or the lowest step height the conductance reduces
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Figure 2.5: Current against step height for massive symmetrical graphene potential steps from Equation (1.166) with the transmission probability from Equation (2.28). For all plots $V_a = V_g$, $V_b = -V_g$, $V_{sd} = 0.1$ V and $t = 298$ K.

- (a) $m_{a,b} = 0.05$ eV.
- (b) $m_a = 0.2$ eV and $m_b = 0$ eV.
- (c) $m_{a,b} = 0.2$ eV.

Figure 2.6: Current against source-drain voltage for graphene potential steps from Equation (1.166) with the transmission probability from Equation (2.28). For all plots $t = 298$ K.

- (a) $V_a = 0.05$ eV and $V_b = -0.05$ eV.
- (b) $V_a = -0.05$ eV and $V_b = 0.05$ eV.
- (c) $V_a = 0.05$ eV, $V_b = -0.05$ eV and $m_a = 0.2$ eV.

to zero. The conductance is also reduced to zero if an energy gap is included; the region of zero conductance is equivalent to the magnitude of the energy gap.
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(a) $V_a = 0.05$ eV and $V_b = -0.05$ eV.

(b) $V_a = -0.05$ eV and $V_b = 0.05$ eV.

(c) $V_a = 0.05$ eV, $V_b = -0.05$ eV and $m_a = 0.2$ eV.

Figure 2.7: Current against temperature for graphene potential steps from Equation (1.166) with the transmission probability from Equation (2.28). For all plots $V_{sd} = 0.1$ V.

(a) $V_a = 0.05$ eV and $V_b = -0.05$ eV.

(b) $m_a = 0.05$ eV and $m_b = 0$ eV.

(c) $V_a = 0.05$ eV, $V_b = -0.05$ eV and $m_{a,b} = 0.2$ eV.

Figure 2.8: The zero temperature conductance with small source-drain voltages has been plotted against Fermi energy for various graphene steps. The conductance is taken from Equation (1.176) with the step transmission probability from Equation (2.28).
Chapter 3

Rectangular Barrier

In this section the transport properties for massive Dirac fermions through a potential barrier will be examined. This problem was originally studied with respect to potential barriers [26], but has been expanded to include magnetic field [36] and energy gaps [22, 38, 37, 39, 44]. The massive rectangular potential barrier can be split into seven transmission regions shown in Figure 3.1 (a) and three different wave-function regions shown in Figure 3.1 (b). The first region of transport in Figure 3.1 (a) is below the Fermi level therefore only hole transport exists; transmission, reflection, resonances and Klein tunnelling can occur here. In region 2 $\hbar v_f k_y$ is larger than energy $E$, this is a region of hole transport shifted by the potential into a non-valid energy region allowing bound states to occur within the barrier but decay outside. Region 3 shows electron-hole transport within the potential barrier, pure oscillatory solutions provide similar properties to region 1. Region 4 is a region of no propagation that has been shifted by the potential. Energy is no longer less than $\hbar v_f k_y$, however, it maintains the properties of a region of no propagation. This region is responsible for the drop in transmission probability at $E \approx V$. Region 5 is above the barrier, pure electron transport again shows similar properties to region 1. In region 6 energy is less than $\hbar v_f k_y$, therefore no propagation can occur here. For massive quasiparticles the 7th region must be included, here the energy gap introduces extra regions of no propagation caused by the gap in the energy spectrum before and inside the barrier. These seven regions can then be applied to Figure 3.1 (b); region 1 occurs at energies below zero energy, regions 2, 3 occurs within the barrier, region 4 is located where energy is close to barrier height, region 5 occurs above the barrier and region 7 is between the gaps in the energy spectrum. As the energy $E$ cannot be lower than $\hbar v_f k_y$ region 6 cannot be shown on Figure 3.1 (b).
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Figure 3.1: (a) The seven independent regions of transmission for massive quasiparticles in a potential barrier. Six regions exist for a massless graphene potential barrier. The seventh region is caused by the introduction of an energy gap into the graphene spectrum. (b) The three wave-function regions a, b and c for massive quasiparticles in a potential barrier. Also shown is the parabolic dispersion relation and band gap caused by an energy gap in the graphene Hamiltonian.

3.1 Transfer Matrix

This section shows the transfer matrix method for solving the massive rectangular potential barrier. Oscillatory wave-functions with mass and potential will be used in all three regions. The subscript lettering for \( q, \theta, V, m \) and \( \alpha \) has been introduced to separate constants in the corresponding barrier regions in Figure 3.1 (b). The normalised wave-functions in regions a, b and c can be taken from Section 1.5.1:

\[
\psi(x, y)_{a,b,c} = c_{a,b,c} e^{ik_y y} \begin{bmatrix} e^{iq_{a,b,a}x} & e^{-iq_{a,b,a}x} \\ \alpha_{a,b,a}e^{iq_{a,b,a}(x+i\theta_{a,b,a})} & -\alpha_{a,b,a}e^{-iq_{a,b,a}(x-i\theta_{a,b,a})} \end{bmatrix} \begin{bmatrix} a_{1,3,5} \\ a_{2,4,6} \end{bmatrix}
\] (3.1)

The continuity of wave-functions requires that at the first barrier interface \( x = d_1 \), the wave-function \( \hat{\psi}_a \) must be equal to \( \hat{\psi}_b \). In matrix form this can be written as:

\[
c_a \begin{bmatrix} e^{iq_{a}d_1} \\ \alpha_a e^{iq_{a}d_1+i\theta_a} -\alpha_a e^{-iq_{a}d_1-i\theta_a} \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} = c_b \begin{bmatrix} e^{iq_{b}d_1} \\ \alpha_b e^{iq_{b}d_1+i\theta_b} -\alpha_b e^{-iq_{b}d_1-i\theta_b} \end{bmatrix} \begin{bmatrix} a_3 \\ a_4 \end{bmatrix}
\] (3.2)

For simplicity the matrices \( m_1 \) and \( m_2 \) have been introduced to represent the wave-functions on either side of the interface so that:

\[
m_1 \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} = m_2 \begin{bmatrix} a_3 \\ a_4 \end{bmatrix}
\] (3.3)
At the second barrier interface $x = d_2$, continuity requires that $\psi_b$ must be equal to $\psi_c$:

\[
\begin{bmatrix}
  e^{i q d_2} & e^{-i q d_2} \\
  -\alpha_b e^{i q d_2 + i \theta_b} & \alpha_b e^{-i q d_2 - i \theta_b}
\end{bmatrix}
\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix}
= c_a
\begin{bmatrix}
  e^{i q d_2} & e^{-i q d_2} \\
  \alpha_a e^{i q d_2 + i \theta_a} & -\alpha_a e^{-i q d_2 - i \theta_a}
\end{bmatrix}
\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix}
\]

Here $m_3$ and $m_4$ will be introduced to represent the wave-functions on either side of the barrier interface so that:

\[
m_3\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} = m_4\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix}
\]

With these matrices the constants $a_3$ and $a_4$ can be removed and the transfer matrix $M$ becomes:

\[
\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix} = M\begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix}
\]

\[
M = m_4^{-1}m_3^{-1}m_1
\]

The barrier interfaces can be set to $d_1 = 0$ and $d_2 = d$ to produce the matrix elements:

\[
M_{1,1} = \frac{e^{-i q d} (2 \alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b) - i \sin(q d) (2 \alpha_a \alpha_b \sin(\theta_a) \sin(\theta_b) - \alpha_a^2 - \alpha_b^2))}{2 \alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b)}
\]

\[
M_{1,2} = \frac{e^{-i q d} 2i \sin(q d) (\alpha_b^2 - \alpha_a \alpha_b e^{-i \theta_a} 2i \sin(\theta_b) - \alpha_a^2 e^{-2i \theta_a})}{2 \alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b)}
\]

\[
M_{2,1} = \frac{-e^{-i q d} 2i \sin(q d) (\alpha_b^2 + \alpha_a \alpha_b e^{-i \theta_a} 2i \sin(\theta_b) - \alpha_a^2 e^{-2i \theta_a})}{2 \alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b)}
\]

\[
M_{2,2} = \frac{e^{-i q d} (2 \alpha_a \alpha_b \cos(\theta_a) \cos(q d) + i \sin(q d) (2 \alpha_a \alpha_b \sin(\theta_a) \sin(\theta_b) - \alpha_a^2 - \alpha_b^2))}{2 \alpha_a \alpha_b \cos(\theta_a) \cos(\theta_b)}
\]

This transfer matrix satisfies all of the following properties [41], which shows that the transfer matrix is valid.

\[
\det(M) = 1 \quad M_{1,1} = M_{2,2}^* \quad M_{1,2} = M_{2,1}^*
\]

Using this matrix the transmission coefficient can easily be found as it is known that the constants have the following values: $a_1 = 1$, $a_2 = r$, $a_3 = t$ and $a_4 = 0$

\[
\begin{bmatrix}
  t \\
  0
\end{bmatrix} = \begin{bmatrix}
  M_{11} & M_{12} \\
  M_{21} & M_{22}
\end{bmatrix}\begin{bmatrix}
  1 \\
  r
\end{bmatrix} \quad t = \frac{1}{M_{22}} \quad T = |t|^2
\]

Then the transmission probability $T$ can be calculated as:

\[
T = \frac{4 \alpha_a^2 \alpha_b^2 \cos^2(\theta_a) \cos^2(\theta_b) + \sin^2(q d) (2 \alpha_a \alpha_b \sin(\theta_a) \sin(\theta_b) - \alpha_a^2 - \alpha_b^2)^2}{4 \alpha_a^2 \alpha_b^2 \cos^2(q d) \cos^2(\theta_a) \cos^2(\theta_b)}
\]
Figure 3.2: Density plots of transmission probability $T$ against energy $E$ and incident angle $\theta_a$ from Equation (3.13). In all plots the width $d = 200$ nm and $V_a = 0$ eV. (a) Shows results for the potential barrier with gapless Dirac spectrum. (b) Massless Dirac fermions entering a region of finite mass. (c) Massive quasiparticles transmit through a potential barrier.

This result includes an energy gap and potential term. If the respective energy gap, or potential term is set to zero the results in [17] can be obtained. When potentials approach the electron mass $V \approx m_e c^2$ [45], $\theta_b \to 0$ and the transmission probability reduces to the result for Klein tunnelling shown in [26]:

$$T = \frac{\cos^2(\theta_a)}{1 - \cos^2(q_b d) \sin^2(\theta_a)}$$

(3.14)

The result in Equation (3.13) is then plotted in Figure 3.2. This result can be reduced to the graphene potential barrier in Figure 3.2 (a), a region of finite mass in Figure 3.2 (b) or the massive potential barrier shown in Figure 3.2 (c). The potential barrier features $T = 1$ when $\theta_a = 0$ for all energies with exception of $E = V_{a,b}$ and shows clear resonances.

In Figure 3.3 (a) the transmission probability is plotted with the dependence on energy gap. At larger values of energy gap it can be seen that the gap region increases fairly linearly, however at small energy gaps there is a non-negligible transmission probability. Similarly in Figure 3.3 (b) the dependence of barrier width on transmission probability
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(a) \( m_a = 0 \text{ eV}, V_a = 0 \text{ eV}, V_b = 0.1 \text{ eV} \) and \( d = 200 \text{ nm} \).

(b) \( m_b = 0.05 \text{ eV}, m_a = 0 \text{ eV}, V_a = 0 \text{ eV} \) and \( V_b = 0.1 \text{ eV} \).

Figure 3.3: Density plots of transmission probability against energy gap and barrier width. In (a) The transmission properties with a varying energy gap. (b) The dependence of barrier width \( d \) on the transmission probability.

is shown. Here as width increases the number of resonances increases. For thin barriers a finite transmission probability occurs at all energies, again removing the effect of the energy gap.

3.2 Fabry-Pérot Resonances

A single graphene barrier can act as a Fabry-Pérot resonator [46]. At resonance the transmission probability \( T \) will be equal to one. It is clear from Equation (3.13) that this requirement is met when \( q_0d = n\pi \). Evaluating this relation provides the energies where the Fabry-Pérot resonances can be found.

\[
E = V_b \pm \sqrt{\hbar^2 v_f^2 \left( \frac{n^2 \pi^2}{d^2} + k_y^2 \right) + m_b^2} \tag{3.15}
\]

The condition of \( E = \hbar v_f k_y \) is the limit of where real solutions exist. This condition can be applied to Equation (3.15), which then becomes:

\[
E = \frac{V_b}{2} - \frac{v_f^2 \hbar^2 n^2 \pi^2 + d^2 m_b^2}{2V_b d^2} \tag{3.16}
\]

Showing the energies at which real and imaginary solutions coincide. When an energy gap is introduced the gap centered around \( V_b \) increases by \( 2m \). This increased gap reduces the energy region resonances can exist, resulting in a higher density of resonances. If the energy gap \( m_b = 0 \) this result can be reduced to the gapless case in [36]. These resonances are not restricted to potential barriers; for the case of \( V_{a,b} = 0, m_a = 0 \) and \( m_b \neq 0 \) resonances can still be obtained.
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Figure 3.4: The dependence of energy $E$ and $k_y$ on Fabry-Pérot resonances as described by Equation (3.15) with $\hbar v_f = 1$. Here the barrier has the properties $m_{a,b} = 0.02$ eV, $V_b = 0.1$ eV, $V_a = 0$ eV and width $d = 200$ nm.

3.3 Bound States

A bound state will only be found within a barrier, therefore the wave-functions must decay outside of the barrier. To find the bound states within a potential barrier the wave-function system of growth-oscillatory-decay shown in Figure 3.5 is needed. Using the wave-functions derived in Section 1.5.2 and Section 1.5.1 this system can be constructed. The wave-functions in each region take the form:

$$
\psi_a = a_1 \left[ \begin{array}{c} e^{q_d x} \\
\frac{i}{\alpha} e^{q_d x} \end{array} \right] e^{ik_y y} \tag{3.17}
$$

$$
\psi_b = \left[ \begin{array}{c}
ge^{i q x} \\
\alpha e^{i q x + i \theta} \\
-\alpha e^{-i q x - i \theta} \\
\end{array} \right] \left[ \begin{array}{c}
a_2 \\
a_3 \\
0 \\
\end{array} \right] e^{ik_y y} \tag{3.18}
$$

$$
\psi_c = a_4 \left[ \begin{array}{c} e^{-q_d x} \\
-i \alpha e^{-q_d x} \end{array} \right] e^{ik_y y} \tag{3.19}
$$

At the boundaries $d_1$ and $d_2$ the continuity of wave-functions requires that $\psi_a = \psi_b$ and $\psi_b = \psi_c$. From this condition the set of simultaneous equations can be made:

$$
a_1 e^{q_d d_1} = a_2 e^{i q d_1} + a_3 e^{-i q d_1} \tag{3.20}
$$

$$
-i a_1 \alpha e^{q_d d_1} = \alpha \left( a_2 e^{i q d_1 + i \theta} - a_3 e^{-i q d_1 - i \theta} \right) \tag{3.21}
$$

$$
a_2 e^{i q d_2} + a_3 e^{-i q d_2} = a_4 e^{-q_d d_2} \tag{3.22}
$$

$$
\alpha \left( a_2 e^{i q d_2 + i \theta} - a_3 e^{-i q d_2 - i \theta} \right) = i a_4 \alpha e^{-q_d d_2} \tag{3.23}
$$

Re-arranging these to be equal to zero the matrix $m$ can be made:

$$
\begin{bmatrix}
  e^{q_d d_1} & -e^{i q d_1} & -e^{-i q d_1} & 0 \\
-i \alpha e^{q_d d_1} & -\alpha e^{i q d_1 + i \theta} & \alpha e^{-i q d_1 - i \theta} & 0 \\
0 & e^{i q d_2} & e^{-i q d_2} & -e^{-q_d d_2} \\
0 & \alpha e^{i q d_2 + i \theta} & -\alpha e^{-i q d_2 - i \theta} & -i \alpha e^{-q_d d_2}
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4
\end{bmatrix}
= \begin{bmatrix} 0 \\
0 \\
0 \\
0
\end{bmatrix} \tag{3.24}
$$
To find non-trivial solutions set \( \det(m) = 0, d_1 = 0 \) and \( d_2 = d \). From this the dispersion relation can be found:

\[
\tan(qd) = -\frac{q dq}{\frac{E^2 - m_{a,b}^2, V_a V_b - E(V_a + V_b)}{\hbar^2 v_f^2} - k_y^2} \tag{3.25}
\]

When the energy gap is removed this result can be reduced to the results for the potential barrier with a Dirac spectrum shown in [27]. The effect of the energy gap on the bound states is similar that of the Fabry-Pérot resonances; the energy gap reduces the valid region for bound states to exist, which causes the peaks of the states to occur at lower energies within the barrier. If the energy gap is significantly large, states at higher energies may be lost until the valid energy region approaches zero.

### 3.4 Conductance

The conductance through a device can then be calculated via the Landauer formalism as described in Section 1.9. In Figure 3.6 the conductance has been plotted against the Fermi level of the system. Experimentally this would be adjusted by applying a gate voltage to the substrate of the device [9]. In Figure 3.6 (a) and Figure 3.6 (b) the same barrier has been plotted at low temperature and at room temperature. It can be seen that the barrier creates minima at zero energy and at barrier height. Outside of the barrier region, the conductance becomes linear due to the graphene density of states. When the temperature is increased in Figure 3.6 (b) the barrier region smooths out reducing the effect of the
potential. In Figure 3.6 (c) a small energy gap is included at zero and at barrier height, this creates regions of zero conductance centered at zero energy and at barrier height.

Figure 3.6: Conductance against Fermi energy from Equation (1.175) with the transmission probability in Equation (3.13). For all plots $V_b = 0.1$ eV, $d = 200$ nm and $eV_{sd} = 0.01$ eV.

The height of the potential barrier is then adjusted in Figure 3.7, which would be caused by doping or interactions with a substrate. Figure 3.7 (a) and Figure 3.7 (b) show the dependence on barrier height at low temperatures. In Figure 3.7 (a) the barrier height $V_b$ is adjusted, which shows oscillations caused by Fabry-Pérot resonances and an asymmetry between positive and negative gate voltages. In Figure 3.7 (b) $V_b$ is kept constant at zero electron volts and the potential outside of region $b$ is adjusted to create a potential well or negative barrier. This shows very different results; the maximum conductance appears at zero gate voltage as with Figure 3.7 (a), however, the conductance drops quickly as the sides of the well increase in height. Again there appears to be an asymmetry between the positive and negative gate voltages with negative voltages causing a sharp drop in conductance. In Figure 3.7 (c) the conductance is then shown at room temperature (298 K). The overall conductance has increased, again with a maximum at zero gate voltage and an asymmetry between positive and negative gate voltages.

Figure 3.7: Conductance against barrier height from Equation (1.175) with the transmission probability in Equation (3.13). For all plots $d = 200$ nm and $eV_{sd} = 0.01$ eV.

The conductance dependence on temperature is further examined in Figure 3.8. At higher temperatures the dependence becomes linear, however at lower temperatures some
differing properties can be observed. When $V_b$ is adjusted the conductance with respect to temperature increases faster than when $V_a$ is adjusted, corresponding to the higher conductances shown in Figure 3.7 (a) and Figure 3.8 (b). When an energy gap is included in the spectrum the conductance is reduced significantly becoming close to zero. At higher temperatures the charge carriers have enough energy to escape the energy gap and the linear dependence is seen again.
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(a) $V_b = 0.1 \text{ eV}, V_a = 0 \text{ eV}$.
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(b) $V_b = 0.1 \text{ eV}, V_a = 0 \text{ eV}$, $m_{a,b} = 0.1 \text{ eV}$.
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(c) $V_a = 0.1 \text{ eV}, V_b = 0 \text{ eV}$.

Figure 3.8: Conductance against temperature from Equation (1.175) with the transmission probability in Equation (3.13). For all plots $d = 200 \text{ nm}$ and $eV_{sd} = 0.01 \text{ eV}$.

By adjusting the source-drain voltage through a potential barrier the conductance becomes similar to that of a semiconducting diode. Figure 3.9 shows the conductance dependence on source-drain voltage. By comparing the high and low temperature curves in Figure 3.9 (a) and Figure 3.9 (b) it can be seen that the current increases at lower voltages with increasing temperature. The effect of an energy gap is then shown in Figure 3.9 (c). Here a large energy gap causes the conductance to become near zero at low source-drain voltages. At higher voltages the conductance behaves similarly to the gapless case, although the gap region causes a much larger asymmetry between positive and negative voltages.
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(a) $T = 20 \text{ K}$.
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(b) $T = 298 \text{ K}$.
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(c) $T = 298 \text{ K}$ and $m_{a,b} = 0.1 \text{ eV}$.

Figure 3.9: Conductance against source-drain voltage from Equation (1.175) with the transmission probability in Equation (3.13). For all plots $d = 200 \text{ nm}$ and $V_b = 0.1 \text{ eV}$. 
3.5 Conductance Without Graphene Density of States

If the graphene density of states is not used in the derivation for conductance, a system where graphene is only used as a scattering device can be simulated. The result for the transmission probability from Equation (3.13) can then be used to calculate the conductance through a nano-device. In this way these results will be comparable to results obtained experimentally. The conductance at zero temperature without the graphene density of states is then [22, 38, 39]:

\[
G = G_0 \int_{-\pi/2}^{\pi/2} T(E_f, \theta_a) \cos(\theta_a) d\theta_a
\]  

(3.26)

where \( G_0 = 2e^2/\hbar \) and \( E_f \) is the Fermi energy. Figure 3.10 and Figure 3.11 then show the conductance for various barriers where energy gap and potential have been included within defined regions. From this, the effect of the energy gap is clearly shown as the conductance sharply decreases to zero within this region. When comparing the potential barriers it can also be seen that the overall conductance decreases and oscillations become more defined as the energy gap increases. In Figure 3.11 (b) a single conductance curve is examined. In this figure the energies at which the peaks of the bound states occur (from Equation (3.25)) have been included as dashed lines. It can then be seen that the troughs in conductance approximately coincide with these energies. With this in mind the energies half way between the bound states were also included as solid lines. These solid lines then approximately show the energies at which the peaks in the conductance occur.
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Figure 3.11: The conductance from Equation (3.26) for a various barriers with width $d = 200$ nm. In (b) the dashed lines show peaks of the bound states from Equation (3.25) and solid lines are located at energies mid way between bound states.

3.6 n-Barriers

To adjust the transfer matrix method for multiple barriers a phase shift must be introduced for when the electron is travelling between barriers [41]. For convenience each barrier will be on its own $x$ axis, so that the first barrier starts at $x_1 = 0$ and the second barrier starts at $x_2 = 0$. The distance between the two axes will be defined as $d_1 + l$. A diagram of the two energy axes and distance $l$ is shown in Figure 3.12.

Figure 3.12: A double potential barrier with distance $l$ between barriers. The double barrier shown is constructed of two single potential barriers on independent axes $x_1$ and $x_2$. The two barriers can be joined by introducing a phase shift between the barriers.

Continuity of the wave-functions require that the transmitted wave from the first barrier must be matched to the incident wave of the second barrier. For convenience, this will be done at the point $x_1 = d_1 + l/2$ and $x_2 = -l/2$. Using the continuity of the wave-functions, which were derived in Section 1.5.1, at the points $x_1 = d_1 + l/2$ and
\[ x_2 = -l/2 \] produces the relation:

\[
\begin{bmatrix}
 e^{i \theta (d + \frac{l}{2})} & e^{-i \theta (d + \frac{l}{2})} \\
 \alpha_1 e^{i \theta (d + \frac{l}{2}) + i \theta} & -\alpha_1 e^{-i \theta (d + \frac{l}{2}) - i \theta}
\end{bmatrix}
\begin{bmatrix}
 a_{15} \\
 a_{16}
\end{bmatrix}
= \begin{bmatrix}
 e^{-i \frac{l}{2} \theta} & e^{i \frac{l}{2} \theta} \\
 \alpha_1 e^{-i \frac{l}{2} \theta + i \theta} & -\alpha_1 e^{i \frac{l}{2} \theta - i \theta}
\end{bmatrix}
\begin{bmatrix}
 a_{21} \\
 a_{22}
\end{bmatrix}
\]

The matrices \( m_1 \) and \( m_2 \) have been introduced to represent the wave-functions from each barrier so that:

\[ m_1 \begin{bmatrix}
 a_{15} \\
 a_{16}
\end{bmatrix} = m_2 \begin{bmatrix}
 a_{21} \\
 a_{22}
\end{bmatrix} \quad (3.28) \]

Making \( a_{21} \) and \( a_{22} \) the subject produces the transfer matrix for the region between the two barriers:

\[
\begin{bmatrix}
 a_{21} \\
 a_{22}
\end{bmatrix} = \Lambda \begin{bmatrix}
 a_{15} \\
 a_{16}
\end{bmatrix}
\]

\[ \Lambda = m_2^{-1} m_1 = \begin{bmatrix}
 e^{i \theta (d_1 + \frac{l}{2})} & 0 \\
 0 & e^{-i \theta (d_1 + \frac{l}{2})}
\end{bmatrix} \quad (3.29) \]

Using the phase shift between the two barriers the transfer matrix for \( n \) barriers can be calculated from:

\[ M_n = \Lambda^{-1} (\Lambda M)^n \quad (3.30) \]

where \( M \) is the transfer matrix for a single potential barrier and \( M_n \) is the transfer matrix for the whole barrier structure. By keeping the independent region notation from the single barrier any barrier combination can be created this way, providing there is a region between barriers. However, this can make the already complex result very unmanageable. For this reason it is convenient to use similar barriers. Some results from the evaluated transmission can be seen in Figure 3.13. These results show similar characteristics to the single barriers; the potential barrier shows \( T = 1 \) when \( \theta_a = 0 \) and the massive barrier contains a gap region centered at \( E = 0 \) eV with symmetry on the energy axis. The most obvious exception is the double barrier systems show far more resonances due to the two extra wave-function regions added with the extra barrier.

The effect of these resonances can clearly be seen when comparing the conductance for a double barrier in Figure 3.14 (b) with the conductance for a single barrier in Figure 3.10.

### 3.7 Graphene Superlattice

The graphene superlattice consists of an infinite number of potential barriers with equal spacing. This problem can be compared to the electron in a periodic potential field [47] and is shown in Figure 3.15.
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(a) The double potential barrier with $V_b = 0.05$ eV.

(b) The double mass barrier with $m_b = 0.05$ eV.

Figure 3.13: Transmission probability for double barrier systems from the transfer matrix in Equation (3.30). For simplicity similar barriers are used where $d_{1,2} = 50$ nm, $l = 50$ nm and $\theta_a = \pi/4$.

(a) $\theta_a = \pi/4$.

(b)

Figure 3.14: (a) Transmission probability from the transfer matrix in Equation (3.30). (b) Conductance plot for symmetrical double massive potential barrier calculated from Equation (3.26) with the transmission probability from the transfer matrix in Equation (3.30). For both plots the barriers have the characteristics $d_{1,2} = 50$ nm, $l = 50$ nm, $V_b = 0.05$ eV and $m_b = 0.05$ eV.
The wave-functions in each region can be taken from Section 1.5.1. In region \(a\) the normalised wave-functions have the form:

\[
\psi_a = c_a e^{ik_y y} \begin{bmatrix}
    e^{i q_a x} & e^{-i q_a x} \\
    \alpha_a e^{iq_a x + i \theta_a} & -\alpha_a e^{-i q_a x - i \theta_a}
\end{bmatrix} \begin{bmatrix}
    a_1 \\
    a_2
\end{bmatrix} \tag{3.31}
\]

In region \(b\) there is no external potential and the normalised wave-functions are:

\[
\psi_b = c_b e^{ik_y y} \begin{bmatrix}
    e^{i q_b x} & e^{-i q_b x} \\
    \alpha_b e^{iq_b x + i \theta_b} & -\alpha_b e^{-i q_b x - i \theta_b}
\end{bmatrix} \begin{bmatrix}
    a_3 \\
    a_4
\end{bmatrix} \tag{3.32}
\]

Requiring that the potentials in regions \(a\) and \(c\) are the same, the wave-functions in regions \(a\) and \(c\) will be equivalent but with a spacial displacement and a potential phase shift of \(e^{ik(x+a+d)}\), where \(a + d\) is the period of the periodic potential. Here the constant \(k = \frac{2\pi n}{L}\) where \(L\) is the length of the entire structure and \(n\) is an integer. Therefore the wave-functions can be written as:

\[
\psi_c = c_a e^{ik(a+d)} e^{ik_y y} \begin{bmatrix}
    e^{i q_a (x-a-d)} & e^{-i q_a (x-a-d)} \\
    \alpha_a e^{iq_a (x-a-d) + i \theta_a} & -\alpha_a e^{-i q_a (x-a-d) - i \theta_a}
\end{bmatrix} \begin{bmatrix}
    a_1 \\
    a_2
\end{bmatrix} \tag{3.33}
\]

Continuity of the wave-functions at the barrier interfaces located at \(x = 0\) and \(x = a\) produces a set of four simultaneous equations. In matrix form these equations can be written as:

\[
\begin{bmatrix}
    c_a \\
    c_a \alpha_a e^{i \theta_a} \\
    -c_a e^{ik(a+d)} e^{-i q_a d} \\
    -c_a \alpha_a e^{ik(a+d) + i \theta_a}
\end{bmatrix}
\begin{bmatrix}
    c_a \\
    -c_a \alpha_a e^{-i \theta_a} \\
    -c_b \\
    c_b \alpha_b e^{-i \theta_b}
\end{bmatrix}
\begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3 \\
    a_4
\end{bmatrix} =
\begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix} \tag{3.34}
\]

These equations can be solved by requiring that the determinant of this matrix is equal
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(a) The energy band dependence on the phase factor $k$ with $k_y = 0$.

(b) The energy band dependence on the phase factor $k$ with $k_y = 0.01$.

Figure 3.16: The energy bands for an infinite graphene superlattice from Equation (3.36). The lattice shown has a height $V_a = 0.1$ eV and the width $d = 50$ nm.

to zero. Evaluating this results in the dispersion relation:

$$- \sin(q_a d) \sin(q_b d) \left[ \frac{\alpha_a}{\alpha_b} + \frac{\alpha_b}{\alpha_a} \right] + \sin(q_a d) \sin(q_b d) \sin(\theta_a) \sin(\theta_b)$$

$$+ \cos(q_a d) \cos(q_b d) \cos(\theta_a) \cos(\theta_b) - \cos(2kd) \cos(\theta_a) \cos(\theta_b) = 0$$

(3.35)

(3.36)

For simplicity the widths of the periodic potential barriers and wells have been made equivalent so that $a = d$. The roots of this equation produce the energy bands of a graphene superlattice shown in Figure 3.16.
Chapter 4

The Zener Tunnelling Barrier

The Zener tunnelling barrier or "Zener barrier" [48] is a three region system similar to the potential barrier in Chapter 3 with the exception that the constants in regions $a$ and $c$ are not equal. Zener tunnelling is the process whereby an electron may be excited from the valence band into the conduction band by a strong electric field [49, 50]. The Zener tunnelling in graphene nano-devices is represented by an electron-hole interface in the potential structure [42, 51], which can be seen at energies within a potential step. The three region systems which include a potential step can be interpreted as a double step, or as a Zener barrier which consists of a barrier on top of a step.

The transmission properties of the Zener barrier are shown in Figure 4.1 (a). In the same way as a symmetrical barrier regions 1, 4 and 6 are where electron-electron, electron-hole-electron or hole-hole transport occur, here it is expected that transmission is high as well as evidence of resonances and bound states. In region 3 the energy gap introduced into the graphene spectrum causes no transmission or no incident particles depending on the direction of the incident charge carrier. Region 5 can only be represented in Figure 4.1 (a). Here $\hbar v_y k_y > E$, therefore only imaginary solutions could exist. Regions 2 and 7 are regions where $\hbar v_y k_y > E$ but $\hbar v_y k_y < E - V$, therefore there is no transmission here, but bound states can still be found for these regions.

4.1 Transfer Matrix

The scattering properties for the Zener barrier can be calculated in a similar way to the symmetrical barrier. Oscillatory wave-functions in all three regions allow a transfer matrix to be constructed, however as region $c$ differs from region $a$ the transmission probability will not simply be defined as $T = |t|^2$. Following on from the continuity of probability current calculation in Chapter 2 the transmission probability will be calculated from $T = 1 - R$. 
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Figure 4.1: (a) Transmission region diagram of energy against \( k_y \) \( (\hbar v_f = 1) \) for a three region Zener tunnelling system. Regions of transport (1, 4, 6), energy gap (3) and no propagation (2, 5, 7) are shown. (b) Diagram of a Zener tunnelling potential barrier in graphene, including energy spectrum in specific regions. Here a right travelling massive charge carrier is shown transmitting through a barrier with width \( d \) and heights \( V_b > V_a \) and \( V_c < V_a \).

To construct a transfer matrix the wave-functions in each region of Figure 4.1 (b) can be written in matrix form. Continuity of the wave-functions requires that at the first boundary located at \( x = d_1 \), the wave-function \( \psi_a \) must be equal to \( \psi_b \). Using the wave-functions from Section 1.5.1 this can be written as:

\[
\begin{bmatrix}
  e^{iq_b d_1} & e^{-iq_b d_1} \\
  \alpha_b e^{iq_b d_1 + i\theta_b} & -\alpha_b e^{-iq_b d_1 - i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix}
= \begin{bmatrix}
  e^{iq_a d_1} & e^{-iq_a d_1} \\
  \alpha_a e^{iq_a d_1 + i\theta_a} & -\alpha_a e^{-iq_a d_1 - i\theta_a}
\end{bmatrix}
\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} \quad (4.1)
\]

Where the matrices \( m_1 \) and \( m_2 \) represent the wave-functions in matrix form to the left and right of the barrier interface so that:

\[
m_1 \begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix} = m_2 \begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} \quad (4.2)
\]

The continuity of wave-functions requires that at the second boundary \( x = d_2 \), the wave-function \( \psi_b \) must be equal to \( \psi_c \):

\[
\begin{bmatrix}
  e^{iq_b d_2} & e^{-iq_b d_2} \\
  \alpha_b e^{iq_b d_2 + i\theta_b} & -\alpha_b e^{-iq_b d_2 - i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix}
= \begin{bmatrix}
  e^{iq_c d_2} & e^{-iq_c d_2} \\
  \alpha_c e^{iq_c d_2 + i\theta_c} & -\alpha_c e^{-iq_c d_2 - i\theta_c}
\end{bmatrix}
\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix} \quad (4.3)
\]
These wave-functions will then be abbreviated to $m_3$ and $m_4$ so that:

$$ m_3 \begin{bmatrix} a_3 \\ a_4 \end{bmatrix} = m_4 \begin{bmatrix} a_5 \\ a_6 \end{bmatrix} \quad (4.4) $$

With these relations the constants $a_3$ and $a_4$ can be eliminated. The transfer matrix $M$ becomes:

$$ \begin{bmatrix} a_5 \\ a_6 \end{bmatrix} = M \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} \quad M = m_4^{-1}m_3m_2^{-1}m_1 \quad (4.5) $$

Using the properties of transfer and scattering matrices, the reflection and transmission coefficients are stated as:

$$ r = \frac{M_{12}}{M_{22}} \quad t = \frac{1}{M_{22}} \quad (4.6) $$

Using the matrix $M$, the barrier interfaces can be set to $d_1 = 0$ and $d_2 = d$. The reflection and transmission coefficients can then be evaluated to:

$$ r = \frac{e^{-2iqd} \left( i \sin(qd) \left( \alpha_1^2 - \alpha_2^2 \alpha_3 \alpha_4 e^{-i\theta_a} \right) + \alpha_3 \alpha_4 e^{-i\theta_c} \cos(qd - \theta_b) - \alpha_2 \alpha_4 e^{-i\theta_a} \cos(qd + \theta_b) \right)}{i \sin(qd) \left( \alpha_2 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_a} - \alpha_3^2 \right) + \alpha_2 \alpha_4 e^{i\theta_c} \cos(qd - \theta_b) + \alpha_2 \alpha_4 e^{-i\theta_a} \cos(qd + \theta_b)} \quad (4.7) $$

$$ t = \frac{\alpha_6 e^{i\theta_a} \cos(qd + \theta_b) + \alpha_3 \alpha_4 e^{i\theta_c} \cos(qd - \theta_b) - i \sin(qd) \left( \alpha_2 + \alpha_4 e^{i\theta_c} \right)}{\alpha_6 e^{i\theta_a} \left( \alpha_3 \alpha_4 e^{i\theta_a} e^{-i\theta_c} \cos(qd + \theta_b) - i \sin(qd) \left( \alpha_2 + \alpha_4 e^{i\theta_c} \right) \right)} \quad (4.8) $$

The reflection probability $R = |r|^2$ for a Zener barrier becomes:

$$ R = \frac{r_1 r_2}{r_3 r_4} \quad (4.9) $$

where the following definitions have been introduced as:

$$ r_1 = \alpha_2 e^{i\theta_a} \cos(qd + \theta_b) - \alpha_3 \alpha_4 e^{i\theta_c} \cos(qd - \theta_b) - i \sin(qd) \left( \alpha_2 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_c} - \alpha_3^2 \right) \quad (4.10) $$

$$ r_2 = \alpha_2 \alpha_4 e^{i\theta_c} \cos(qd + \theta_b) - \alpha_3 \alpha_4 e^{i\theta_a} \cos(qd - \theta_b) + i \sin(qd) \left( \alpha_2 \alpha_4 e^{-i\theta_a} \alpha_3 \alpha_4 e^{i\theta_c} - \alpha_3^2 \right) \quad (4.11) $$

$$ r_3 = \alpha_2 \alpha_4 e^{i\theta_a} \cos(qd - \theta_b) + \alpha_2 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_c} \cos(qd + \theta_b) + i \left( \alpha_2 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{i\theta_c} + \alpha_3 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_c} \right) \sin(qd) \quad (4.12) $$

$$ r_4 = \alpha_2 \alpha_4 \cos(qd + \theta_b) + \alpha_2 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_c} \cos(qd - \theta_b) - i \left( \alpha_3 \alpha_4 e^{i\theta_a} \alpha_3 \alpha_4 e^{i\theta_c} + \alpha_3 \alpha_4 e^{-i\theta_a} \alpha_3 \alpha_4 e^{-i\theta_c} \right) \sin(qd) \quad (4.13) $$

Then using the relation $T = 1 - R$ the transmission probability evaluates to:

$$ T = \frac{4 \alpha_2 \alpha_4^2 \alpha_3 \alpha_4 \cos(\theta_a) \cos(\theta_c) \cos^2(\theta_b) e^{i\theta_a+i\theta_c}}{r_3 r_4} \quad (4.14) $$

Density plots of the transmission probability show unique properties for the barrier depending on the direction of the step within the system. By comparison to the symmetrical barrier there are extra regions of transmission introduced where the step is outside of the barrier. These are shown at $E = -0.05$ eV in the examples in Figure 4.2. The
transmission probability depends on strongly on the magnitude and order of potentials in each region as these potentials control the direction of any steps and whether the device acts as a Zener barrier, or a double potential step. Regions of \( \sim \) zero transmission probability are controlled by the grouped constants \( \alpha_{a,b,c} \). From these constants the transmission probability must become zero when \( E = V_{a,b,c} \) or \( \sim \) zero when an energy gap is included. Outside of these energy limits the transmission probability will become one if the \( k_y \) dependence is removed (\( \theta_a = 0 \)).

(a) The double step where \( V_a = 0.05 \) eV, \( V_b = 0 \) eV and \( V_c = -V_a \).  
(b) The Zener barrier with \( V_a = 0.05 \) eV, \( V_b = 0.1 \) eV and \( V_c = -0.05 \) eV.

Figure 4.2: Density plot of transmission probability with energy against incident angle for the three region system in Equation (4.14). For both plots \( d = 200 \) nm and \( m_{a,b,c} = 0 \) eV.

The introduction of an energy gap causes the transmission probability to become essentially zero at energies within the gap shown in Figure 4.3. When no potential is included this produces a region of no transmission inside the gap and symmetrical transmission properties at energies outside of the gap. When both an energy gaps and potentials are included, the transmission probability becomes similar the potential barrier, however the regions of \( \sim \) zero transmission probability around \( E = V_{a,b,c} \) increase to the size of the energy gap in that region. For small energy gaps a small transmission probability can be seen inside the gap.

4.2 Resonances and Bound States

The extra boundary at \( x = d \) causes an additional reflected term into region \( b \). This extra term allows the three region system to act as a Fabry-Pérot resonator. Under the resonance condition for a potential barrier \( q_b d = n\pi \) \[32\] an expression for resonances
(a) Massive Zener barrier with \( m_a = 0.05 \text{ eV} \), \( m_b = 0.1 \text{ eV} \) and \( m_c = 0 \text{ eV} \).  

(b) The double step where \( V_a = 0.05 \text{ eV} \), \( V_b = 0 \) eV, \( V_c = -V_a \) and \( m_{a,b,c} = 0.01 \text{ eV} \).

Figure 4.3: Density plot of transmission probability with energy against incident angle for the three region system in Equation (4.14). For both plots \( d = 200 \text{ nm} \).

inside the barrier can be obtained:

\[
E = V_b \pm \sqrt{\hbar^2 v_f^2 \left( \frac{n^2 \pi^2}{d^2} + k_y^2 \right) + m_b^2} \quad (4.15)
\]

When the resonance condition is applied to Equation (4.14) the expression for the transmission probability simplifies to:

\[
T = \frac{4\alpha_a\alpha_c \cos(\theta_a) \cos(\theta_c)}{\alpha_a^2 + \alpha_c^2 + 2\alpha_a\alpha_c \cos(\theta_a + \theta_c)} \quad (4.16)
\]

This result is identical to Equation (2.28). This means that under resonance conditions the barrier becomes transparent, leaving only the step produced between regions \( a \) and \( c \) to scatter charge carriers. Similarly, the step like result occurs when examining the potential for Klein tunnelling. With large potentials \( \theta_b = 0 \), \( V_b \gg E \) and \( \alpha_b = -1 \). The transmission probability can then be reduced to:

\[
T = \frac{4\alpha_a\alpha_b e^{i\theta_a + i\theta_c} \cos(\theta_a)}{t_1 t_2} \quad (4.17)
\]

where the terms \( t_1 \) and \( t_2 \) are defined as:

\[
t_1 = -\cos(q_b d) (\alpha_a + \alpha_c e^{i\theta_a + \theta_c}) - i \sin(q_b d) (\alpha_a \alpha_c e^{i\theta_c} + e^{i\theta_a}) \quad (4.18)
\]

\[
t_2 = i \sin(q_b d) (\alpha_a \alpha_c e^{i\theta_a} + e^{i\theta_c}) - \cos(q_b d) (\alpha_c + \alpha_a e^{i\theta_a + i\theta_c}) \quad (4.19)
\]

The result for Klein tunnelling in Equation (4.17) produces the plot in Figure 4.5. This result shows step-like transmission properties with the addition of non-theta dependent resonances. The locations of these resonances can be found by applying the conditions for
(a) The Zener barrier with $V_a = 0.05$ eV, $V_b = 0.1$ eV and $V_c = -0.05$ eV.

(b) The Zener barrier with $V_a = -0.05$ eV, $V_b = 0.1$ eV and $V_c = 0.05$ eV.

Figure 4.4: Density plot of transmission probability with energy against incident angle for the three region system in Equation (4.14). For both plots $d = 200$ nm, $m_{a,b,c} = 0.01$ eV.

Klein tunnelling to the resonance condition. The resonance condition in Equation (4.15) can then be modified with $V_b \gg \hbar v_f k_y, m_b$ to find the resonances under Klein tunnelling:

$$E = V_b \pm \frac{\hbar v_f n \pi}{d}$$ (4.20)

With the resonance condition the Klein tunnelling result in Equation (4.17) further reduces to the transmission probability for the potential step.

The calculation in Section 3.3 to find bound states inside a potential barrier can be modified to apply to the Zener barrier. The energy spectrum for bound states in a Zener barrier is:

$$\tan(q_b d) = \frac{\alpha_2 q_b (\alpha_+ + \alpha_-)}{\alpha_- \alpha_+ + \alpha_2 k_y (\alpha_+ - \alpha_-) - \alpha_2^2}$$ (4.21)

However, as the wave-functions decay outside of the barrier region the asymmetry of this barrier structure has little effect on the bound states.

### 4.3 IV Characteristics at Finite Temperatures

Using the Landauer formalism from Section 1.9 the current through a graphene device can be obtained. The current depends on the gate voltage ($V_g$), source-drain voltage ($V_{sd}$) and temperature ($T$). The current can also be affected by the properties of the scattering region such as the step formed around the barrier ($V_{a,c}$) and any energy gap ($m$) in the spectrum of the charge carriers.

It is clear from Figure 4.6 that the current varies significantly depending on the step properties of the barrier. When $V_a > V_c$ the magnitude of the current can be seen to be
Figure 4.5: Density plot of transmission probability and energy against incident angle from Equation (4.17), showing the transmission probability through Zener barriers with large potentials. Here $V_a = 0.05$ eV, $V_b \gg E$ and $V_c = -0.05$ eV.

over three times higher than the opposite step orientation. This result is in agreement with the current characteristics of the step potential; at $V_g = 0$ eV the current coincides with the current from the step. At larger values for gate voltage the current shows less dependence, this is due to the barrier acting at energies much higher then the Fermi energy. When the source-drain voltage is reversed (as in Figure 4.6 (c)) the current becomes negative and the direction of the step is reversed.

Figure 4.6: Current against gate voltage from Equation (1.166) with the transmission probability from Equation (4.14). The various graphene transistors were modelled with temperature $t = 298$ K and width $d = 100$ nm.

When plotting the current against source-drain voltage properties from the step again become very apparent. Figure 4.7 shows the current as the source-drain is varied and as $V_a > V_c$ the current is much larger than for the opposite step direction for positive voltages.
With negative source-drain voltages the current is less varied. As the step direction changes for negative voltages the IV curves could be expected to be mirrored, however, as the barrier is positive in both cases the current will not become fully symmetrical.

The lower current produced when $V_a < V_c$ does however result in an IV curve similar to that of a Zener diode. The negative voltage bias can be increased if an energy gap is included into the barrier region. This effect is shown in Figure 4.7 (c), which shows a strong negative bias.

![Graph showing IV curves with negative source-drain voltages](image)

(a) $V_a = 0.1$ eV, $V_b = 0.2$ eV and $V_c = -0.1$ eV.

(b) $V_a = -0.1$ eV, $V_b = 0.2$ eV and $V_c = 0.1$ eV.

(c) $V_a = -0.1$ eV, $V_b = 0.2$ eV, $V_c = 0.1$ eV and $m_b = 0.2$ eV.

Figure 4.7: Current against source-drain voltage from Equation (1.166) with the transmission probability from Equation (4.14). The various graphene transistors were modelled with temperature $t = 298$ K and width $d = 100$ nm.

The currents dependence on temperature is shown in Figure 4.8. While the $V_a < V_c$ case again shows a much higher overall current, it also shows current reduce as temperatures increase away from zero. As temperature increases; the temperature dependence becomes fairly linear as the energy contribution from temperature becomes greater than that of the voltages. Introducing an energy gap decreases the current at low temperatures. The example in Figure 4.8(c) shows a large energy gap reducing the overall current and essentially removing the current at zero temperature.

![Graph showing IV curves with temperature](image)

(a) $V_a = 0.1$ eV, $V_b = 0.2$ eV and $V_c = -0.1$ eV.

(b) $V_a = -0.1$ eV, $V_b = 0.2$ eV and $V_c = 0.1$ eV.

(c) $V_a = 0.1$ eV, $V_b = 0.2$ eV, $V_c = -0.1$ eV and $m_b = 0.2$ eV.

Figure 4.8: Current against temperature from Equation (1.166) with the transmission probability from Equation (4.14). The various graphene transistors were modelled with constant source-drain voltage $eV_{sd} = 0.1$ eV and width $d = 100$ nm.
4.4 Conductance

The simplified zero-temperature, small voltage model in Equation (1.176) shows the dependence of conductance on the Fermi level. Again the two step directions shown in Figure 4.9 provide differing results; when $V_a > V_c$ energies within the barrier produce much larger conductances. Both cases produce linear dependence on Fermi energy outside of the potentials.

(a) $V_a = 0.1 \text{ eV}$, $V_b = 0.2 \text{ eV}$ and $V_c = -0.1 \text{ eV}$.

(b) $V_a = -0.1 \text{ eV}$, $V_b = 0.2 \text{ eV}$ and $V_c = 0.1 \text{ eV}$.

(c) $m_a = 0.05 \text{ eV}$, $m_b = 0.1 \text{ eV}$ and $m_c = 0 \text{ eV}$.

Figure 4.9: The zero temperature conductance against Fermi-energy from Equation (1.176) with the transmission probability in Equation (4.14). The various graphene transistors were modelled with width $d = 100 \text{ nm}$ and small source-drain voltages.
Chapter 5

Comparison With Experimental Results

The purpose of a theoretical model is to either predict the properties of a material, or to identify the properties of a sample once experimental results are obtained. The theoretical model in this thesis is derived for charge carriers in an infinite sheet of graphene near a Dirac point; however, experimentally this can be difficult to achieve. Experimentally a nano-device constructed from a thin section of graphene, called a nanoribbon, may be connected to voltage probes in order to obtain results for current or conductance. Graphene nanoribbons can readily be fabricated via a number of processes [52, 53, 54, 55, 56]. The results from these nanoribbons can be compared with the results of the theoretical model to determine the properties that the nanoribbons and the infinite sheet share.

Graphene nanoribbons (GNRs) that were epitaxially grown on silicon carbide have been shown to act as single channel, room temperature ballistic conductors [52]. GNRs with a width of 40 nm were tested using a four point contact method. A 20 nm top gate made from Al$_2$O$_3$ coated with aluminium allowed the Fermi level of the system to be adjusted. These GNRs showed a large asymmetry with respect to gate voltage caused by np/pn doping and the presence of a semiconducting gap. The experimental results from the first of these devices is shown in Figure 5.1 (b) with the theoretical results in Figure 5.1 (a). To replicate the sharp changes in conductance at $E_f = 0$ the dependence on gate voltage was flipped, then by introducing a high potential barrier, with a large energy gap in the barrier region the asymmetry of the experimental result was simulated.

Alternate results in [52][Supplementary Information] shown in Figure 5.2, were best modelled theoretically by a potential barrier with height 0.1 eV and a shifted Fermi-energy of +0.11 eV. The smooth dependence of conductance on Fermi level implies a small barrier region was needed to replicate the experimental results; a small shift in
5. Comparison With Experimental Results

Figure 5.1: Comparison of theoretical model for infinite graphene sheet against the experimental data for epitaxial graphene nanoribbons from [52]. The theoretical model here uses $V_{sd} = 10 \text{ mV}$, $T = 20 \text{ K}$, $V_b = 0.9 \text{ eV}$, $d = 100 \text{ nm}$, $m_b = 0.6 \text{ eV}$ and an inverted gate dependence on $E_f$.

Fermi level was then required to ensure the minima in conductance appeared at $E_f = 0 \text{ eV}$.

The differential conductance in Figure 5.3 (b) from [52] shows very different results from the previous two cases; however, these results can be replicated using a theoretical model without the graphene density of states which is shown in Figure 5.3 (a). With the linear dependence removed, a barrier with height $V_b = 0.2 \text{ eV}$ and an energy gap of $m_b = 0.1 \text{ eV}$ recreates the conductance peaks and zero conductance region.

The use of a large potential barrier with an energy gap agrees with the analysis in [52], where it is stated that the asymmetry in results is caused by np/pn junctions and that $n\neq0$ subbands experience an energy gap. The theoretical model here does not show a strong temperature dependence. This is possibly due to the experimental results experiencing electronic heating not considered in the theoretical model.

The two probe measurements of 35 nm wide GNRs patterned by plasma etching through a PMMA (polymethyl methacrylate) mask on a graphene flake also show a large scale gap, with Fabry-Pérot resonances occurring in the graphene between the contacts and the constriction region when testing for the presence of a quantum dot [53]. Similarly to Figure 5.1 the asymmetry in Figure 5.4 can be recreated with a high potential barrier. The regular oscillations in conductance appear with low source-drain voltages and thin barrier regions. The location of the minimum in conductance implies that there is some shift in Fermi level which can be seen in Figure 5.4. The oscillations shown in Figure 5.4 (a) are caused by Fabry-Pérot resonances within a single potential barrier in the theoretical model. This produces similar resonances to those caused in the graphene between the
5. Comparison With Experimental Results

(a) Theoretical model.

(b) Experimental result from [52].

Figure 5.2: Comparison of theoretical model for infinite graphene sheet against the experimental data for epitaxial graphene nanoribbons from [52][Supplementry Information]. The theoretical model here uses $V_{sd} = 70 \text{ mV}$, $T = 55 \text{ K}$, $V_b = 0.1 \text{ eV}$, $d = 100 \text{ nm}$, and a shifted $E_f$ of $+0.07 \text{ eV}$.

(a) Theoretical model.

(b) Experimental result from [52].

Figure 5.3: Comparison of theoretical model for infinite graphene sheet against the experimental data for epitaxial graphene nanoribbons from [52]. The theoretical model here uses $V_{sd} = 70 \text{ mV}$, $T = 55 \text{ K}$, $V_b = 0.1 \text{ eV}$, $d = 50 \text{ nm}$, $m_b = 0.06 \text{ eV}$, and a shifted $E_f$ of $+0.11 \text{ eV}$.

contacts and the constriction.

The differential conductance of lithographically fabricated graphene nanoribbons studied in [54] is shown in Figure 5.5 (b). The graphene nanoribbon here is placed on a highly doped silicon substrate with a 285 nm SiO$_2$ gate dielectric. These graphene nanoribbons show clear signs of an energy gap. The theoretical model in Figure 5.5 (a) was created using a potential barrier with a height $V_b = 0.25 \text{ eV}$ and an energy gap $m_b = 0.12 \text{ eV}$.

The current against source-drain voltage of these samples is shown in Figure 5.6. This result resembles charge carriers entering a region with an energy gap $m_b = 0.2 \text{ eV}$. The analysis in [54] states that the transport in the considered disordered system is dominated by hopping through localised states. The theoretical model with a potential barrier does include localised states and the comparison in Figure 5.5 and Figure 5.6 shows there are
many similarities in results. Due to the disordered system diffusive transport is present. However, for the nano-scale system considered there is a high possibility that even in the presence of disorder there is some contribution from ballistic transport. The ballistic part of transport may explain the similarities in the shapes of the IV and conductance curves, while the additional disorder in the experimental data allows for the greatly reduced values of current.

In [55] a graphene nanoribbon is fabricated from mechanically exfoliated graphene. This is placed on p-doped silicon covered with 300 nm thick SiO₂, then placed between palladium contacts. The mostly linear dependence of conductance on the Fermi energy can be seen in Figure 5.7 (b) and implies no scattering region between the two contacts, however, at low temperatures the results do show signs of a small scattering region. As
5. Comparison With Experimental Results

Figure 5.6: Comparison of theoretical model for infinite graphene sheet against the experimental data for lithographically fabricated graphene nanoribbons from [54]. The theoretical model here uses $T = 300$ K, $V_b = 0$ eV, $d = 100$ nm and $m_b = 0.2$ eV.

Figure 5.7: Comparison of theoretical model for infinite graphene sheet against the experimental data for mechanically exfoliated graphene nanoribbons from [55]. The theoretical model here uses $T = 300$ K, $V_{sd} = 10$ mV, a Fermi energy shift of $+0.06$ eV and $V_b = 0.05$ eV.

The conductance minimum is not at $E_f = 0$ eV a shift of $+0.2$ eV has been used for the theoretical model in Figure 5.7 (a). The analysis in [55] states that the asymmetry of the conductance is likely caused by some form of gate oxide hysteresis. For one sample a gate voltage of 20 V is used, it is stated that this corresponds to a shift in the Fermi level of approximately 0.26 eV, indicating that there is a large contact resistance present that was not accounted for in the theoretical model.

While many of the experimental results resemble the theoretical model, many features vary by orders of magnitude. The sample bias for nearly all experimental results is vastly greater than the predicted change in Fermi energy. This is possibly due to some form of contact resistance; the voltage applied to the gate region is not perfectly affecting the Fermi level of the graphene. It would therefore require much larger external voltages
to change the Fermi level of the sample. This contact resistance will also change how the current is carried through a sample of graphene; if a voltage probe is placed in an obtrusive manor it may act as an additional scattering region, reducing the flow of current. The observed effect of temperature is greater than predicted, as described in [52] an experimental sample will experience some heating when a current is passed through it. It is therefore possible that in order to achieve similar temperature dependences a larger temperature difference will be required.

The theoretical results in Figure 5.1 and Figure 5.4 show clear resonances at regular intervals of energy. As these results both use potential barrier regions with large heights, these resoances can be described by the Fabry-Pérot resonance condition with large potentials.

\[ E = \pm \frac{\hbar v_f n \pi}{d} \]  

(5.1)

The corresponding experimental results also show regular peaks in the conductance plots, it is possible that resonances are contributing to these conductance peaks.
Chapter 6

Three Dimensional Topological Dirac Semimetals

The recent influx of study into the two dimensional material graphene has highlighted the field of gapless semiconductors. In graphene the conduction and valence bands meet at a point known as a Dirac point [17] and massless charge carriers follow a linear energy-momentum relation [20]. Due to the linear dispersion relation, high Fermi velocity \( (v_f \approx c/300) \) and massless charge carriers, graphene quasiparticles can be modelled by the relativistic Dirac equation [26].

The results obtained in graphene are equally applicable to a broad class of materials generally named topological insulators [24, 57]. In [24] it was shown that on the interface between the two insulating semiconductors CdTe and HgTe(Se) an inverted band structure may arise. The inverted band structure creates a metallic conducting layer associated with the Dirac gapless spectrum. The single Dirac point is protected by a time reversal symmetry and the conductivity in the Dirac point at zero temperature tends to infinity.

Three dimensional materials such as Ag\(_2\)Se and Ag\(_2\)Te have been shown to act as small gap semiconductors [58, 59] and Ag\(_2\)Te can experience a phase transition from narrow-gap semiconductor to gapless semiconductor with a linear spectrum [60]. Other materials such as grey tin [61] and mercury telluride [62] have been shown to possess zero-gap properties with a parabolic dispersion relation. In the case of mercury telluride the size of the energy gap can be adjusted by replacing atoms of mercury with the lighter element cadmium. With a specific concentration of cadmium the dispersion relation becomes gapless and linear [63].

Recently, Na\(_3\)Bi has been shown to possess a three dimensional linear dispersion relation [64]. The crystal structure of Na\(_3\)Bi forms a hexagonal Brillouin zone in the \( k_x - k_y \) plane similar to the two dimensional material graphene. This forms three dimensional Dirac cones close to the center of the Brillouin zone.
The three dimensional Dirac cones have also been shown in the material Cd$_3$As$_2$ [65, 66, 67]. This material possesses a non-symmetrical Dirac cone [65] in the $k_y - k_z$ direction and a Fermi velocity 1.5 times greater than that of graphene [66]. These qualities make Cd$_3$As$_2$ a good candidate for the exploration of Weyl semimetals and three dimensional Dirac cones.

In order to simply model three dimensional materials with a linear spectrum, a three dimensional Weyl Hamiltonian [68, 69] can be used:

$$\hat{H} = v_f \hat{p} \cdot \vec{\sigma} + IV(x) \quad (6.1)$$

where $v_f$ is the Fermi velocity, $\hat{p}$ is the three dimensional momentum operator, $I$ is the identity matrix, $V(x)$ is an external potential and $\vec{\sigma}$ are the Pauli spin matrices. This Hamiltonian is a two by two matrix similar to that of the graphene Hamiltonian. The exception here is that for Weyl fermions momentum is not limited to the $x$ and $y$ directions. Due to the similarities with the graphene Hamiltonian it is reasonable to apply the same theoretical methods to Weyl fermions in the hope to provide graphene like properties in a three dimensional material.

### 6.1 Energy Spectrum

The energy spectrum can be obtained from the characteristic equation $\text{det} \left( \hat{H} - E \right) = 0$. Expressing the Hamiltonian from Equation (6.1) into matrix form and replacing the potential $V(x)$ with a constant potential $V$, this equation becomes:

$$\text{det} \begin{bmatrix} V - E + v_f \hat{p}_z & v_f (\hat{p}_x - i \hat{p}_y) \\ v_f (\hat{p}_x + i \hat{p}_y) & V - E - v_f \hat{p}_z \end{bmatrix} = 0 \quad (6.2)$$

Solving this equation produces a three dimensional graphene like linear dispersion relation:

$$E = V \pm \hbar v_f \sqrt{k_x^2 + k_y^2 + k_z^2} \quad (6.3)$$

$$= V \pm \hbar v_f k \quad (6.4)$$

At this stage the removal of the $z$ direction will perfectly reproduce the graphene dispersion relation [8].

### 6.2 Wave-functions

With the energy spectrum of the graphene like Hamiltonian, suitable wave-functions can be selected. These wave-functions can then be used to describe charge carriers in a Weyl
Figure 6.1: A plot of energy against momentum from Equation (6.4) with arbitrary units. This plot shows the linear dispersion relation of a three dimensional Weyl spinor.

semimetal. The time independent Dirac equation in matrix form with the Hamiltonian in Equation (6.1) and a constant potential can be written as:

\[
\begin{bmatrix}
V - E + v_f \hat{p}_z & v_f (\hat{p}_x - i\hat{p}_y) \\
v_f (\hat{p}_x + i\hat{p}_y) & V - E - v_f \hat{p}_z
\end{bmatrix}
\begin{bmatrix}
\psi_a \\
\psi_b
\end{bmatrix} = 0
\] (6.5)

This equation can then be split into a set of simultaneous equations.

\[
(V - E + v_f \hat{p}_z) \psi_a + v_f (\hat{p}_x - i\hat{p}_y) \psi_b = 0
\] (6.6)

\[
v_f (\hat{p}_x + i\hat{p}_y) \psi_a + (V - E - v_f \hat{p}_z) \psi_b = 0
\] (6.7)

From Equation (6.7) the wave-function component \(\psi_b\) can be shown as an expression of \(\psi_a\):

\[
\psi_b = - \frac{v_f (\hat{p}_x + i\hat{p}_y)}{V - E - v_f \hat{p}_z} \psi_a
\] (6.8)

Substituting the value of \(\psi_b\) into Equation (6.6) makes \(\psi_a\) the only unknown. Using the definition of the momentum operator, Equation (6.6) becomes:

\[
\left((E - V)^2 - \hbar^2 v_f^2 \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\right)\right) \psi_a = 0
\] (6.9)

Requiring that the wave-function be separable and a plane wave in the \(y\) and \(z\) directions; \(\psi_a\) is required to be in the form of \(f(x)e^{ik_yy}e^{ik_zz}\). Using these requirements for \(\psi_a\), Equation (6.9) becomes:

\[
\left(\frac{(E - V)^2}{\hbar^2 v_f^2} - k_y^2 - k_z^2\right) f(x) + f''(x) = 0
\] (6.10)

With the solution:

\[
f(x) = e^{iqx} \quad q = \sqrt{\frac{(E - V)^2}{\hbar^2 v_f^2} - k_y^2 - k_z^2}
\] (6.11)
Therefore the full expression for $\psi_a$ is:

$$\psi_a = e^{iqx + ik_y y + ik_z z} \quad (6.12)$$

Using this definition of $\psi_a$ (with appendix Section 9.2) and Equation (6.8), the wave-function component $\psi_b$ can be evaluated to:

$$\psi_b = \hbar v_f (q + i k_y) \frac{E - V + \hbar v_f k_z}{E - V + \hbar v_f k_z} e^{iqx + ik_y y + ik_z z} \quad (6.13)$$

Then by relating the energy momentum relation to spherical coordinate theory the directional momentum can be expressed in terms of incident angles.

$$q = \frac{|E - V| \sin(\phi) \cos(\theta)}{\hbar v_f} \quad k_y = \frac{|E - V| \sin(\phi) \sin(\theta)}{\hbar v_f} \quad k_z = \frac{|E - V| \cos(\phi)}{\hbar v_f} \quad (6.14)$$

These definitions of momentum can be used to rewrite Equation (6.13) as:

$$\psi_b = \frac{|E - V| \sin(\phi)}{E - V + |E - V| \cos(\phi)} e^{iqx + i\theta + ik_y y + ik_z z} \quad (6.15)$$

$$\alpha e^{iqx + i\theta + ik_y y + ik_z z} \quad (6.16)$$

Where $\alpha$ is defined as:

$$\alpha = \frac{|E - V| \sin(\phi)}{E - V + |E - V| \cos(\phi)} \quad (6.17)$$

The full wave-function is then:

$$\psi = \begin{bmatrix} \psi_a \\ \psi_b \end{bmatrix} = \begin{bmatrix} e^{iqx + ik_y y + ik_z z} \\ \alpha e^{iqx + i\theta + ik_y y + ik_z z} \end{bmatrix} \quad (6.18)$$

In this form these wave-functions resemble the graphene wave-functions and the theory used for graphene can be directly applied to Weyl fermions.

### 6.3 The Potential Step

In the same way as the graphene potential barrier, the potential step for a three dimensional gapless semiconductor will require special care when calculating the scattering properties. As the wave-functions have been derived to appear similar to those of graphene, a potential step or barrier which is only present in one dimension will produce identical results to graphene with the exception that the values for $\alpha_{a,b}$ and momentum will maintain their three dimensional nature. This means that the transmission probability through the potential step must be calculated by:

$$T = \left| t \right|^2 \frac{\alpha_b \cos(\theta_b)}{\alpha_a \cos(\theta_a)} \quad (6.19)$$
instead of the usual $T = |t|^2$. The phase of the wave-functions must also be considered within the step; any region of hole transport will require a phase shift of $\theta_h = \pi - \theta_e$ or $\phi_h = -\phi_e$ where the subscript $h$ and $e$ represent holes and electrons respectively. With these conditions the transfer matrix method can be used to obtain the transmission probability through the potential step. This method is identical to the graphene case and therefore the result derived in Section 2.3:

$$T = \frac{4\alpha_a\alpha_b \cos(\theta_a) \cos(\theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a\alpha_b \cos(\theta_a + \theta_b)}$$

(6.20)

can be used with the three dimensional definitions of $\alpha_{a,b}$ and momentum. This result can be reduced to the two dimensional cases by setting the corresponding angle to incidence. To remove the $z$ direction $\phi_a$ can be set to $\pi/2$ producing:

$$T = \frac{4s_a s_b \cos(\theta_a) \cos(\theta_b)}{s_a^2 + s_b^2 + 2s_a s_b \cos(\theta_a + \theta_b)}$$

(6.21)

Where $s_{a,b} = \text{sgn}(E - V_{a,b})$. The terms $\text{sgn}(E - V_{a,b})^2$ have not been cancelled to allow for the special case where $E = V_{a,b}$. The $y$ direction can then be removed by requiring that $\theta_a = 0$ which will reduce the transmission probability to:

$$T = \frac{4\alpha_a\alpha_b}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a\alpha_b}$$

(6.22)

Figure 6.2: Density plots for transmission probability against incident angles $\theta_a$ and $\phi_a$ from Equation (6.20) for a potential step with the characteristics $V_a = 0.1$ eV, $V_b = 0$ eV. In (a) the angular dependence is shown at energies within the potential step for $E = 0.05$ eV. (b) Shows the transmission probability against incident angles $\theta_a$ and $\phi_a$ at energies outside of the potential step, here $E = -0.05$ eV.

The angular symmetry of the potential step can be seen in the density plot in Figure 6.2. At all energies for the potential step, the $\theta_a$ and $\phi_a$ dependencies are equivalent, with the region of perfect transmission increasing away from the step.
6. Three Dimensional Topological Dirac Semimetals

Figure 6.3: Density plots for transmission probability against energy and incident angles \( \theta_a \) and \( \phi_a \) from Equation (6.20) for a potential step with the characteristics \( V_a = 0.1 \) eV, \( V_b = 0 \) eV. In (a) the transmission probability is plotted against energy and \( \theta_a \) with \( \phi_a = \pi/2 \). (b) The transmission probability against energy and \( \phi_a \) with \( \theta_a = 0 \).

6.4 The Potential Barrier

The wave-functions previously derived in Section 6.2 can then be used in the scattering problem described in Figure 6.4. Here regional subscripts will be added to groups of constants in each region. Continuity of the wave-functions require that at the barrier interface the wave-function to the left must equal the wave-function to the right. As this barrier interface is located at \( x = 0 \), the requirement \( \psi_a = \psi_b \) reduces the wave-functions to:

Figure 6.4: The potential barrier problem. A potential barrier is placed in the \( x \) direction with a height \( V_b \) and a width \( d \). The shaded region shows where hole transport is present. The three independent regions have been labelled as \( a \), \( b \) and \( c \).
probability to be obtained. From transfer matrix theory
\[ E \text{valuating the transfer matrix allows the transmission coefficient and the transmission} \]
\[ M \text{becomes:} \]
\[ \begin{bmatrix}
  1 & 1 \\
  \alpha_a e^{i\theta_a} & -\alpha_a e^{-i\theta_a}
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix}
= \begin{bmatrix}
  1 & 1 \\
  \alpha_b e^{i\theta_b} & -\alpha_b e^{-i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} \quad (6.23)
\]
Where again, the notation \( m_1 \) and \( m_2 \) represents the wave-functions to the left and right of the barrier interface respectively.
\[
m_1 \begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix} = m_2 \begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} \quad (6.24)
\]
At the second boundary located at \( x = d \) the wave-function on the left of the interface must equal the wave-function on the right, which will be written as:
\[
\begin{bmatrix}
  e^{i\theta_{d}} \\
  \alpha_b e^{i\theta_{d}+i\theta_c} - \alpha_b e^{-i\theta_{d}+i\theta_c}
\end{bmatrix}
\begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix}
= \begin{bmatrix}
  e^{i\theta_{d}} \\
  \alpha_b e^{i\theta_{d}+i\theta_c} - \alpha_b e^{-i\theta_{d}+i\theta_c}
\end{bmatrix}
\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix} \quad (6.25)
\]
With \( m_3 \) and \( m_4 \) defined so that:
\[
m_3 \begin{bmatrix}
  a_3 \\
  a_4
\end{bmatrix} = m_4 \begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix} \quad (6.26)
\]
Using these definitions the constants \( a_3 \) and \( a_4 \) can be eliminated and the transfer matrix \( M \) becomes:
\[
\begin{bmatrix}
  a_5 \\
  a_6
\end{bmatrix} = M \begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix} \quad M = m_4^{-1}m_3m_2^{-1}m_1 \quad (6.27)
\]
Evaluating the transfer matrix allows the transmission coefficient and the transmission probability to be obtained. From transfer matrix theory \( t = 1/M_{2,2} \) and \( T = |t|^2 \) resulting in:
\[
t = \frac{2\alpha_a \alpha_b e^{-i\theta_{d}} \cos(\theta_a) \cos(\theta_b)}{2\alpha_a \alpha_b \left( \cos(q_b d) \cos(\theta_a) \cos(\theta_b) + i \sin(q_b d) \sin(\theta_a) \sin(\theta_b) \right) - i \sin(q_b d) \left( \alpha_a^2 + \alpha_b^2 \right)}
\]
\[
T = \frac{4\alpha_a^2 \alpha_b^2 \cos^2(\theta_a) \cos^2(\theta_b)}{4\alpha_a^2 \alpha_b^2 \cos^2(q_b d) \cos^2(\theta_a) \cos^2(\theta_b) + \sin^2(q_b d) \left( 2\alpha_a \alpha_b \sin(\theta_a) \sin(\theta_b) - \alpha_a^2 - \alpha_b^2 \right)^2} \quad (6.28)
\]
This equation can then be reduced to produce the transmission probability for two dimensional systems. To remove \( k_z \) the angle \( \phi_a \) can be set to \( \pi/2 \) resulting in:
\[
T = \frac{4s_a^2 s_b^2 \cos^2(\theta_a) \cos^2(\theta_b)}{4s_a^2 s_b^2 \cos^2(q_b d) \cos^2(\theta_a) \cos^2(\theta_b) + \sin^2(q_b d) \left( 2s_a s_b \sin(\theta_a) \sin(\theta_b) - s_a^2 - s_b^2 \right)^2} \quad (6.30)
\]
where \( s_{a,b} = \text{sgn}(E - V_{a,b}) \). This result recreates the graphene result in [17], however, the \( s_{a,b}^2 \) terms have not been removed to allow for special case results when \( E = V_{a,b} \). Similarly the \( y \) dimension can be removed from Equation (6.29) by setting the angle
\( \theta_a = 0 \). Therefore the result for a two dimensional material in the \( x - z \) plane can be reduced to:

\[
T = \frac{4 \alpha_a^2 \alpha_b^2}{4 \alpha_a^2 \alpha_b^2 \cos^2(q_b d) + \sin^2(q_b d) (\alpha_a^2 + \alpha_b^2)^2} \tag{6.31}
\]

As the wave-functions were expressed in an identical form to the graphene wave-functions it is unsurprising that the result for the transmission probability is identical to the graphene case. However, as the constants involved vary from the graphene case the overall result is expected to differ significantly.

The density plots in Figure 6.5 show the transmission probability through a potential barrier. In Figure 6.5 (a) the incident energy is within the barrier, here the transmission probability is symmetrical for both incident angles. The plot also shows resonances and high transmission probability when both angles are near incidence. In Figure 6.5 (b) the energy is well below barrier height, the plot remains symmetrical, with the region of perfect transmission increasing away from the barrier.

![Density plots](image)

(a) \( E = 0.05 \) eV (b) \( E = -0.05 \) eV

Figure 6.5: Density plots for the transmission probability from Equation (6.29) against incident angles \( \theta_a \) and \( \phi_a \) for a potential barrier with height \( V_b = 0.1 \) eV and width \( d = 100 \) nm.

By setting one angle to be normal to the barrier, the dependence of the other angle can be examined in further detail. Angle \( \theta_a \) has been set to zero in Figure 6.6 (a) so that the \( \phi_a \) dependence can be shown. Extra resonances are added at regular energy intervals with the \( \phi_a \) dependence centering at barrier height. When \( \phi_a \) is set to normal incidence the three dimensional barrier is reduced to the two dimensional case shown in graphene.

### 6.5 Resonances and Bound States

As the result for the transmission probability is identical to the graphene case, the same resonance condition applies to Weyl fermions. Resonances can occur when the trans-
mission probability is equal to one. From the equation for transmission probability in Equation (6.29) this condition is satisfied when \( q_b d = n\pi \). With the three dimensional definition of \( q_b \) the resonances can be found with:

\[
E = V_b \pm \hbar v_f \sqrt{\frac{n^2 \pi^2}{d^2} + k_y^2 + k_z^2}
\] (6.32)

The result in Figure 6.6 shows an increase of resonances at energies away from barrier height. To find the number of resonances at a specific energy the angular dependence in Equation (6.32) can be removed. With no angular dependence the number of resonances can be found with the equation:

\[
n = \pm \frac{d (E - V_b)}{\hbar v_f \pi}
\] (6.33)

The three resonances present at \( E = 0.05 \) eV for a barrier with height 0.1 eV are shown in Figure 6.7.

Graphene potential barriers can create bound states within a single barrier [27]. The same method can be applied to Weyl fermions to check for the presence of bound states. A bound state only occurs with a system of growth-oscillatory-decay wave-functions. The oscillatory wave-functions used for the potential barrier must therefore be combined with growth or decay wave-functions. Growth-decay wave-functions can be obtained by requiring that \( \psi_a \) be of the form of exponential growth or decay in the \( x \) direction. Separability of the wave-function requires oscillatory wave-functions in the \( y \) and \( z \) directions. The \( \psi_a \) component of the wave-function must then be represented as:

\[
\psi_a = e^{q_ax + ik_y y + ik_z z}
\] (6.34)
The second component of the wave-function can then be found from the definition of \( \psi_b \) from Equation (6.8):

\[
\psi_b = -\frac{v_f (\hat{p}_x + i\hat{p}_y)}{V - E - v_f \hat{p}_z} e^{q_d x + ik_y y + ik_z z} \tag{6.35}
\]

Evaluating the momentum operator in all directions produces the \( \psi_b \) component of the wave-function:

\[
\psi_b = \frac{i\hbar v_f (q_d - k_y)}{V - E - \hbar v_f k_z} e^{q_d x + ik_y y + ik_z z} \tag{6.36}
\]

With the full wave-function, an expression for the unknown \( q_d \) can be found. By substituting \( \psi_a \) and \( \psi_b \) into Equation (6.6):

\[
(V - E + v_f \hat{p}_z) e^{q_d x + ik_y y + ik_z z} + v_f (\hat{p}_x - i\hat{p}_y) \frac{i\hbar v_f (q_d - k_y)}{V - E - \hbar v_f k_z} e^{q_d x + ik_y y + ik_z z} = 0 \tag{6.37}
\]

Evaluating the operators shows a value of \( q_d \) which satisfies the Dirac equation for growth-decay wave-functions:

\[
q_d = \sqrt{k^2_y + k^2_z - \frac{(E - V)^2}{\hbar^2 v_f}} \quad \alpha_\pm = \frac{\hbar v_f (\pm q_d + k_y)}{E - V_\pm + \hbar v_f k_z} \tag{6.38}
\]

With these definitions the growth-decay wave-function is of the form:

\[
\psi_\pm = \begin{bmatrix}
\psi_a \\
\psi_b
\end{bmatrix} = \begin{bmatrix}
e^{\pm q_d x + ik_y y + ik_z z} \\
i\alpha_+ e^{\pm q_d x + ik_y y + ik_z z}
\end{bmatrix} \tag{6.39}
\]

Where the \( \pm \) term denotes the exponential growth or decay part of the wave-function. With the definitions of the three dimensional wave-functions, the method for finding graphene bound states in Section 3.3 can be applied to the three dimensional case. The
system of simultaneous equations at each boundary produces the matrix:

\[
\begin{bmatrix}
1 & -1 & -1 & 0 \\
i\alpha_- & -\alpha_b & \alpha_b^* & 0 \\
0 & e^{iqd} & e^{-iqd} & -e^{-qd} \\
0 & \alpha_b e^{iqd} & -\alpha_b^* e^{-iqd} & -i\alpha_+ e^{-qd}
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

(6.40)

Setting the determinant of this matrix to zero produces the equation:

\[
\tan(q_b d) = -\frac{\varepsilon q (\alpha_+ - \alpha_-)}{-\alpha_- \alpha_+ + \alpha_b \alpha_b^* + \varepsilon k_y (\alpha_+ + \alpha_-)}
\]

(6.41)

where \( \varepsilon = \hbar v_f / (E - V_b + \hbar v_f k_z) \). This result can then be used to obtain the energy spectrum for the bound states with respect to \( k_{y,z} \). By setting \( k_z = 0 \), the bound states in the \( y \) direction can be obtained:

\[
\tan(q_b d) = -\frac{q_d q}{\sqrt{\epsilon q^2 - k_y^2}}
\]

(6.42)

perfectly recreating the result for the two dimensional material graphene as previously derived in [27]. The \( k_z \) dependence can then be highlighted by setting \( k_y = 0 \):

\[
\tan(q_b d) = -\frac{2q_d q}{\varepsilon_1 q_+^2 + \varepsilon_1 q_-^2}
\]

(6.43)

where \( \varepsilon_1 = \hbar v_f / (E + \hbar v_f k_z) \).

### 6.6 Three Dimensional Superlattice

In this section a superlattice is constructed from a three dimensional material with a linear energy spectrum. The methods used here are similar to those in Section 3.7, where the superlattice structure is compared to an electron in a periodic potential. As the wavefunctions for three dimensional graphene are similar to that of two dimensional graphene the result in Equation (3.36) can be used.

\[
-\sin(q_a d) \sin(q_b d) \left[ \frac{\alpha_a}{\alpha_b} + \frac{\alpha_b}{\alpha_a} \right] + \sin(q_a d) \sin(q_b d) \sin(\theta_a) \sin(\theta_b)
\]

\[
+ \cos(q_a d) \cos(q_b d) \cos(\theta_a) \cos(\theta_b) - \cos(2kd) \cos(\theta_a) \cos(\theta_b) = 0
\]

(6.44)

(6.45)

However, the quantities \( \alpha_{a,b}, q_{a,b} \) and \( \theta_{a,b} \) must be redefined in three dimensions so that:

\[
q_{a,b} = \frac{|E - V_{a,b}|}{\hbar v_f} \sin(\phi_{a,b}) \cos(\theta_{a,b})
\]

(6.46)

\[
\alpha_{a,b} = \text{sgn}(E - V_{a,b}) \tan \left( \frac{\phi_{a,b}}{2} \right)
\]

(6.47)

\[
\theta_{a,b} = \arcsin \left[ \frac{\hbar v_f k_y}{|E - V_{a,b}| \sin(\phi_{a,b})} \right]
\]

(6.48)

\[
\phi_{a,b} = \arccos \left[ \frac{\hbar v_f k_z}{|E - V_{a,b}|} \right]
\]

(6.49)
With these definitions the energy bands of the superlattice can be plotted with respect to the \( y \) and \( z \) components of momentum shown in Figure 6.8.

(a) The \( k \) dependence on the energy bands with \( k_{y,z} = 0 \).

(b) The \( k \) dependence on the energy bands with \( k_y = 0 \) and \( k_z = 0.01 \).

Figure 6.8: The energy bands for an infinite superlattice constructed from a material with a three dimensional linear energy spectrum. To obtain these plots Equation (6.45) was used with a barrier height \( V_a = 0.1 \) eV and the width \( d = 50 \) nm.

### 6.7 Density of States

The density of states can be calculated by using the general formula for density of states:

\[
\rho(E) = \sum_k \delta(E - E_k) \tag{6.50}
\]

where \( \delta(x) \) is the Dirac delta function. Converting sum notation to integration over all momentum with 2 spin degeneracy:

\[
\rho(E) = \frac{L_x L_y L_z}{8\pi^3} \int_k \int_\theta \int_\phi \delta(E - E_k) k^2 dk d\theta d\phi \tag{6.51}
\]

With \( L_{x,y,z} \) being the size of the system in the respective dimension. Using the linear spectrum of Weyl fermions this can be converted to integration over energy:

\[
E_k = \hbar v_f k \quad dE_k = \hbar v_f dk \quad k^2 dk = \frac{E_k^2}{\hbar^3 v_f^3} dE_k \tag{6.52}
\]

Finally by using the integration rule \( \int f(x)\delta(x)dx = f(0) \) the density of states with 2 valley degeneracy becomes:

\[
\rho(E) = \frac{L_x L_y L_z}{\pi \hbar^3 v_f^3} E^2 \tag{6.53}
\]
6.8 IV Characteristics

In order to find the IV characteristics of a three dimensional, linear spectrum scattering device, the Landauer formalism can be used and is defined as [32]:

\[
I = evf \frac{dn}{dE} T (\mu_1 - \mu_2)
\]  

(6.54)

Using the three dimensional density of states and the transmission probability derived previously, the three dimensional current can be obtained by the same methods as shown in Section 1.9:

\[
I_x = I_0 \int_{-\infty}^{\infty} \int_{-\pi/2}^{\pi/2} \int_{0}^{\pi} T (E, \theta, \phi) [f_L - f_R] E^2 \cos(\theta) \sin(\phi) dEd\theta d\phi
\]  

(6.55)

With the group of constants \( I_0 = e^2 L_y L_z \pi \hbar v_f \) and \( L_{y,z} \) is the length of the system in the respective direction. In Figure 6.9 the current through a Weyl scattering device has been shown with respect to barrier height, source-drain voltage, temperature and Fermi level. The dependence on barrier height is seen in Figure 6.9 (a) and Figure 6.9 (b). When the source-drain voltage is increased the peak in current which occurs in Figure 6.9 (a) is removed, but the jump in current is still present.

![Figure 6.9: Current against barrier height from Equation (6.55) with the transmission probability from Equation (6.29). Here, a potential barrier is constructed from Weyl semimetals with \( eV_{sd} = 0.1 \) eV, \( d = 100 \) nm and \( T = 298 \) K.](image)

The current with respect to source-drain voltage is also shown in Figure 6.10 (a), revealing IV characteristics similar to that of a diode. In Figure 6.10 (b) the temperature dependence is shown to become linear at higher temperatures.

6.9 Non-symmetrical Dirac Cones

The materials Cd\(_3\)As\(_2\) [65, 66] and Na\(_3\)Bi [64] have recently been shown to possess three dimensional Dirac cones. The experimental results show a Dirac cone with symmetry in
the $k_x - k_y$ plane, however, in the $k_x - k_z$ plane there was an asymmetry. This asymmetry may cause these materials to behave differently to those with symmetrical Dirac cones. To model this asymmetry a scaling factor $\lambda$ can be introduced to $k_z$ so that $k_z \rightarrow \lambda k_z$. With this change the energy momentum relation changes to:

$$E = V \pm \hbar v_f \sqrt{k_x^2 + k_y^2 + \lambda^2 k_z^2}$$  \hspace{1cm} (6.56)

The definition of $k_z$ changes to:

$$k_z = \frac{1}{\lambda} \frac{|E - V|}{\hbar v_f} \cos(\phi)$$  \hspace{1cm} (6.57)

The effect of this change on the energy momentum relation can be seen in Figure 6.11. Here the symmetrical Dirac cone can be compared to the asymmetrical Dirac cone.

Figure 6.11: The energy momentum relations for three dimensional Dirac cones with the inclusion of the scaling factor $\lambda$ from Equation (6.56).

The change in definition of $k_z$ in Equation (6.57) will also affect the scattering properties of any device constructed from these materials. Using the redefined $k_z$ and the previously derived result for the potential step in Equation (6.20), the rescaled transmission probability has been plotted in Figure 6.12. The scaling factor $\lambda$ causes the regions of high transmission to reduce and new regions of no transmission have appeared.
6.10 Conclusion

Here we have identified the scattering properties and IV characteristics of a three dimensional material with a linear dispersion relation such as Ag$_2$Se or Ag$_2$Te using a three dimensional Weyl Hamiltonian and vector wave-function.

The transmission properties through a one dimensional potential barrier show angular symmetry between $\theta_a$ and $\phi_a$ at all energies. The three dimensional result for transmission probability perfectly reduces to two dimensional results as seen in graphene. Despite a slightly different result when using the z directional momentum, the plots produced for the $x - y$ and $x - z$ show remarkable symmetry. Analysis of the transmission probability through a single potential barrier shows evidence of Fabry-Pérot resonances and localised bound states in both the $x - y$ and $x - z$ directions.
Due to materials Cd$_3$As$_2$ and Na$_3$Bi it is of particular interest to study the transmission properties of a device with an asymmetry between the $x - y$ and $x - z$ directions. The effect of this asymmetry is the introduction of additional regions of no propagation. If any resonances or bound states are present, they are restricted to the reduced transmission regions and therefore the energy between resonances is reduced.

Using the parabolic density of states and the Landauer formalism the IV characteristics were found for a transistor made from three dimensional materials with a linear dispersion relation. The current shows a non-linear dependence on the source-drain voltage and a linear dependence with respect to high temperatures.

The work here aims to further the understanding of gapless semiconductors and highlight three dimensional materials with graphene like properties. This will allow the pursuit of new materials with relevance to semiconducting devices.
In this chapter the derivation of equations used in [70, 71] will be applied to the WKB potential barrier in graphene. The WKB approximation is useful for finding the properties of smooth potentials, these potentials should be in the form of a function of $x$. The functions used are required to tend to zero at $x = \pm \infty$, be symmetrical around zero and must not have regions where the gradient is infinite.

Figure 7.1: Diagram showing a smooth potential barrier in graphene with the function $u(x) = 1/\cosh(x)$. The four turning points $x_{1,2,3,4}$ and the five independent barrier regions have been labelled.

Unlike the Schrödinger WKB barrier the graphene barrier has four turning points. The four turning points are obtained from the requirement that $p_x = 0$ at a turning point. The effect of having four turning points is that the graphene barrier acts as a double Schrödinger barrier, which allows the comparison of the graphene wavefunctions to standard Schrödinger functions in order to derive a transfer matrix. Having a double barrier also allows bound states to be found in a similar way to the Schrödinger barriers, which can lead to density of states and conductivity.
As graphene allows transport via electrons and holes the regions 1, 3 and 5 in Figure 7.1 are oscillatory wave-functions. In regions 2 and 4 exponential growth and decay occurs.

The graphene Hamiltonian as given in [17] can be written in matrix form as:

\[
\hat{H}_g = \begin{bmatrix}
    u(x) & v_f (\hat{p}_x - i\hat{p}_y) \\
    v_f (\hat{p}_x + i\hat{p}_y) & u(x)
\end{bmatrix}
\]  \hspace{1cm} (7.1)

When applied to the Dirac equation, this can be converted to a dimensionless system:

\[
\begin{bmatrix}
    U(x) \\
    h \left( -i \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right)
\end{bmatrix}
\begin{bmatrix}
    u \\
    v
\end{bmatrix} = 0
\]  \hspace{1cm} (7.2)

Here the constant \( h = \hbar v_f / U_0 D \) has been introduced. The constant \( U_0 \) is defined as the maximum height of the barrier, \( U(x) \) is the rescaled potential function so that \( u(x) = U_0 U(x) \) and \( D \) is the size of the barrier in the \( x \) dimension. This can then be reduced to the one dimensional system by requiring that the barrier only exists in the \( x \) direction. With this condition the wave-function becomes separable and must be of the form:

\[ \psi(x, y) = f(x) e^{\xi p_y y} \]  \hspace{1cm} (7.3)

Applying this wave-function to the Dirac system will remove the \( y \) dependence, simplifying the system to:

\[
\begin{bmatrix}
    U(x) & -ih \frac{\partial}{\partial x} - ip_y \\
    -ih \frac{\partial}{\partial x} + ip_y & U(x)
\end{bmatrix}
\begin{bmatrix}
    u \\
    v
\end{bmatrix} = 0
\]  \hspace{1cm} (7.4)

This one dimensional reduced system will be used throughout this chapter.

### 7.1 WKB Solutions in a Classically Allowed Domain

Here the semiclassical wave-functions will be derived, these wave-functions take the form of an exponent of the action and are only valid away from the turning points. The valid regions are labelled as regions 1, 3 and 5 on Figure 7.1. Solutions should be of the form:

\[
\begin{bmatrix}
    u(x) \\
    v
\end{bmatrix} = e^{\xi s(x)} \sum_{j=0}^{\infty} \left( \frac{\hbar}{i} \right)^j \psi_j(x)
\]  \hspace{1cm} (7.5)

To find the values of \( s(x) \) and \( \psi_0 \) the Dirac system in the zero-th order of \( h \) can be used.

\[
\left( \hat{H} - EI \right) \psi = 0
\]  \hspace{1cm} (7.6)

Where \( \hat{H} \) is the reduced Hamiltonian and \( I \) is the identity matrix.

\[
\hat{H} = \begin{bmatrix}
    U(x) & -ih \frac{\partial}{\partial x} - ip_y \\
    -ih \frac{\partial}{\partial x} + ip_y & U(x)
\end{bmatrix}
\]

\[ I = \begin{bmatrix}
    1 & 0 \\
    0 & 1
\end{bmatrix}
\]  \hspace{1cm} (7.7)
Using these matrices the Dirac system can be expressed in matrix form:

\[
\begin{bmatrix}
U(x) - E & -i\hbar \frac{\partial}{\partial x} - i p_y \\
-i\hbar \frac{\partial}{\partial x} + i p_y & U(x) - E
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix}
\right) e^{i s(x)} = 0
\]

Expressing this as simultaneous equations, the unknown wave-function components can be expressed as:

\[
u = \frac{-s'(x) - i p_y}{U(x) - E} v
\]

Substituting this back into the system of simultaneous equations results in an expression for \( s(x) \):

\[
s'(x)^2 = (E - U(x))^2 - p_y^2
\]

\[
s'(x) = \pm \sqrt{(E - U(x))^2 - p_y^2}
\]

\[
s'(x) = p_x
\]

The unknown wave-function components can then be obtained by finding the eigenvectors of the Hamiltonian.

\[
He_i = \lambda_i e_i, \quad i = 1, 2 \quad \lambda_i = U(x) \pm p \quad i = 1, 2
\]

The eigenvectors are then:

\[
e_1 = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 \\
e^{i\theta}
\end{bmatrix} \quad e_2 = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 \\
-e^{i\theta}
\end{bmatrix}
\]

where:

\[
e^{i\theta} = \frac{p_x + i p_y}{p}
\]

For the zero-th order the full wave-function is of the form:

\[
\psi_0 = \sigma^{(0)}(x) e_1
\]

where \( \sigma^{(0)}(x) \) is an unknown amplitude. Solvability of the Dirac system in the first order is needed to obtain this unknown amplitude. The Dirac system in the first order of \( \hbar \) can be obtained from:

\[
\left(\hat{H} - EI\right) (-i\hbar \psi_1 + \psi_0) e^{i s(x)} = 0
\]

Expressing this in matrix form:

\[
-i\hbar
\begin{bmatrix}
U(x) & -i\hbar \frac{\partial}{\partial x} - i p_y \\
-i\hbar \frac{\partial}{\partial x} + i p_y & U(x)
\end{bmatrix}
\right) e^{i s(x)} \psi_1 =
\begin{bmatrix}
U(x) & -i\hbar \frac{\partial}{\partial x} - i p_y \\
-i\hbar \frac{\partial}{\partial x} + i p_y & U(x)
\end{bmatrix}
\right) e^{i s(x)} \psi_0
\]
Removing terms not of the order $h^1$ produces:

$$
\left[
\begin{array}{cc}
U(x) - E & p_x - ip_y \\
p_x + ip_y & U(x) - E
\end{array}
\right] \psi_1 = \left[
\begin{array}{cc}
0 & -\frac{\partial}{\partial x} \\
-\frac{\partial}{\partial x} & 0
\end{array}
\right] \psi_0
$$

The system can be expressed as:

$$H \psi_1 = -R \psi_0 \quad (7.20)$$

In a more general form:

$$(H - EI) \psi_j = -R \psi_{j-1}, \quad j > 0 \quad (7.21)$$

Where the matrix $R$ is defined as:

$$R = \left[
\begin{array}{cc}
0 & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial x} & 0
\end{array}
\right], \quad (7.22)$$

Solvability of the first order Dirac system requires the orthogonality condition [72]:

$$e_1^* \cdot R (\sigma e_1) = 0 \quad (7.23)$$

Which results in the transport equation:

$$\frac{\partial \sigma}{\partial x} (e^{i\theta} + e^{-i\theta}) + \sigma \frac{\partial e^{i\theta}}{\partial x} = 0 \quad (7.24)$$

With the solution:

$$\sigma = \frac{c}{\sqrt{2 \cos(\theta)}} e^{-i\theta} \quad (7.25)$$

Which results in the wave-function:

$$\psi = \left[
\begin{array}{c}
u \\
v
\end{array}
\right] = e^{i s(x)} \psi_0 (x) = e^{i \int_{p_x dx} \sigma (0)} (x) e_1 \quad (7.26)$$

$$= e^{i \int_{p_x dx} c} \sqrt{e^{2i\theta} + 1} \sqrt{2} \left[
\begin{array}{c}
1 \\
e^{i\theta}
\end{array}
\right] \quad (7.27)$$

### 7.2 WKB Solutions in a Classically Disallowed Domain

These wave-functions are to be used between the sets of turning points, or in the Shrödinger analogy, inside the potential barrier. The decaying solutions should be of the form:

$$\psi = e^{i s(x)} \sum_{j=0}^{\infty} \left( \frac{\hbar}{i} \right)^j \left[
\begin{array}{c}
u \\
v
\end{array}
\right] = e^{i s(x)} \sum_{j=0}^{\infty} \left( \frac{\hbar}{i} \right)^j \psi_j (x) \quad (7.28)$$
The same method for the classically allowed region can be applied to the classically disallowed region. Using the graphene Hamiltonian the classical action becomes:

$$H = \begin{bmatrix} U(x) & iq - ip_y \\ iq + ip_y & U(x) \end{bmatrix} \quad s'(x) = q = \sqrt{(U(x) - E)^2 - p_y^2} \quad (7.29)$$

The eigenvalues in the classically disallowed region are obtained from the matrix Hamiltonian:

$$\lambda_i = U(x) \pm \sqrt{p_y^2 - q^2} \quad i = 1, 2 \quad (7.30)$$

With the eigenvalues the eigenvectors can be obtained:

$$e_1 = \frac{1}{\sqrt{1 + |\kappa|^2}} \begin{bmatrix} 1 \\ i\kappa_\pm \end{bmatrix} \approx \begin{bmatrix} \cos(\phi) \\ i\sin(\phi) \end{bmatrix} \quad e_2 = \frac{1}{\sqrt{1 + |\kappa|^2}} \begin{bmatrix} 1 \\ -i\kappa_\pm \end{bmatrix} \approx \begin{bmatrix} \cos(\phi) \\ -i\sin(\phi) \end{bmatrix} \quad (7.31)$$

where:

$$-\frac{\pi}{4} < \phi < \frac{\pi}{4} \quad \kappa_\pm = \pm \frac{q + p_y}{E - U(x)} \approx \tan(\phi) \quad (7.32)$$

For the zero-th order the full wave-function is of the form:

$$\psi_0 = \sigma^{(0)}(x)e_1 \quad (7.33)$$

Where $\sigma^{(0)}(x)$ is an unknown amplitude. Solvability of the Dirac system in the first order:

$$(H - EI)\psi_1 = -R\psi_0 \quad (7.34)$$

Requires the orthogonality condition:

$$l_1^* \cdot R(\sigma e_1) = 0 \quad (7.35)$$

Here $l_1^*$ is the eigenvector of the Hamiltonian $H^*$, which are defined as:

$$H^* = \begin{bmatrix} U(x) & -iq + ip_y \\ -iq - ip_y & U(x) \end{bmatrix} \quad l_1^* = \begin{bmatrix} \sin(\phi) \\ -i\cos(\phi) \end{bmatrix} \quad (7.36)$$

Which results in the transport equation:

$$\frac{\partial \sigma^{(0)}}{\partial x} - \sigma^{(0)}\tan(2\phi)\frac{\partial \phi}{\partial x} = 0 \quad (7.37)$$

With the solution:

$$\frac{c}{\sqrt{\cos(2\phi)}} \quad (7.38)$$

Which can be expressed as:

$$\frac{c}{\sqrt{-\cos(2\phi)}} = c \sqrt{\frac{1 + \kappa^2_\pm}{\kappa^2_\pm - 1}} \quad (7.39)$$

Which results in the total wave-function:

$$\psi = \frac{c}{\sqrt{\kappa^2_\pm - 1}} e^{i\int qdx} \begin{bmatrix} 1 \\ i\kappa_\pm \end{bmatrix} \quad (7.40)$$
7. WKB Potential Barrier

7.3 Left Slope Tunnelling

As the graphene barrier is represented by two Schrödinger barriers, a single barrier must first be modelled. The graphene wave-functions can then be compared to the Schrödinger result in order to obtain a graphene result. The graphene WKB solutions derived earlier must be combined with their respective reflected components. These wave-functions then take the form:

\[
\psi_1 = \frac{e^{\frac{i}{\hbar} \int_{x_1}^{x} p_x dx}}{\sqrt{e^{2i\theta^+} + 1}} \begin{bmatrix} 1 \hfill a_1 \hfill \hfill 1 \hfill e^{i\theta^+} \end{bmatrix} + \frac{e^{-\frac{i}{\hbar} \int_{x_1}^{x} p_x dx}}{\sqrt{e^{2i\theta^-} + 1}} \begin{bmatrix} 1 \hfill a_2 \hfill \hfill 1 \hfill e^{i\theta^-} \end{bmatrix} \tag{7.41}
\]

\[
\psi_2 = \frac{e^{-\frac{i}{\hbar} \int_{x_1}^{x} q dx}}{\sqrt{\kappa_+^2 - 1}} \begin{bmatrix} 1 \hfill c_1 \hfill \hfill 1 \hfill i\kappa_+ \end{bmatrix} + \frac{e^{\frac{i}{\hbar} \int_{x_1}^{x} q dx}}{\sqrt{\kappa_-^2 - 1}} \begin{bmatrix} 1 \hfill c_2 \hfill \hfill 1 \hfill i\kappa_- \end{bmatrix} \tag{7.42}
\]

\[
\psi_3 = \frac{e^{\frac{i}{\hbar} \int_{x_2}^{x} p_x dx}}{\sqrt{e^{2i\theta^+} + 1}} \begin{bmatrix} 1 \hfill d_1 \hfill \hfill 1 \hfill e^{i\theta^+} \end{bmatrix} + \frac{e^{-\frac{i}{\hbar} \int_{x_2}^{x} p_x dx}}{\sqrt{e^{2i\theta^-} + 1}} \begin{bmatrix} 1 \hfill d_2 \hfill \hfill 1 \hfill e^{i\theta^-} \end{bmatrix} \tag{7.43}
\]

where:

\[
e^{i\theta^\pm} = \pm p_x + ip_y E - U(x) \quad \kappa_\pm = \pm q + p_y E - U(x) \tag{7.44}
\]

In order to match the graphene equations for each region, a change of variables and an effective Schrödinger equation should be derived from the Dirac system. Using the definitions:

\[
U(x) - E = \epsilon \quad \alpha(\epsilon) = \frac{\partial \epsilon}{\partial x} \quad \hat{p}_x = -i\hbar \frac{\partial}{\partial x} \tag{7.45}
\]

The Hamiltonian can be represented in the Dirac equation as:

\[
\begin{bmatrix} \epsilon & -i\hbar \alpha \frac{\partial}{\partial \epsilon} - ip_y \\ -i\hbar \alpha \frac{\partial}{\partial \epsilon} + ip_y & \epsilon \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = 0 \tag{7.46}
\]

Using the substitution:

\[
W = \frac{u + v}{2} \quad V = \frac{u - v}{2} \tag{7.47}
\]

creates the system of simultaneous equations:

\[
\epsilon V + i\hbar \alpha \frac{\partial}{\partial \epsilon} V - ip_y W = 0 \tag{7.48}
\]

\[
\epsilon W - i\hbar \alpha \frac{\partial}{\partial \epsilon} W + ip_y V = 0 \tag{7.49}
\]

Solving these equations will allow the quantity \( V \) to be eliminated, which leads to the equation:

\[
\hbar^2 W'' + W \left( \frac{\epsilon^2 - p_y^2}{\alpha^2} + \frac{i\hbar}{\alpha} \right) + \hbar^2 \frac{\alpha'}{\alpha} W' = 0 \tag{7.50}
\]

Here the prime notation denotes differentiation with respect to \( \epsilon \). Using the second change of variable:

\[
W = \frac{\omega}{\sqrt{\alpha}} \tag{7.51}
\]
Equation (7.50) takes the form:
\[ h^2 \omega'' + \omega \left( \frac{e^2 - p_y^2}{\alpha^2} + \frac{i h}{\alpha} + h^2 \frac{1}{4} \alpha^{-2} \alpha'^2 - h^2 \frac{1}{2} \alpha^{-1} \alpha'' \right) = 0 \]  
(7.52)

with the identities:
\[ (\ln(\alpha))' = \alpha^{-1} \alpha' \quad (\ln(\alpha))'' = -\alpha^{-2} \alpha'^2 + \alpha^{-1} \alpha'' \]  
(7.53)

Equation (7.50) becomes:
\[ h^2 \omega'' + \omega \left( \frac{e^2 - p_y^2}{\alpha^2} + \frac{i h}{\alpha} - \frac{1}{4} h^2 (\ln(\alpha))^2 - \frac{1}{2} h^2 (\ln(\alpha))'' \right) = 0 \]  
(7.54)

Terms with \( h^2 \ln(\alpha) \) may be considered as too small and removed, resulting in:
\[ h^2 \omega'' + \omega \left( \frac{e^2 - p_y^2}{\alpha^2} + \frac{i h}{\alpha} \right) = 0 \]  
(7.55)

The wave-functions in Equation (7.43) must also undergo the change of variables:
\[ \omega = \sqrt{\alpha} \left( \frac{u + v}{2} \right) \]  
(7.56)

The change in variables produce the wave-functions:
\[ \omega_1 = \frac{1}{2} \sqrt{\alpha} \left( a_1 e^{\frac{ix}{\alpha}} \int_{x_1}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{A^+}{P^+} + a_2 e^{-\frac{ix}{\alpha}} \int_{x_1}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{A^-}{P^-} \right) \]  
(7.57)
\[ \omega_2 = \frac{1}{2} \sqrt{\alpha} \left( c_1 e^{-\frac{ix}{\alpha}} \int_{x_1}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{B^+}{Q^+} + c_2 e^{\frac{ix}{\alpha}} \int_{x_1}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{B^-}{Q^-} \right) \]  
(7.58)
\[ \omega_3 = \frac{1}{2} \sqrt{\alpha} \left( d_1 e^{\frac{ix}{\alpha}} \int_{x_2}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{A^+}{P^+} + d_2 e^{-\frac{ix}{\alpha}} \int_{x_2}^{x} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \frac{A^-}{P^-} \right) \]  
(7.59)

Where the definitions have been introduced:
\[ A^\pm = 1 - \frac{\pm p_x + ip_y}{\epsilon} \quad P^\pm = \sqrt{1 + \left( \frac{\pm p_x + ip_y}{\epsilon} \right)^2} \]  
(7.60)
\[ B^\pm = 1 - i \frac{\pm q + p_y}{\epsilon} \quad Q^\pm = \sqrt{\left( \frac{\pm q + p_y}{\epsilon} \right)^2 - 1} \]  
(7.61)

These wave-functions must then match the solutions to the Equation (7.55). The solutions to Equation (7.55) in regions 1 and 3 should be of the form:
\[ \omega_{1,3} = \omega^+ e^{\frac{i s}{\epsilon}} + \omega^- e^{-\frac{i s}{\epsilon}} \]  
(7.62)

By substituting \( \omega = \omega^+ e^{\frac{i s}{\epsilon}} \) into Equation (7.55) and only considering the zero-th order of \( h \) terms, the action can be obtained:
\[ s' = \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} \]  
(7.63)
Then by considering only $h$ order terms and using the definition of $s'$, $\omega^+$ becomes:

$$\omega^+ = \frac{\sqrt{\alpha}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} \frac{1}{D^-}$$

$$D^\pm = \sqrt{\frac{\epsilon \pm \epsilon^2 - p_y^2}{\pm p_y}}$$

(7.64)

Similarly the value of $\omega^-$ can be obtained with $\omega = \omega^- e^{-\frac{i}{\hbar} s'}$ and Equation (7.55):

$$\omega^- = \frac{\sqrt{\alpha}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} D^-$$

(7.65)

The solutions in region 2 are then required to be of the form:

$$\omega_2 = \omega^+ e^{\frac{i}{\hbar} s'} + \omega^- e^{-\frac{i}{\hbar} s'}$$

(7.66)

Again using Equation (7.55) the zero order terms of the small parameter $h$ will provide the action in region 2:

$$s' = \sqrt{\frac{p_y^2 - \epsilon^2}{\alpha}}$$

(7.67)

The $h$ order terms, with $\omega = \omega^+ e^{\frac{i}{\hbar} s'}$ then produce:

$$\omega^+ = \frac{\sqrt{\alpha}}{(p_y^2 - \epsilon^2)^{\frac{1}{4}}} e^{-\frac{1}{2} i \arcsin \left(\frac{\epsilon}{p_y}\right) - \frac{\pi}{4}}$$

(7.68)

Then with the reflected term $\omega = \omega^- e^{-\frac{i}{\hbar} s'}$, the value for $\omega^-$ becomes:

$$\omega^- = \frac{\sqrt{\alpha}}{(p_y^2 - \epsilon^2)^{\frac{1}{4}}} e^{\frac{1}{2} i \arcsin \left(\frac{\epsilon}{p_y}\right) + \frac{\pi}{4}}$$

(7.69)

Details of how these expressions were obtained can be found in the appendix Section 9.4.1. The comparisons to the wave-functions in Equation (7.59) from the change in variables can be found in the appendix Section 9.4.2. The full solutions to Equation (7.55) can now be written as:

$$\omega_1 = \frac{1}{2 (\epsilon^2 - p_y^2)^{\frac{1}{4}}} \sqrt{\frac{p_y \alpha}{2}} \left( \text{sgn}(p_y) a_1 D^- e^{\frac{i}{\hbar} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon} - i a_2 D^- e^{-\frac{i}{\hbar} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon} \right)$$

(7.70)

$$\omega_2 = \frac{\text{sgn}(p_y) \sqrt{p_y \alpha}}{2 (p_y^2 - \epsilon^2)^{\frac{1}{4}}} \left( i c_1 e^{-\frac{1}{2} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon + \frac{1}{2} i \arcsin \left(\frac{\epsilon}{p_y}\right) + \frac{\pi}{4}} + c_2 e^{\frac{1}{2} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon - \frac{1}{2} i \arcsin \left(\frac{\epsilon}{p_y}\right) - \frac{\pi}{4}} \right)$$

(7.71)

$$\omega_3 = \frac{1}{2 (\epsilon^2 - p_y^2)^{\frac{1}{4}}} \sqrt{\frac{p_y \alpha}{2}} \left( -i d_1 D^- e^{\frac{i}{\hbar} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon} - \text{sgn}(p_y) d_2 D^- e^{-\frac{i}{\hbar} f_{-p_y} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon} \right)$$

(7.72)
The solutions for the graphene WKB method should then be compared to the general WKB solutions in Section 9.3. The relation between \( \omega \) and \( \bar{\omega} \) can be found:

\[
e^{-\frac{i\pi}{4}} \omega = \text{sgn}(p_y) \frac{1}{2} \sqrt{p_y} \bar{\omega} \tag{7.73}
\]

Where the bar notation represents the WKB solutions from the Schrödinger equation, details of this matching can be found in the appendix Section 9.4.3. In this way the constants \( a, d, \bar{a} \) and \( \bar{d} \) are related by:

\[
\bar{a} = \frac{1}{\sqrt{2}} \begin{bmatrix}
e^{-\frac{i\pi}{4}} & 0 \\
0 & -e^{\frac{i\pi}{4}} \text{sgn}(p_y)
\end{bmatrix} a \\
d = \sqrt{2} \begin{bmatrix}-e^{-\frac{i\pi}{4}} \text{sgn}(p_y) & 0 \\
0 & -e^{\frac{i\pi}{4}}
\end{bmatrix} \bar{d} \tag{7.74}
\]

Using these relations the transfer matrix derived for the Schrödinger barrier can be converted to the graphene case. With \( \bar{d} = \bar{T} \bar{a} \) the transfer matrix \( T_1 \) becomes:

\[
T_1 = \begin{bmatrix}
\text{sgn}(p_y) \left( e^{\frac{i}{\hbar} Q_1} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_1} \right) & -e^{\frac{i}{\hbar} Q_1} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_1} \\
-\frac{1}{2} e^{\frac{i}{\hbar} Q_1} - \frac{1}{2} e^{-\frac{i}{\hbar} Q_1} & \text{sgn}(p_y) \left( e^{\frac{i}{\hbar} Q_1} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_1} \right)
\end{bmatrix} \tag{7.75}
\]

Where:

\[
Q_1 = \frac{1}{\hbar} \int_{-p_y}^{p_y} \sqrt{\frac{p_y^2 - \epsilon^2}{\alpha}} d\epsilon = \frac{1}{\hbar} \int_{x_1}^{x_2} \sqrt{p_y^2 - (E - U(x))^2} dx \tag{7.76}
\]

### 7.4 Total Transfer Matrix

The total transfer matrix for a smooth barrier must include right slope tunnelling as well as the region between slopes. If the barrier is symmetrical the transfer matrices for the left and right slope are identical with a change in turning points. If the barrier is not symmetrical new turning points and \( Q \) will have to be derived. The region between the barriers must also be considered. This was obtained in Section 9.3 for Schrödinger barriers. Using the same method used for deriving the left slope transport, the region between barriers can be converted for use with the graphene case. Therefore this simply takes the form:

\[
T_3 = \begin{bmatrix}
e^{\frac{i}{\hbar} P} & 0 \\
0 & e^{-\frac{i}{\hbar} P}
\end{bmatrix} \tag{7.77}
\]

Where \( P \) for the graphene case becomes:

\[
P = \frac{1}{\hbar} \int_{x_2}^{x_3} \sqrt{(U_1(x) - E)^2 - p_y^2} dx \tag{7.78}
\]

To consider non-symmetrical barriers an expression for the right slope can easily be obtained from the left slope. Only the quantity \( Q \) and the turning points need to be adjusted. The right slope is then represented by:

\[
T_2 = \begin{bmatrix}
\text{sgn}(p_y) \left( e^{\frac{i}{\hbar} Q_2} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_2} \right) & -e^{\frac{i}{\hbar} Q_2} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_2} \\
-\frac{1}{2} e^{\frac{i}{\hbar} Q_2} - \frac{1}{2} e^{-\frac{i}{\hbar} Q_2} & \text{sgn}(p_y) \left( e^{\frac{i}{\hbar} Q_2} - \frac{1}{4} e^{-\frac{i}{\hbar} Q_2} \right)
\end{bmatrix} \tag{7.79}
\]
with:
\[ Q_2 = \frac{1}{\hbar} \int_{-p_y}^{p_y} \frac{\sqrt{p_y^2 - e^2}}{\alpha} de = \frac{1}{\hbar} \int_{x_3}^{x_4} \sqrt{p_y^2 - (E - U_2(x))^2} dx \] (7.80)

From transfer matrix theory the transfer matrices for each region can be combined to find the total transfer matrix of the system. This means the total transfer matrix for a smooth graphene barrier is:
\[ T_T = T_2 T_3 T_1 \] (7.81)

Where the matrix elements are defined as:
\[ T_{11} = 2 \cos(P) \left( e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right) - i \sin(P) \cosh(Q_2 - Q_1) \] (7.82)
\[ T_{12} = \text{sgn}(p_y) \left( 2 \cos(P) \left( -e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right) - i \sin(P) \sinh(Q_2 - Q_1) \right) \] (7.83)
\[ T_{21} = \text{sgn}(p_y) \left( 2 \cos(P) \left( -e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right) + i \sin(P) \sinh(Q_2 - Q_1) \right) \] (7.84)
\[ T_{22} = 2 \cos(P) \left( e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right) + i \sin(P) \cosh(Q_2 - Q_1) \] (7.85)

The transmission probability through the system is then given by:
\[ T = |t|^2 = \frac{1}{|T_{22}|^2} \] (7.86)
Evaluating this with the graphene WKB transfer matrix produces:
\[ T = \frac{1}{4 \cos^2(P) \left( e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right)^2 + \sin^2(P) \cosh^2(Q_2 - Q_1)} \] (7.87)

### 7.5 Bound states

In the Schrödinger case localised bound states can be found within a double barrier structure. It has been shown that a single graphene barrier is also capable of producing bound states [27]. In this model the bound states will be of oscillatory type between the two slopes and must decay exponentially as \( x \) tends to infinity. Therefore by setting \( T_{22} = 0 \), the bound states can be found for the system. For simplicity the case where \( Q_1 = Q_2 \) will be examined, representing a symmetrical graphene barrier.
\[ 2 \cos(P) \left( e^{Q_2 + Q_1} + \frac{1}{16} e^{-Q_2 - Q_1} \right) + i \sin(P) \cosh(Q_2 - Q_1) = 0 \] (7.88)
With \( Q_1 = Q_2 \) the matrix element \( T_{22} \) is reduced to:
\[ \cot(P) \left( e^{2Q_1} + \frac{e^{-2Q_1}}{16} \right) = 0 \] (7.89)
This condition is satisfied when:
\[ P = \pi \left( n + \frac{1}{2} \right) \] (7.90)
7. WKB Potential Barrier

This condition is similar to the Bohr-Sommerfeld condition seen in the Schrödinger case. For a symmetrical barrier and the previous definition of $P$ this condition becomes:

$$\frac{1}{\hbar} \int_{x_2}^{x_3} \sqrt{\left(U_1(x) - E\right)^2 - p_y^2} dx = \pi \left(n + \frac{1}{2}\right)$$  \hspace{1cm} (7.91)

7.6 Results

The results from the transmission can then be plotted with respect to dimensionless energy. The potential $U(x) = 1/\cosh(x)$ satisfies the condition of $U(x) \to 0$ when $x = \pm \infty$ making it suitable for testing this method. For simplicity, the barrier is symmetrical so that $Q_1 = Q_2$. Values for each energy were then used with $U(x) = 1/\cosh(x)$ to produce the four turning points:

$$x = \pm \text{arccosh} \left(\frac{1}{E \pm p_y}\right)$$  \hspace{1cm} (7.92)

This then produces the transmission probability plot shown in Figure 7.2. With $p_y = 0.25$ this plot shows peaks of perfect transmission and regions of $\sim$zero transmission probability, as expected for a graphene potential barrier with a $y$ component of momentum.
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Figure 7.2: The transmission probability from Equation (7.87) for potential barrier of type $U(x) = 1/\cosh(x)$. Here the dimensionless variables $\hbar = 0.25$ and $p_y = 0.25$.

This definition of $U(x)$ is very well suited to model the smooth barrier, it meets all requirement for the model, as well as being symmetrical for simplicity. However, as the system is not identical to the rectangular barrier some variation is expected. Changing the function of $U(x)$ to something closer to a rectangular barrier would produce result more directly comparable. For this reason the function $U(x) = 1/\cosh(x^{10})$ was then tested. The result obtained with this potential is shown in Figure 7.3.

This function creates a potential which closely resembles the rectangular barrier. There is a large plateau at maximum barrier height, with shaper edges which reduce to zero at
large values for $x$. This function widens the regions of high transmission probability and increases the minimum transmission probability to resemble the rectangular barrier at lower incident angles shown in Figure 7.3 (b). This plot also shows the WKB system breaking down when energy approaches barrier height. This breakdown near barrier height is expected for this type of barrier, characterised in the rectangular case by the $\text{sgn}(E - U)$ component of the wave-function.

From the previously derived Bohr-Sommerfeld condition for graphene barriers, the bound states within a barrier with the potential $U(x) = 1/\cosh(x)$ were also found and plotted in Figure 7.4.
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Figure 7.3: (a) The transmission probability from Equation (7.87) for potential barrier of type $U(x) = 1/\cosh(x)$). Here the dimensionless variables $h = 0.25$ and $p_y = 0.25$. (b) The transmission probability through a rectangular graphene potential barrier from Equation (3.13) with $d = 100$ nm, $\theta_a = \pi/8$ and $V_b = 0.1$ eV.

Figure 7.4: Bound states inside a potential barrier of type $U(x) = 1/\cosh(x)$ calculated from the Bohr-Sommerfeld condition in Equation (7.91). Here the dimensionless variables $h = 0.25$ and $p_y = 0.25$.

This result perfectly recreates the result for the rectangular barrier in [27], showing
bound states occurring within the smooth barrier and showing a linear dependence on energy at large values of $p_y$.

It is known that the occurrence of bound states is dependent on the width of the barrier [27]. When the width of the rectangular barrier is increased, the number of bound states should increase. In order to verify that the WKB method will allow for this increase in bound states a function which will allow for a varied width must be used. The function:

$$U(x) = \frac{1}{2} (\tanh(x + a) - \tanh(x - a))$$

satisfies the previously defined criteria for suitable potentials. This function creates a plateau at barrier height which can be controlled with the parameter $a$. In this way the width of the barrier can easily be changed to test for an increase in number of bound states. The results for transmission probability with two values for $a$ are shown in Figure 7.5.

![Figure 7.5](image)

(a) $a=1$

(b) $a=2$

Figure 7.5: The transmission probability through a graphene potential barrier with the potential $U(x) = \frac{1}{2} (\tanh(x + a) - \tanh(x - a))$ calculated from Equation (7.87) with a varying width $a$. Here the dimensionless variables $h = 0.25$ and $p_y = 0.25$.

The increase in number of peaks in Figure 7.5 clearly shows that the width of the barrier $a$ is controlling the resonances in a similar manner to the rectangular barrier.

For bound states, the results in Figure 7.6 can be compared to that in Figure 7.4. This comparison clearly shows an increased number of bound states as barrier width increases as expected from the graphene rectangular barrier.
Figure 7.6: Bound states inside a potential barrier of type \( U(x) = \frac{1}{2} (\tanh(x + a) - \tanh(x - a)) \) calculated from the Bohr-Sommerfeld condition in Equation (7.91). Here the dimensionless variables \( h = 0.25 \) and \( p_y = 0.25 \).
Chapter 8

Conclusion

In this doctoral thesis the two dimensional material graphene has been studied with particular interest in the IV characteristics of Zener tunnelling graphene nano-devices. The work here derives the electronic properties of graphene. Starting from the two dimensional, hexagonal structure of graphene the full energy spectrum for electrons and holes was obtained. The Dirac cones, located in the corners of the Brillouin zone at the Fermi level were then studied in further detail. A two-variable Taylor expansion around each Dirac point provides a Dirac-like Hamiltonian for electrons and holes close to a Dirac point in an infinite sheet of graphene. The energy spectrum around these Dirac points is then used to obtain the density of states. With the density of states and the Landauer formalism an expression for the current and conductance through a graphene scattering device was derived.

The scattering properties of various graphene devices was then studied. The graphene potential step is a two-region problem representing a p-n junction. The electron-hole interface requires special attention to the velocity of charge carriers and a phase change must be introduced. By considering the conservation of probability current and the direction of charge carriers, the scattering properties through a graphene potential step were obtained. The transmission properties were then discussed with respect to various magnitudes of potentials and energy gaps. This revealed many interesting properties for graphene nano devices. There is perfect transmission through the step when the incident angle of the charge carrier is zero, or if the potential step is sufficiently large. This property is known as Klein tunnelling. The Landauer formalism was then used to determine the current and conductance through such devices for comparison with experimental data.

Introducing a third region to the potential step creates a graphene potential barrier. The same analysis was applied to the graphene potential barrier; however, as there is an additional electron-hole interface new properties can be observed. A single graphene potential barrier can act as a Fabry-Pérot resonator. These resonances cause the potential
barrier to become transparent. The second electron-hole interface also creates bound states within the potential. Using a system where the wave-functions decay away from the potential the dispersion relation of these bound states can found.

If the initial region of the graphene potential barrier varies from the third region a combination of the graphene potential step and the graphene potential barrier is created. Depending on the magnitudes of the potentials this creates either a Zener tunnelling barrier, single potential step or a double potential step. The graphene Zener barrier is essentially a potential barrier on top of a potential step which shows properties from both the graphene potential step and the graphene potential barrier. When applying the resonant condition, or when the potential is large enough for Klein tunnelling the transmission probability becomes that of the graphene potential step present below the barrier. The direction of the potential step will also dramatically alters the transmission properties of the scattering device, possibly creating an additional region of no propagation.

The theoretical model used here to obtain the current and conductance was then compared to data obtained recently for graphene nano-ribbons. There were striking similarities between the results for infinite sheet graphene and the experimental data for graphene nano-ribbons. By altering the properties of graphene potential structures the theoretical model was used to simulate the experimental data, providing insights into properties of each experimental sample. Possible resolutions to the discrepancies between the theoretical model and experimental data were suggested where appropriate. This includes contact resistance creating a weaker dependence on gate voltage and electronic heating of the experimental samples altering the temperature dependence.

These methods were then applied to three dimensional materials with a linear dispersion relation. This was done by introducing z directional momentum into the graphene Hamiltonian to produce a system similar to Weyl fermions. The three dimensional scattering properties can be reduced to the graphene case by removing the z momentum from the final expressions and show similar properties to graphene devices. The material Cd$_3$As$_2$ possesses a three dimensional Dirac cone which is asymmetrical in the z direction. Particular attention was given to the properties of this asymmetry and its effect on the scattering properties in comparison to the symmetrical case. The density of states for three dimensional linear spectrum materials was found to be parabolic with respect to energy. This causes the current and conductance from the Landauer formalism to vary significantly from the graphene case.

Finally, a WKB analysis of a graphene smooth potential barrier was made. This was achieved by comparing the graphene WKB wave-functions to the wave-functions derived for a double Schrödinger barrier. This method produced peaks of perfect transmission and obtained bound states as expected for a graphene nano-device.
Chapter 9

Appendix

9.1 Quantum Harmonic Oscillator

For a free particle with a mass $m$, the time independent Schrödinger equation in one spacial dimension takes the form of:

$$\hat{H}\psi = E\psi \quad (9.1)$$

where:

$$\hat{H} = \frac{\hat{p}^2}{2m} + V(x) \quad (9.2)$$

With the potential $[29]$:

$$V(x) = \frac{1}{2}m\omega^2x^2 \quad (9.3)$$

the Schrödinger equation can be expressed as:

$$\left[-\frac{\partial^2}{\partial x^2} + \alpha^2 x^2\right]\psi = \frac{2m}{\hbar^2}E\psi \quad (9.4)$$

where $\alpha = m\omega/\hbar$. This equation has the solution:

$$\psi_n = \left(\frac{\alpha}{\pi}\right)^{\frac{1}{4}} \frac{1}{\sqrt{2^n n!}}H_n (\sqrt{\alpha}x) e^{-\frac{\alpha x^2}{2}} \quad (9.5)$$

Where $H_n(x)$ is the Hermite polynomial:

$$H_n (x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2} \quad (9.6)$$

The Hermite polynomials for the first three values of $n$ are:

$$H_0 (x) = 1 \quad (9.7)$$
$$H_1 (x) = 2x \quad (9.8)$$
$$H_2 (x) = 4x^2 - 2 \quad (9.9)$$
Therefore the wave-functions for the first three energy levels become:

\[ \psi_0 = \left( \frac{\alpha}{\pi} \right)^{\frac{1}{4}} e^{-\frac{\alpha}{2} x^2} \]  
(9.10)

\[ \psi_1 = \left( \frac{\alpha}{\pi} \right)^{\frac{1}{4}} \sqrt{2x} e^{-\frac{\alpha}{2} x^2} \]  
(9.11)

\[ \psi_2 = \left( \frac{\alpha}{\pi} \right)^{\frac{1}{4}} \sqrt{\frac{1}{2}} \left( 2\alpha x^2 - 1 \right) e^{-\frac{\alpha}{2} x^2} \]  
(9.12)

Using these wave-functions in Equation (9.4) produces the first three energy levels:

\[ E_0 = \frac{\hbar \omega}{2} \]  
(9.13)

\[ E_1 = \frac{3}{2} \hbar \omega \]  
(9.14)

\[ E_2 = \frac{5}{2} \hbar \omega \]  
(9.15)

With these energy levels the expression for energy can be generalised to:

\[ E_n = \hbar \omega \left( n + \frac{1}{2} \right) \]  
(9.16)

### 9.2 Evaluating \( p_z \)

To evaluate the expression:

\[ \frac{1}{1 - \hat{p}_z} e^{ik_z z} \]  
(9.17)

use the Taylor expansion:

\[ \frac{1}{1 - \hat{p}_z} e^{ik_z z} = (1 + \hat{p}_z + \hat{p}_z^2 + ...) e^{ik_z z} \]  
(9.18)

\[ = \left( 1 - i\hbar \frac{\partial}{\partial z} - \hbar^2 \frac{\partial^2}{\partial z^2} + ... \right) e^{ik_z z} \]  
(9.19)

\[ = (1 + \hbar k_z + \hbar^2 k_z^2 + ...) e^{ik_z z} \]  
(9.20)

From this the relation:

\[ \hat{p}_z = \hbar k_z \]  
(9.21)

can be made, which results in:

\[ \frac{1}{1 - \hat{p}_z} e^{ik_z z} = \frac{1}{1 - \hbar k_z} e^{ik_z z} \]  
(9.22)

### 9.3 Schrödinger WKB Barrier

The scattering properties of the Schrödinger smooth potential will derived in this section. This will be used as a comparison for the graphene case.
9.3.1 Defining the Schrödinger System

Starting with the Schrödinger equation:

$$\hat{H} y(x) = Ey(x) \tag{9.23}$$

with the Hamiltonian:

$$\hat{H} = \frac{\hat{p}^2}{2m_e} + V(x) \tag{9.24}$$

and the substitutions:

$$h = \frac{\hbar}{\sqrt{2m_e}} \quad q(x) = E - V(x) \tag{9.25}$$

the Schrödinger equation can take the form:

$$h^2 y''(x) + q(x) y(x) = 0 \tag{9.26}$$

where $h$ is the small parameter and prime denotes differentiation with respect to $x$. Here we will introduce the variables, and remove the function notations for convenience:

$$z = z(x) \quad \varphi(z) = \sqrt{z'} y(x) \tag{9.27}$$

With the Schrödinger equation in this form and the definitions of $z$ and $\varphi$, the equation:

$$h^2 \varphi'' + \varphi(\Delta - R(z)) = 0 \tag{9.28}$$

will now be considered with $\Delta$ as a constant and $R(x)$ as an arbitrary function to be defined properly later. This equation can be expressed in terms of $y$:

$$h^2 z'^2 y'' + h^2 z' y' + h^2 my + z'^2 y(\Delta - R(z)) = 0 \tag{9.29}$$
with:

\[ m = \frac{1}{2} z' z'' - \frac{1}{4} z'^2 \]  

(9.30)

The terms containing \( h^2 \) shall be considered as too small, therefore \( h^2 \to 0 \) and the two equations in terms of \( y \) can be used to find \( z \) in terms of \( q(x) \):

\[
h^2 z'^2 y'' + h^2 z' z'' y' + h^2 m y + z'^2 y (\Delta - R(z)) = h^2 y'' + q(x) y
\]

(9.31)

\[
z'^2 (\Delta - R(z)) = q(x)
\]

(9.32)

For the case where \( \Delta = 1 \) and \( R(z) = 0 \) these equations show that:

\[
z'^2 = q(x) \tag{9.33}
\]

\[
z = \int \sqrt{\pm q} dx \tag{9.34}
\]

### 9.3.2 Wave-functions Far From the Turning Points

Far from the turning points Equation (9.28) may be used with \( \Delta = 1 \) and \( R(z) = 0 \). The general solution of \( h^2 \phi'' + \phi = 0 \):

\[
\phi = e^{i \frac{h}{z} x}
\]

(9.35)

can be expressed in terms of \( y \) with a reflected component:

\[
y = \frac{1}{\sqrt{z}} \left( c_1 e^{i \frac{h}{z} x} + c_2 e^{-i \frac{h}{z} x} \right)
\]

(9.36)

with a substitution of values for \( z \) the wave-functions far from the turning points are of the form:

\[
y_1 = q^{-\frac{1}{4}} \left( a_1 e^{i \frac{h}{z} x} \int_{\varphi}^{\varphi_1} \sqrt{q} dx + a_2 e^{-i \frac{h}{z} x} \int_{\varphi}^{\varphi_1} \sqrt{q} dx \right)
\]

(9.37)

\[
y_2 = (-q)^{-\frac{1}{4}} \left( c_1 e^{i \frac{h}{z} x} \int_{\varphi}^{\varphi_2} \sqrt{-q} dx + c_2 e^{-i \frac{h}{z} x} \int_{\varphi}^{\varphi_2} \sqrt{-q} dx \right)
\]

(9.38)

\[
y_3 = q^{-\frac{1}{4}} \left( d_1 e^{i \frac{h}{z} x} \int_{\varphi}^{\varphi_2} \sqrt{q} dx + d_2 e^{-i \frac{h}{z} x} \int_{\varphi}^{\varphi_2} \sqrt{q} dx \right)
\]

(9.39)

### 9.3.3 Wave-functions Close to the Turning Points

For wave-functions close to the turning points Equation (9.28) can be used with \( \Delta = 0 \) and \( R(z) = z \), the general solution becomes:

\[
y = \frac{h^{\frac{1}{2}}}{\sqrt{z}'} \left( k_3 A_i \left( \frac{z}{h^{\frac{1}{2}}} \right) + k_4 B_i \left( \frac{z}{h^{\frac{1}{2}}} \right) \right)
\]

(9.40)

where \( A_i (x), B_i (x) \) are the Airy functions, which are defined as:

\[
A_i (x) = x^{-\frac{1}{4}} \sin \left( \frac{2}{3} x^{\frac{3}{2}} + \frac{\pi}{4} \right)
\]

(9.41)

\[
B_i (x) = x^{-\frac{1}{4}} \cos \left( \frac{2}{3} x^{\frac{3}{2}} + \frac{\pi}{4} \right)
\]

(9.42)
for $x < 0$ and:

$$A_i(x) = 2x^{-\frac{1}{4}}e^{-\frac{3}{2}x^{\frac{3}{2}}}$$  \hspace{1cm} (9.43)$$

$$B_i(x) = x^{-\frac{1}{4}}e^{\frac{3}{2}x^{\frac{3}{2}}}$$  \hspace{1cm} (9.44)$$

when $x > 0$. The wave-functions near each turning point can then be derived in terms
of the Airy functions. When $x < x_1$, $q > 0$ and $z < 0$ the action can be found from the
relation $x^2 (\Delta - R(z)) = q(x)$:

$$-zz' = q(x)$$  \hspace{1cm} (9.45)$$

$$\int_{z(x)}^{z(x_1)} \sqrt{-z} \frac{dz}{dx} \, dx = \int_{x_1}^{x} \sqrt{q} \, dx$$  \hspace{1cm} (9.46)$$

$$z = -\left( \frac{3}{2} \int_{x_1}^{x} \sqrt{q} \, dx \right)^{\frac{2}{3}}$$  \hspace{1cm} (9.47)$$

This results in the wave-function in exponential form:

$$y_4 = q^{-\frac{1}{4}} \left( \frac{b_1}{2i} \left( e^{-\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{q} \, dx - \frac{i\pi}{4}} - e^{\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{q} \, dx + \frac{i\pi}{4}} \right) + \frac{b_2}{2} \left( e^{\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{q} \, dx + \frac{i\pi}{4}} - e^{-\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{q} \, dx - \frac{i\pi}{4}} \right) \right)$$  \hspace{1cm} (9.48)$$

and when $x > x_1$, $q < 0$ and $z > 0$ the action becomes:

$$\sqrt{zz'} = -\sqrt{-q}$$  \hspace{1cm} (9.49)$$

$$\int_{z(x_1)}^{z(x)} \sqrt{z} \frac{dz}{dx} \, dx = \int_{x_1}^{x} \sqrt{-q} \, dx$$  \hspace{1cm} (9.50)$$

$$z = \left( \frac{3}{2} \int_{x_1}^{x} \sqrt{-q} \, dx \right)^{\frac{2}{3}}$$  \hspace{1cm} (9.51)$$

Resulting in the wave-function:

$$y_5 = (-q)^{-\frac{1}{4}} \left( \frac{b_3}{2i} e^{-\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{-q} \, dx} + \frac{b_4}{2} e^{\frac{i}{\hbar} \int_{x_1}^{x} \sqrt{-q} \, dx} \right)$$  \hspace{1cm} (9.52)$$

Then at the second turning point the conditions $x < x_2$, $q < 0$ and $z > 0$ produce:

$$z = \left( \frac{3}{2} \int_{x_1}^{x_2} \sqrt{-q} \, dx \right)^{\frac{2}{3}}$$  \hspace{1cm} (9.53)$$

With the wave-function:

$$y_6 = (-q)^{-\frac{1}{4}} \left( \frac{b_3}{2} e^{-\frac{i}{\hbar} \int_{x_1}^{x_2} \sqrt{-q} \, dx + \frac{i\pi}{4}} + \frac{b_4}{2} e^{\frac{i}{\hbar} \int_{x_1}^{x_2} \sqrt{-q} \, dx - \frac{i\pi}{4}} \right)$$  \hspace{1cm} (9.54)$$

When $x > x_2$, $q > 0$, $z < 0$ the action becomes:

$$z = -\left( \frac{3}{2} \int_{x_2}^{x} \sqrt{-q} \, dx \right)^{\frac{2}{3}}$$  \hspace{1cm} (9.55)$$

With the wave-function:

$$y_7 = q^{-\frac{1}{4}} \left( \frac{b_3}{2i} \left( e^{-\frac{i}{\hbar} \int_{x_2}^{x} \sqrt{-q} \, dx + \frac{i\pi}{4}} - e^{\frac{i}{\hbar} \int_{x_2}^{x} \sqrt{-q} \, dx + \frac{i\pi}{4}} \right) + \frac{b_4}{2} \left( e^{\frac{i}{\hbar} \int_{x_2}^{x} \sqrt{-q} \, dx + \frac{i\pi}{4}} - e^{-\frac{i}{\hbar} \int_{x_2}^{x} \sqrt{-q} \, dx - \frac{i\pi}{4}} \right) \right)$$  \hspace{1cm} (9.56)$$
9.3.4 Matching and Transfer Matrix

By matching the Airy function solutions to the WKB solutions in each region the constants \( a \) and \( d \) can be found and a transfer matrix can be made. In the region before the first turning point \( x < x_1 \), therefore \( y_1 = y_4 \). By comparison the constants become:

\[
a_1 = \frac{1}{2} (b_1 e^{i\frac{\pi}{4}} + b_2 e^{-i\frac{\pi}{4}}) \tag{9.57}
\]
\[
a_2 = \frac{1}{2} (b_1 e^{-i\frac{\pi}{4}} + b_2 e^{i\frac{\pi}{4}}) \tag{9.58}
\]

After the first turning point, \( x > x_1 \) and \( y_5 = y_2 \). Again by comparison:

\[
c_1 = \frac{1}{2} b_1 \tag{9.59}
\]
\[
c_2 = b_2 \tag{9.60}
\]

Before the second turning point \( x < x_2 \), \( y_2 = y_6 \) and the constants are related by:

\[
c_1 = b_4 e^{\frac{i}{4}Q} \tag{9.61}
\]
\[
c_2 = \frac{1}{2} b_3 e^{-\frac{i}{4}Q} \tag{9.62}
\]

Where:

\[
Q = \int_{x_1}^{x_2} \sqrt{-q} dx \tag{9.63}
\]

Finally, after the second turning point \( x > x_2 \) and \( y_7 = y_3 \) resulting in the relation:

\[
d_1 = \frac{1}{2} (b_3 e^{-i\frac{\pi}{4}} + b_4 e^{i\frac{\pi}{4}}) \tag{9.64}
\]
\[
d_2 = \frac{1}{2} (b_3 e^{i\frac{\pi}{4}} + b_4 e^{-i\frac{\pi}{4}}) \tag{9.65}
\]

The constants can now be expressed in matrix form and \( b_{1,2,3,4} \) can be eliminated producing:

\[
\begin{bmatrix}
a_1 \\
a_2 \\
d_1 \\
d_2
\end{bmatrix} =
\begin{bmatrix}
e^{i\frac{\pi}{4}} & \frac{1}{2} e^{-i\frac{\pi}{4}} \\
e^{-i\frac{\pi}{4}} & \frac{1}{2} e^{i\frac{\pi}{4}} \\
e^{-\frac{1}{4}Q+i\frac{\pi}{4}} & \frac{1}{2} e^{\frac{1}{4}Q-i\frac{\pi}{4}} \\
e^{-\frac{1}{4}Q-i\frac{\pi}{4}} & \frac{1}{2} e^{\frac{1}{4}Q+i\frac{\pi}{4}}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2
\end{bmatrix} \tag{9.66}
\]
\[
\begin{bmatrix}
d_1 \\
d_2
\end{bmatrix} =
\begin{bmatrix}
e^{-\frac{1}{4}Q+i\frac{\pi}{4}} & \frac{1}{2} e^{\frac{1}{4}Q-i\frac{\pi}{4}} \\
e^{-\frac{1}{4}Q-i\frac{\pi}{4}} & \frac{1}{2} e^{\frac{1}{4}Q+i\frac{\pi}{4}}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2
\end{bmatrix} \tag{9.67}
\]

The relations between the constants \( a \) and \( d \) can now be found by eliminating \( c_1 \) and \( c_2 \). With the definition of the transfer matrix \( T \) as \( d = Ta \) the resulting transfer matrix becomes:

\[
T =
\begin{bmatrix}
e^{\frac{1}{4}Q} + \frac{1}{4} e^{-\frac{1}{4}Q} & -ie^{\frac{1}{4}Q} + \frac{1}{4} ie^{-\frac{1}{4}Q} \\
i e^{\frac{1}{4}Q} - \frac{1}{4} ie^{-\frac{1}{4}Q} & e^{\frac{1}{4}Q} + \frac{1}{4} e^{-\frac{1}{4}Q}
\end{bmatrix} \tag{9.68}
\]
9. Appendix

Figure 9.2: Diagram showing a double smooth potential barrier for an arbitrary potentials $V_1(x)$ and $V_2(x)$. The four turning points $x_{1,2,3,4}$ and the five independent barrier regions have been labelled.

9.3.5 The Double Potential Barrier

For a double potential barrier the transmitted wave-function from the first barrier must equal the incoming wave for the second barrier, however the distance between the barriers will create a phase shift. The phase shift can be obtained by matching the incoming and transmitted coefficients. The transmitted wave-function as defined previously:

$$y_t = q^{-\frac{1}{4}} \left( d_1 e^{\frac{i}{\hbar} \int_{x_1}^{x_2} \sqrt{q} dx} + d_2 e^{-\frac{i}{\hbar} \int_{x_2}^{x_1} \sqrt{q} dx} \right)$$  \hspace{1cm} (9.69)$$

must be equal to the incoming wave at the second potential barrier:

$$y_i = q^{-\frac{1}{4}} \left( a_3 e^{\frac{i}{\hbar} \int_{x_3}^{x_2} \sqrt{q} dx} + a_4 e^{-\frac{i}{\hbar} \int_{x_2}^{x_3} \sqrt{q} dx} \right)$$  \hspace{1cm} (9.70)$$

$$y_i = q^{-\frac{1}{4}} \left( a_3 e^{-\frac{i}{\hbar} \int_{x_2}^{x_3} \sqrt{q} dx + \frac{i}{\hbar} \int_{x_2}^{x_3} \sqrt{q} dx} + a_4 e^{\frac{i}{\hbar} \int_{x_3}^{x_2} \sqrt{q} dx - \frac{i}{\hbar} \int_{x_2}^{x_3} \sqrt{q} dx} \right)$$  \hspace{1cm} (9.71)$$

Then the transfer matrix between the two barriers can then be defined as:

$$\begin{bmatrix} d_1 \\ d_2 \end{bmatrix} = \begin{bmatrix} e^{-\frac{i}{\hbar} P} & 0 \\ 0 & e^{\frac{i}{\hbar} P} \end{bmatrix} \begin{bmatrix} a_3 \\ a_4 \end{bmatrix}$$  \hspace{1cm} (9.72)$$

Where the potentials between the turning points are represented by:

$$P = \int_{x_2}^{x_3} \sqrt{q} dx$$  \hspace{1cm} (9.73)$$

With the phase shift between barriers, the total transfer matrix becomes:

$$T = T_2 \begin{bmatrix} e^{-\frac{i}{\hbar} P} & 0 \\ 0 & e^{\frac{i}{\hbar} P} \end{bmatrix}^{-1} T_1$$  \hspace{1cm} (9.74)$$
Evaluating this with the transfer matrices for each barrier:

\[ T_{11} = 2 \cos \left( \frac{P}{h} \left( e^{\frac{Q_2 + Q_1}{h}} + \frac{1}{16} e^{-\frac{Q_2 + Q_1}{h}} \right) \right) + i \sin \left( \frac{P}{h} \right) \cosh \left( \frac{Q_2}{h} - \frac{Q_1}{h} \right) \]  
\[ T_{12} = 2i \cos \left( \frac{P}{h} \left( -e^{\frac{Q_2 + Q_1}{h}} + \frac{1}{16} e^{-\frac{Q_2 + Q_1}{h}} \right) \right) - \sin \left( \frac{P}{h} \right) \sinh \left( \frac{Q_2}{h} - \frac{Q_1}{h} \right) \]  
\[ T_{21} = 2i \cos \left( \frac{P}{h} \left( e^{\frac{Q_2 + Q_1}{h}} - \frac{1}{16} e^{-\frac{Q_2 + Q_1}{h}} \right) \right) - \sin \left( \frac{P}{h} \right) \sinh \left( \frac{Q_2}{h} - \frac{Q_1}{h} \right) \]  
\[ T_{22} = 2 \cos \left( \frac{P}{h} \left( e^{\frac{Q_2 + Q_1}{h}} + \frac{1}{16} e^{-\frac{Q_2 + Q_1}{h}} \right) \right) - i \sin \left( \frac{P}{h} \right) \cosh \left( \frac{Q_2}{h} - \frac{Q_1}{h} \right) \]

Where each potential is represented by:

\[ Q_1 = \int_{x_1}^{x_2} \sqrt{-q} dx \quad Q_2 = \int_{x_3}^{x_4} \sqrt{-q} dx \]  

There is a special case when using the Bohr-Sommerfeld quantisation rule and symmetrical barriers:

\[ P = \pi \left( n + \frac{1}{2} \right) \quad Q_1 = Q_2 \]  

which will result in perfect transmission:

\[ T = \frac{1}{|T_{22}|^2} = 1 \]

### 9.4 Mathematical Appendix for the WKB Potential Barrier

In this section some additional stages in derivations are presented. These stages may be required to fully replicate the results shown, but are too long to include in the main text.

#### 9.4.1 Solutions to Equation (7.55)

The solutions to the equation:

\[ h^2 \omega'' + \omega \left( \frac{e^2 - p_y^2}{\alpha^2} + i \frac{\alpha}{\hbar} \right) = 0 \]

are required in the forms:

\[ \omega_{1,3} = \omega^+ e^{\frac{i}{\hbar} s} + \omega^- e^{-\frac{i}{\hbar} s} \]  
\[ \omega_2 = \omega^+ e^{\frac{i}{\hbar} s} + \omega^- e^{-\frac{i}{\hbar} s} \]

For simplicity each term will be evaluated individually, so for \( \omega = \omega^+ e^{\frac{i}{\hbar} s} \) the derivitives:

\[ \omega' = \frac{i}{\hbar} s' \omega^+ e^{\frac{i}{\hbar} s} + \omega'^+ e^{\frac{i}{\hbar} s} \]  
\[ \omega'' = \frac{i}{\hbar} s'' \omega^+ e^{\frac{i}{\hbar} s} - \frac{1}{\hbar} s' \omega^+ e^{\frac{i}{\hbar} s} + \frac{2i}{\hbar} s' \omega'^+ e^{\frac{i}{\hbar} s} + \omega''+ e^{\frac{i}{\hbar} s} \]
can be substituted into Equation (7.55):

\[ h s'' \omega^+ - s^2 \omega^+ + 2 i h s' \omega^+ + h^2 \omega''^+ + \frac{\epsilon^2 - p_y^2}{\alpha^2} \omega^+ + \frac{i h}{\alpha} \omega^+ = 0 \]  

(9.87)

Takeing only \( h^0 \) terms the expression for \( s' \) becomes:

\[ s' = \sqrt{\frac{\epsilon^2 - p_y^2}{\alpha}} \]  

(9.88)

Then with only \( h \) order terms:

\[ \frac{2}{\omega^+} \omega^+ = - \frac{s''}{s'} - \frac{1}{\alpha s'} \]  

(9.89)

With the value of \( s' \):

\[ s'' = \frac{\alpha \epsilon - (\epsilon^2 - p_y^2) \alpha'}{\alpha^2 \sqrt{\epsilon^2 - p_y^2}} \]  

(9.90)

Substituting values of \( s' \) and \( s'' \) results in:

\[ 2 \frac{\partial}{\partial \epsilon} \ln(\omega^+) = - \frac{\epsilon}{\epsilon^2 - p_y^2} + \frac{\partial}{\partial \epsilon} \ln(\alpha) - \frac{1}{\sqrt{\epsilon^2 - p_y^2}} \]  

(9.91)

and integrating:

\[ 2 \int_{-p_y}^{\epsilon} \frac{\partial}{\partial \epsilon} \ln(\omega^+) d\epsilon = - \int_{-p_y}^{\epsilon} \frac{\epsilon}{\epsilon^2 - p_y^2} d\epsilon + \int_{-p_y}^{\epsilon} \frac{\partial}{\partial \epsilon} \ln(\alpha) d\epsilon - \int_{-p_y}^{\epsilon} \frac{1}{\sqrt{\epsilon^2 - p_y^2}} d\epsilon \]  

(9.92)

results in:

\[ \omega^+ = \frac{\sqrt{\alpha}}{(\epsilon^2 - p_y^2)^{1/4}} \frac{1}{D^+} \]  

(9.93)

where:

\[ D^\pm = \sqrt{\epsilon + (\epsilon^2 - p_y^2)^{1/2}} \pm p_y \]  

(9.94)

The same calculation must then be done for \( \omega^- = \omega^- e^{-i \hat{s} \hat{s}} \). With this definition of \( \omega \), Equation (7.55) can be evaluated to:

\[ h s'' \omega^- - s^2 \omega^- + 2 i h s' \omega^- + h^2 \omega''^- + \frac{\epsilon^2 - p_y^2}{\alpha^2} \omega^- - \frac{i h}{\alpha} \omega^- = 0 \]  

(9.95)

Using only the terms of order \( h^0 \) produces the same result for \( s' \) as in the previous case. To find the value of \( \omega^- \), take only the terms of order \( h \):

\[ 2 \frac{\partial}{\partial \epsilon} \ln(\omega^-) = - \frac{s''}{s'} + \frac{1}{\alpha s'} \]  

(9.96)

With the values of \( s' \) and \( s'' \) this relation can be integrated to produce:

\[ \omega^- = \frac{\sqrt{\alpha}}{(\epsilon^2 - p_y^2)^{1/4}} D^- \]  

(9.97)
With $\omega = \omega^+ e^{\frac{i}{\hbar}s}$ in Equation (7.55) requires the derivities:

$$\omega' = \frac{1}{\hbar} s' \omega^+ e^{\frac{i}{\hbar}s} + \omega'^+ e^{\frac{i}{\hbar}s}$$

(9.98)

$$\omega'' = \frac{1}{\hbar} s'' \omega^+ e^{\frac{i}{\hbar}s} + \frac{1}{\hbar^2} s^2 \omega^+ e^{\frac{i}{\hbar}s} + \frac{2}{\hbar} s' \omega'^+ e^{\frac{i}{\hbar}s} + \omega''^+ e^{\frac{i}{\hbar}s}$$

(9.99)

Equation (7.55) can now be written as:

$$s'' \hbar \omega^+ + s' \omega^+ + 2 s' \hbar \omega'^+ + \hbar^2 \omega''^+ + \frac{\epsilon^2 - p_y^2}{\alpha^2} \omega^+ + \frac{i \hbar}{\alpha} \omega'^+ = 0$$

(9.100)

With only $h^0$ terms, $s'$ becomes:

$$s' = \frac{\sqrt{p_y^2 - \epsilon^2}}{\alpha}$$

(9.101)

With only terms of order $h$:

$$2 \frac{\partial}{\partial \epsilon} \ln(\omega^+) = - \frac{\partial}{\partial \epsilon} \ln(s') - i \frac{i}{\sqrt{p_y^2 - \epsilon^2}}$$

(9.102)

Integrating then results in:

$$\omega^+ = \frac{\sqrt{\alpha}}{(p_y^2 - \epsilon^2)} e^{-\frac{1}{2} i \arcsin(\frac{\epsilon}{p_y})}$$

(9.103)

Finally using $\omega = \omega^+ e^{-\frac{i}{\hbar}s}$ with Equation (7.55) produces:

$$-s'' \hbar \omega^- + s' \omega^- + 2 s' \hbar \omega'^- + \hbar^2 \omega''^- + \frac{\epsilon^2 - p_y^2}{\alpha^2} \omega^- + \frac{i \hbar}{\alpha} \omega'^- = 0$$

(9.104)

The expression produced for $s'$ is identical to that of $\omega^+$. Taking only $h$ terms gives the equation:

$$2 \frac{\omega^-}{\omega^-} = -s'' - \frac{i}{s' \alpha}$$

(9.105)

Which when integrated produces:

$$\omega^- = \frac{\sqrt{\alpha}}{(p_y^2 - \epsilon^2)} e^{\frac{1}{2} i \arcsin(\frac{\epsilon}{p_y})}$$

(9.106)

### 9.4.2 Matching Change of Variables to Solutions of Equation (7.55)

The wave-functions produced from the change in variables:

$$\omega = \sqrt{\alpha} \left( \frac{u + v}{2} \right)$$

(9.107)

must match those from the direct solutions from Equation (7.55). With the trigonometric equations:

$$\cos^2(x) = \frac{1}{1 + \tan^2(x)} \quad \cos(x) = \frac{1 - \tan^2 \left( \frac{x}{2} \right)}{1 + \tan^2 \left( \frac{x}{2} \right)} \quad \sin(x) = \frac{\tan(x)}{\sqrt{1 + \tan^2(x)}}$$

(9.108)
The grouped terms from the change in variables before and after the barrier can be expressed in the form:

\[
\frac{A^+}{P^+} = \frac{1 - e^{i\theta}}{\sqrt{1 + e^{2i\theta}}} = -i\sqrt{2} \sin \left( \frac{\theta}{2} \right) = -\sqrt{\frac{2}{1 - \cot^2 \left( \frac{\theta}{2} \right)}}
\]

(9.109)

\[
\frac{A^-}{P^-} = \frac{1 + e^{-i\theta}}{\sqrt{1 + e^{-2i\theta}}} = \sqrt{2} \cos \left( \frac{\theta}{2} \right) = \sqrt{\frac{2}{1 - \tan^2 \left( \frac{\theta}{2} \right)}}
\]

(9.110)

Then with the additional identities:

\[
\frac{q + p_y}{-\epsilon} = \tan(\alpha) \quad -\frac{q + p_y}{-\epsilon} = \tan(-\alpha) \quad \tan^2(\alpha) - 1 = -\frac{\cos(2\alpha)}{\cos^2(\alpha)} \quad (9.111)
\]

The terms for use inside the barrier can be converted to:

\[
\frac{B^+}{Q^+} = \frac{1 + i \tan(\alpha)}{\sqrt{-\cos(2\alpha) \cot(\alpha)}} = \frac{\cos(\alpha) + i \sin(\alpha)}{-\cos(2\alpha)} = e^{i\alpha}
\]

(9.112)

\[
\frac{B^-}{Q^-} = \frac{1 + i \tan(-\alpha)}{\sqrt{-\cos(2\alpha) \cot(\alpha)}} = \frac{\cos(-\alpha) + i \sin(-\alpha)}{-\cos(2\alpha)} = e^{-i\alpha}
\]

(9.113)

The grouped terms in the direct solutions to Equation (7.55) must now be shown in the same form. With the additional equations:

\[
\tan(\theta) = \frac{p_y}{p_x} = \frac{p_y}{\sqrt{\epsilon^2 - p_y^2}} \quad \frac{1}{\tan^2(\theta)} - 1 = \frac{1}{\sin^2(\theta)} - 1 \quad \frac{1}{\sin(\theta)} = \frac{\epsilon}{p_y} \quad (9.114)
\]

\[
\sin(x) = \frac{2 \tan \left( \frac{x}{2} \right)}{\tan^2 \left( \frac{x}{2} \right) + 1} \quad \cos(x) = \frac{1 - \tan^2 \left( \frac{x}{2} \right)}{1 + \tan^2 \left( \frac{x}{2} \right)} \quad \cot(x) = \frac{1 - \tan^2 \left( \frac{x}{2} \right)}{2 \tan \left( \frac{x}{2} \right)} \quad (9.115)
\]

\[
D^\pm = \sqrt{\frac{\epsilon + \sqrt{\epsilon^2 - p_y^2}}{-p_y}} \quad (9.116)
\]

The grouped terms from the solutions of Equation (7.55) can be expressed as:

\[
\frac{\sqrt{p_y}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} D^- = \sqrt{-\frac{\tan(\theta)}{1/\sin(\theta) + \cot(\theta)}} = \sqrt{-\frac{2}{1 - \cot^2 \left( \frac{\theta}{2} \right)}} \quad (9.117)
\]

\[
\frac{\sqrt{p_y}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} D^- = \sqrt{-\frac{\tan(\theta)}{1/\sin(\theta) + \cot(\theta)}} = \sqrt{-\frac{2}{1 - \tan^2 \left( \frac{\theta}{2} \right)}} \quad (9.118)
\]

\[
\frac{\sqrt{p_y}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} D^+ = \sqrt{-\frac{\tan(\theta)}{1/\sin(\theta) + \cot(\theta)}} = \sqrt{-\frac{2}{1 - \cot^2 \left( \frac{\theta}{2} \right)}} \quad (9.119)
\]

\[
\frac{\sqrt{p_y}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} D^+ = \sqrt{-\frac{\tan(\theta)}{1/\sin(\theta) + \cot(\theta)}} = \sqrt{-\frac{2}{1 - \tan^2 \left( \frac{\theta}{2} \right)}} \quad (9.120)
\]
Then the solutions inside the barrier can be converted with the definition:

\[
\frac{\epsilon}{p_y} = \sin(2\alpha) \quad \sin^2(x) = 1 - \cos^2(x) \quad \sqrt{\frac{p_y^2 - \epsilon^2}{p_y^2}} = \cos(2\alpha) \quad (9.121)
\]

\[
\frac{\sqrt{p_y}}{(p_y^2 - \epsilon^2)^{\frac{1}{4}}} e^{\frac{i}{2}\arcsin\left(\frac{\epsilon}{p_y}\right)} = \frac{e^{i\alpha}}{\sqrt{\cos(2\alpha)}} \quad (9.122)
\]

\[
\frac{\sqrt{p_y}}{(p_y^2 - \epsilon^2)^{\frac{1}{4}}} e^{-\frac{i}{2}\arcsin\left(\frac{\epsilon}{p_y}\right)} = \frac{e^{-i\alpha}}{\sqrt{\cos(2\alpha)}} \quad (9.123)
\]

### 9.4.3 Matching Solutions of Equation (7.55) to Schrödinger Solutions

Here it will be shown how the solutions to Equation (7.55) are comparable to the WKB solutions for the Schrödinger equation. The integral from Equation (7.72) shall be defined as:

\[
I = \int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon \quad (9.124)
\]

The change in variable:

\[
y^2 = \epsilon^2 + m\hbar \alpha \quad (9.125)
\]

will now be introduced, this change in variable includes a small variation. To convert the integral \(I\) to terms of \(y\), an expression for \(d\epsilon/dy\) is required.

\[
ydy = (2\epsilon + m\hbar \alpha') d\epsilon \quad (9.126)
\]

With a further substitution of \(\epsilon = \sqrt{y^2 - m\hbar \alpha}\) this can take the form:

\[
2 \frac{d\epsilon}{dy} = \frac{1}{\sqrt{1 - \frac{m\hbar \alpha}{y^2} + \frac{m\hbar \alpha'}{2y}}} \quad (9.127)
\]

A Taylor expansion of \(\sqrt{1 - \frac{m\hbar \alpha}{y^2}}\) at \(\frac{m\hbar \alpha}{y^2} = 0\) produces:

\[
2 \frac{d\epsilon}{dy} = \frac{1}{1 - \frac{m\hbar \alpha}{2y^2} + \frac{m\hbar \alpha'}{2y}} \quad (9.128)
\]

A further Taylor expansion results in:

\[
2 \frac{d\epsilon}{dy} = 1 + \frac{m\hbar \alpha}{2y^2} - \frac{m\hbar \alpha'}{2y} \quad (9.129)
\]

Next the function \(\alpha(\epsilon)\) must be converted to be a function of \(y\):

\[
\alpha(\epsilon) = \alpha(\epsilon(y)) = \alpha\left(\sqrt{y^2 - m\hbar \alpha}\right) \quad (9.130)
\]
The Laurent series of $\sqrt{y^2 - mh\alpha}$ at $y = \infty$ results in:

$$\alpha (\epsilon) = \alpha \left( y - \frac{mh\alpha}{2y} \right)$$  \hspace{1cm} (9.131)

Then the Taylor expansion at $mh\alpha/2y = 0$ shows:

$$\alpha (\epsilon) = \alpha (y) - \frac{mh\alpha}{2y} \alpha'$$  \hspace{1cm} (9.132)

A final Taylor expansion around $mh\alpha'/2y = 0$ shows that:

$$\frac{1}{\alpha (\epsilon)} = \frac{1}{\alpha (y)} \left( 1 + \frac{mh\alpha'}{2y} \right)$$  \hspace{1cm} (9.133)

With these definitions the integral $I$ can be expressed as:

$$I = \int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha (\epsilon)} d\epsilon = \int_{-p_y}^{y} \frac{\sqrt{y^2 - p_y^2}}{\alpha (y)} \left( 1 + \frac{h\alpha'}{2y} \right) \left( 1 + \frac{mh\alpha}{2y^2} - \frac{mh\alpha'}{2y} \right) dy$$  \hspace{1cm} (9.134)

Evaluating the brackets, and removing terms of order $h^2$:

$$I = \int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha (\epsilon)} d\epsilon = \int_{-p_y}^{y} \frac{\sqrt{y^2 - p_y^2}}{y^2} dy + \frac{mh}{2} \int_{-p_y}^{y} \frac{\sqrt{y^2 - p_y^2}}{y} dy$$  \hspace{1cm} (9.135)

Introducing a small perturbation to $y$ changes the function $f (y) = f (y + \Delta y)$, this is required in a manner that $\Delta \gg h$. An expansion of this produces $f (y + \Delta y) = f (y) + \Delta y f' (y)$. This allows the integral:

$$\frac{mh}{2} \int_{-p_y}^{y} \frac{\sqrt{y^2 - p_y^2}}{y^2} dy = \frac{mh}{2} \int_{-p_y}^{y} \frac{\sqrt{y^2 - p_y^2}}{y} dy$$  \hspace{1cm} (9.136)

To the leading order, $y = \epsilon$, therefore the integral can be evaluated to:

$$\int_{-p_y}^{\epsilon} \frac{\sqrt{y^2 - p_y^2}}{y^2} dy = \ln \left( \frac{\sqrt{\epsilon^2 + p_y^2} + \epsilon}{-p_y} \right) - \frac{\sqrt{\epsilon^2 + p_y^2}}{\epsilon}$$  \hspace{1cm} (9.137)

These perturbations result in:

$$\int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon = \int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon + \frac{h}{2} \ln \left( \frac{\sqrt{\epsilon^2 + p_y^2} + \epsilon}{-p_y} \right)$$  \hspace{1cm} (9.138)

For the wave-function before the barrier, $-p_y$ is larger then $\epsilon$, therefore:

$$\int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon = - \int_{-p_y}^{\epsilon} \frac{\sqrt{\epsilon^2 - p_y^2}}{\alpha} d\epsilon - \frac{h}{2} \ln \left( \frac{\sqrt{\epsilon^2 + p_y^2} + \epsilon}{-p_y} \right)$$  \hspace{1cm} (9.139)

and the wave-function component before the first turning point becomes:

$$\frac{\sqrt{\alpha}}{(\epsilon^2 - p_y^2)^{\frac{1}{4}}} a_x \frac{1}{D^x} e^{\frac{1}{2} \int_{-p_y}^{\epsilon} \sqrt{\frac{\epsilon^2 - p_y^2}{\alpha}} d\epsilon} = \frac{1}{q^x} a_x e^{\frac{1}{2} \int_{-p_y}^{\epsilon} \sqrt{\frac{\epsilon^2 - p_y^2}{\alpha}} d\epsilon}$$  \hspace{1cm} (9.140)
with:

\[ q = \sqrt{\frac{\epsilon^2 - p_y^2}{\alpha^2}} \quad D^\pm = \sqrt{\frac{\epsilon + \sqrt{\epsilon^2 - p_y^2}}{\pm p_y}} \]  

(9.141)

Similarly with the wave-function components:

\[ \sqrt{\alpha} \left( \epsilon^2 - p_y^2 \right)^{\frac{1}{4}} a_2 D^- e^{-\frac{i}{\hbar} \int_{p_y}^{\epsilon} \frac{\sqrt{\alpha^2 - p_y^2}}{\epsilon} d\epsilon} = \frac{1}{q^4} \bar{a}_2 e^{-\frac{i}{\hbar} \int_{x_1}^{x_1} \sqrt{q} dx} \]  

(9.142)

\[ \sqrt{\alpha} \left( \epsilon^2 - p_y^2 \right)^{\frac{1}{4}} d_1 D^+ e^{\frac{i}{\hbar} \int_{p_y}^{\epsilon} \frac{\sqrt{\alpha^2 - p_y^2}}{\epsilon} d\epsilon} = \frac{1}{q^4} \bar{d}_1 e^{\frac{i}{\hbar} \int_{x_2}^{x_2} \sqrt{q} dx} \]  

(9.143)

\[ \sqrt{\alpha} \left( \epsilon^2 - p_y^2 \right)^{\frac{1}{4}} d_2 D^+ e^{-\frac{i}{\hbar} \int_{p_y}^{\epsilon} \frac{\sqrt{\alpha^2 - p_y^2}}{\epsilon} d\epsilon} = \frac{1}{q^4} \bar{d}_2 e^{-\frac{i}{\hbar} \int_{x_2}^{x_2} \sqrt{q} dx} \]  

(9.144)

For the case inside the barriers the additional terms included in the \( \omega \) functions may be absorbed into the constants.
Chapter 10
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