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Abstract

Cadmium Telluride (CdTe) is an excellent material for low-cost, high efficiency thin-film solar cells and holds the record for watts/cost performance. The laboratory record efficiency of CdTe solar cells lags significantly behind the theoretical maximum for the material. This discrepancy is often attributed to defects such as grain boundaries and dislocations. Thus it is important to do research on how these defects are formed during the growth process.

Atomistic simulations, such as Molecular Dynamics (MD) and on-the-fly Kinetic Monte Carlo (OTF-KMC), are widely used in partnership with experiments in addressing problems in materials science. In this work we use computer simulation to predict the growth of the sputter deposited CdTe thin film.

At the first stage, MD studies of small cluster energetic impacts were carried out by repeatedly depositing Cd$_x$Te$_y$ ($x, y = 0, 1$) clusters onto different CdTe surfaces with different energies at random positions. The impacts were simulated on Cd- and Te-terminated (100) surfaces and Cd- and Te-terminated (111) surfaces with typical industrial energies varies from 1 to 40 eV at a temperature of 350 K. More than 1,000 simulations have been preformed for each of these cases so as to sample the possible deposition positions and to collect sufficient statistics. The behaviour of deposited clusters under different conditions are studies.

To simulate the process of thin film growth is the next stage in this work. We use different techniques to simulate the growth process on different surfaces. OTF-KMC simulations are performed to simulate the thin film growth process on the (111) CdTe surfaces. Starting with several ad-atoms deposited on the surfaces, in each step, the OTF-KMC method searches for all possible atomic movements (transitions) and randomly selects a transition or deposition to execute based on their corresponding
rates. The thin film grows with more and more clusters to be deposited onto the surface with numerous ad-atom diffusions.

The growth process on the dimerised Te-terminated (100) surface is very interesting. Knowledge of how the Te dimers on the surface split during the growth is gained in the simulations. MD is used to simulate the growth process with an accelerated deposition rate. Several simulations with different deposition energies are performed to see the differences of dissociation of the surface Te dimers. Post-annealing at different temperatures are applied after the growth simulations to find the optimal annealing temperature.
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Chapter 1

Introduction and Background

Energy consumption is increasing every year. Energy security and supply has become a key problem all around the world. More and more energy is required, while reserves in coal, oil, natural gas and other non-renewable resources become smaller due to human consumption. The usage of traditional non-renewable resources also produces large amount of greenhouse gases, such as CO$_2$ and N$_2$O, which greatly affect the temperature of the Earth. Recent studies show that the concentration of CO$_2$ has increased 40% since the beginning of the Industrial Revolution, and the Earth’s average surface temperature rose by 0.74±0.18°C over the last century.$^{1;2}$ The use of renewable resources, such as sunlight, wind, tides, waves and geothermal heat, are much more environmentally friendly than the conventional non-renewable ones. Governments invest huge amount of money in renewable technologies all around the world. Solar power is one of the most promising renewable energies.

Electricity is one of the most common sources of energy for daily use. Nowadays most electricity is generated by non-renewable sources, such as coal, gas and nuclear. Governments are making efforts in developing renewable electricity generators. In the UK, the renewables share of electricity generation was a record 19.4% in 2014 Q1, up 6.9 percentage points on the share in 2013 Q1$^3$ and solar photovoltaics (PVs) have an important role to play in this$^4$.

Solar PVs is now the third most important renewable energy source in terms of globally installed capacity. In 2013, its capacity increased by 38 percent to a running total of 139 GW worldwide$^5$. By far, the most prevalent material for solar cells is crystalline silicon (c-Si). But thin film PVs devices have great potential and are a cheaper technology than conventional c-Si based photovoltaic devices$^6$. 

1
Cadmium Telluride (CdTe) is an excellent material for low-cost, high efficiency thin film solar cells, and it is the only thin film photovoltaic technology to surpass c-Si PVs in the watt/cost measure and have promising efficiency\[^{7,8}\]. However the laboratory record efficiency of CdTe solar cells lags significantly behind the theoretical maximum for the material. This discrepancy is often attributed to defects such as grain boundaries and intra-grain dislocations\[^9\]. Thus it is important to do research on how these defects are formed during the growth process and therefore reduce them.

### 1.1 Research Goals

In the production of thin film PVs, several thin film layers are applied to a glass base. Most techniques of applying thin films to a surface control layer thickness within a few tens of nanometres\[^{10}\]. Understanding the thin film growth process is helpful to find proper growth conditions and therefore to reduce the possible defects during the production. The CdTe thin film PVs are the main focus throughout this work.

Thin films are produced by using thin-film deposition techniques to deposit a chosen material onto a substrate or onto previously deposited layers. Different deposition techniques usually lead to different morphology, quality and properties to the produced films. Even for the same deposition technique, the changes of experimental conditions may also resulting in huge differences to the films produced. The aim of this work is to simulate the growth of CdTe thin films under certain conditions and to understand the differences of produced thin films with different conditions, therefore find the proper conditions for producing thin films of better quality.

The goal of this work is achieved in two stages. At the first stage, thousands of single molecule deposition tests are performed by the molecule dynamics (MD) for each condition. The statistical results give the distribution of the deposited molecules’ behaviours. This information is helpful when choosing the proper deposition conditions for the long time scale dynamics (LTSD) simulations. At the second stage, we use the on-the-fly kinetic Monte Carlo (OTF-KMC) method, one of the LTSD techniques, to simulate the growth process over realistic time scales.
1.2 CdTe Thin Film Photovoltaics

The thin film solar cells, also called the thin film photovoltaic (PV) cells, are the second generation solar cells. They are made by depositing multiple thin layers, or thin films of PV material onto a substrate. The film thickness varies from a few nanometres to tens of micrometers. Comparing to the first generation solar cells, which are made of crystalline silicon (c-Si), the thin film technologies reduce the amount of active material in a cell.\cite{11}

Figure 1.1 shows the best research cell efficiencies over years. The efficiency of thin film PVs significantly improved over the years, but are still less efficient than conventional c-Si based solar cells. The CdTe thin film PV is the only thin film PV technology to surpass c-Si solar cells in the watt/cost measure and have promising efficiency\cite{7,8}. The CdTe thin film PVs have great potential and plenty of researchers are working on it. In the laboratory, the cell efficiency for CdTe thin film PVs reaches a record of 21 percent in 2014\cite{13}, which is not very far from the records of mono c-Si cells (\textasciitilde25\%)\cite{14} but still a third way to the theoretical limit for all single-junction solar cells (\textasciitilde34\%)\cite{15}.

Throughout this work, the material we focus on is the CdTe. As stated, the CdTe thin film PVs have great potential and are cheaper than c-Si solar cells. CdTe is the predominant thin film technology, with 5\% of worldwide PV production, and accounts for more than half of the thin film market\cite{14}.

Figure 1.2 illustrates the structure of a CdTe thin film solar cell. The substrate is glass, with an optional anti-reflective (AR) coating in the front. The CdTe thin film solar cell consists of multiple layers or thin films, the front contact - layer of transparent conducting oxide (TCO), the window layer - layer of CdS, the absorber - layer of CdTe, and the back contact - layer of buffer and metal. The thickest and the most important layer is the CdTe layer.

In the laboratory, to get the optimal conditions for producing the CdTe thin film cells, the quality of the produced CdTe layers need to be examined. In materials science, transmission electron microscopy (TEM) is a widely used technique for analysing the quality of produced thin film solar cells. The TEM images have significantly higher resolution than light microscopy images. They are capable to examine details of the materials in atomic scales, such as voids, grain boundaries and even stacking faults. Figure 1.3 shows the TEM image of a CdTe thin film solar cell sample. Figure 1.4 shows high resolution TEM images of stacking faults
Figure 1.1: Chart of research cell efficiency records over years. Blue curves represent efficiency records of c-Si cells, and green curves the efficiency records of thin-film technologies. Yellow dots with green boundaries represent for the efficiency records of the CdTe thin film cells. The efficiencies improved over the years, but thin-film PVs are still less efficient than c-Si cells. Chart taken from [12]. See Appendix A for a large print of this chart.
1.3. Experimental Techniques

The action of applying thin films onto a substrate or onto previously deposited layers is called thin-film deposition. There are two broad categories for the deposition techniques: the chemical deposition and the physical deposition.

The thin films are generated through a series of chemical reactions. Usually the final material of the desired thin films is generated by series of chemical reactions from other raw materials. There are various chemical deposition techniques, currently two groups of techniques dominate the field. The first group includes chemical vapour deposition (CVD) and atomic layer deposition (ALD). These techniques use a gas phase to transport the material to the substrate in a vacuum environment. The raw materials are vaporised via thermal conversion and react with other volatile chemicals or reactive gases such as oxygen or hydrogen\cite{20,21,22}. The other group of techniques is called chemical solution deposition (CSD) or sol-gel processing. These techniques use a liquid phase as the transfer media. The main difference from the first group of techniques is that the chemical transformations are in solution and
Figure 1.3: A TEM image of a CdTe thin film solar cell sample. The image captures the main structure of a thin film solar cell. From the top left to the bottom right, the materials of the layers are: the glass substrate, the layer of fluorine doped tin oxide (FTO) as the transparent conducting oxide (TCO), the layer of CdS as the window layer and the layer of CdTe as the absorber. The texture of the CdTe layer is captured in the image, further more, defects, such as voids and grain boundaries, are also captured. Image provided by CREST in Loughborough University. [18]
Figure 1.4: High resolution TEM images of stacking faults in CdTe thin films. Images capture different configurations of partial dislocations (stacking faults). The white lines show there is an interstitial plane and a vacancy plane on each stacking fault. The small blue and big yellow circles indicate Cd and Te columns, respectively. The white dashed boxes indicate the stacking faults. The yellow arrows mark the Burgers circuits. All the figures are aligned in the same coordinate system shown in (a). Image is taken from [19].
solid-state. They include formation of colloidal suspension in an appropriate solvent (sol), gelation (gel), evaporation of the solvent (drying), and thermal treatment (sintering)\cite{23,24,25,26}. Figure 1.5 shows two groups of chemical deposition process.

The CVD can be used to produce CdTe thin films. The thin films are grown in a vacuum container filled with gas phase raw materials, which typically are mixes of Cd gas and Te gas. Chemical reactions mainly occur on the surface of the substrate, where the CdTe thin film grows. One advantage of using CVD to produce CdTe thin films is that we can control the ratio of Cd and Te of the source material by controlling the pressure of source gases. Another advantage is that it is easy to add dopant into the film by simply adding the gas phase dopant into the reaction container. Illustration of a typical CVD reactor is shown in Figure 1.6.

Physical deposition uses physical transformations of materials, for example mechanical, electromechanical or thermodynamic means, to produce thin films. The final material of the desired thin films is the same as the raw material. Most physical
deposition techniques use a vapour phase to transport the material onto substrate, so that they are classified as physical vapour deposition (PVD). Similarly to CVD, PVD is also taken place within a vacuum chamber. There are two main categories for the PVD techniques, evaporation and sputtering. Evaporation usually requires high temperature to vaporise the material by either thermal the entire material (evaporative deposition), closed space sublimation (CSS)\textsuperscript{29} for example, or use electron beam (EBPVD) or pulsed laser (PLD) to boil a small spot of material\textsuperscript{30;31;32}. Sputtering relies on a plasma, some energetic particles, to knock a target of material that is to be deposited. Since there is no evaporation, the temperature is relatively low and the sputtering technique is very flexible. The plasma used to knock target material can be a noble gas or ion-beam\textsuperscript{33;34}. Sputtering is a fast technique and provides good control on the thickness, thus widely used.

CSS is an evaporative deposition technique. Many scientists use CSS to produce CdTe thin films due to its high growth rate. The growth process is taken place within a vacuum chamber. The CdTe source material is heated at a very high temperature, and they sublimate into gaseous state. The vaporised CdTe condense on the substrate surface, allowing the CdTe thin film to growth. Figure 1.7 illustrates a CSS deposition system.

Magnetron sputtering deposition\textsuperscript{36;37;38} is also widely used for CdTe thin film production. Unlike the CSS, magnetron sputtering deposition does not require high temperature to sublimate the source material. Instead, it uses accelerated Ar\textsuperscript{+} atoms to hit the CdTe source material, therefore Cd or Te atoms would be sputtered from the target and then deposit onto the substrate surface. A sketch of magnetron
sputtering process is shown in Figure 1.8.

In this work we focus on modelling the growth of thin films via PVD, particularly magnetron sputtering.

1.4 Simulation Techniques

In materials sciences, scientists usually use atomic simulations to verify or predict experimental results. There are varies of techniques. Each method has its own applications and limitations. A sketch of time scale versus lattice size for different techniques is shown in Figure 1.9.

*Ab initio* or density functional theory (DFT) method has been very popular for atomic simulations since the 1970s. In most cases, the results of DFT calculations for solid-state systems agree with experimental data quite well. However, the computational costs are relatively high compare to other atomic simulation methods. Therefore we can only afford to simulate for a very small system with a short simulation time.

Molecular dynamics (MD) was originally developed in the 1950s and it is widely applied nowadays in materials science. The MD simulates the trajectories of atoms by solving the Newton’s equations of motion for a system. In the system, the forces and potential energies are described by molecular mechanics force fields. In the MD method, the time is increased by a time step (usually 1 femtosecond). Due to the complexity of computing integrals, the system size is limited to hundreds
1.4. Simulation Techniques

**Figure 1.8:** Sketch of magnetron sputtering deposition. Figure is taken from [39].

**Figure 1.9:** The attainable simulation time and lattice sizes for different techniques.
of thousands of atoms. And it is very hard to reach nanoseconds even for a small system.

Many interesting process occurs on time scale of seconds or even longer. To extend the time scale of the atomic simulations, new methodologies are developed, such as mesoscale methods, continuum methods and long time scale dynamics (LTSD). All these methods extend either the size of system or attainable time or both in various ways. For example, in the simulations for polymers, the mesoscale method regards a group of atoms (polymer) as one object while calculating the interatomic forces. Another example is the kinetic Monte Carlo (KMC) method, one of the LTSD methods, which ignores the atomic vibrations within a potential basin and only simulates hoppings between potential basins (e.g. diffusions).

In this work, we use the combination of the MD and the LSTD method to simulate the growth of CdTe thin films.

1.5 Software Implementation and Development

We use a combination of MD and on-the-fly KMC (OTF-KMC) to simulate the CdTe thin film growth. The MD code we are using in this work is the LAMMPS package (Large-scale Atomic/Molecular Massively Parallel Simulator[^40][^41]), an open source code using classical MD.

The OTF-KMC technique was initially introduced by L. Vernon[^42]. The OTF-KMC techniques used in this work are developed in collaboration with colleagues C. Scott and T. Lazauskas from Loughborough University’s materials modelling group. The method is initially developed to work with the LboMD (Loughborough Molecular Dynamics) package. In this work, the method is extended to work with LAMMPS, and a few new features are added.

At the beginning of my PhD, the decision was mad to completely rewrite the OTF-KMC code used at Loughborough University. The drivers for doing this included improving the parallel efficiency of the code, making better reuse of commonly employed techniques and re-engineering the code to better enable new features to be added. I undertook this task along with my co-workers C. Scott and T. Lazauskas. The work started with designing the framework for the code so as to engineer a robust, scalable code that could have new techniques easily added to it. The code is written in Python, utilising “multiprocessing” module (part of the Python standard
library) for parallelisation to enable use on high performance computing systems with embedded C libraries for the computationally demanding parts of the code.

In addition to contributing generally to the code, I led on a number of specific projects. Firstly I implemented a methodology to link LAMMPS to our OTF-KMC code to enable the potential for my project to be used. My main contribution was the development of the superbasin method, see Chapter 6, in the code. This was a substantial undertaking and involved circa six months worth of work on my part. The first stage of this project was to develop a superbasin algorithm suitable for our OTF-KMC approach. I then translated this into a coding framework to efficiently implement this method. This was followed by the actual coding of the algorithm along with the subsequent testing and debugging. This development allows for relevant time scales to be reached in my simulations and is now being employed by four other members of the group.

1.6 Thesis Layout

Chapter 2, the first methodology chapter, introduces the MD method, with descriptions of interatomic potentials. In this chapter, the boundary conditions, thermalisation and system relaxation are also discussed. An efficient tool to visualise the simulation results is also introduced.

Chapter 3, the second methodology chapter, introduces the OTF-KMC method, which is one of the LTSD methods. Saddle finding methods and reuse of transitions, which are used in the OTF-KMC method, are also discussed in this chapter.

Chapter 4 introduces the Cadmium Telluride lattice, including lattice structure, properties and defects.

Chapter 5, the first result chapter, introduces the energetic impact simulations of $\text{Cd}_x\text{Te}_y$ clusters on the CdTe surfaces using the MD. This chapter discusses the behaviour of deposited clusters after impact at different conditions. The information gained from this chapter is helpful for choosing the right condition for a thin film growth simulation.

Chapter 6 introduces a superbasin method, which speeds up the OTF-KMC by considering several potential basins connected by low barriers as a single superbasin object. The superbasin method can speed up the CdTe thin film growth simulations by at least two orders of magnitude.
Chapter 7, the second result chapter, discusses the results of simulations for the CdTe thin film growth. We use OTF-KMC with superbasin methods to simulate the (111) CdTe thin film growth, and use MD with accelerated deposition rate to simulate the CdTe thin film growth on the (100) dimerised Te-terminated surfaces. Different growth mechanisms are observed on different type of CdTe surfaces.

Chapter 8 is the final chapter. It draws the conclusions of this work and suggestions for the potential future studies.
Chapter 2

Methodology I: Molecular Dynamics

2.1 Introduction

In material science, atomistic simulation is widely used as an outstanding partner with experiment in addressing problems. Molecular Dynamics (MD) is one of these atomistic simulation techniques. By changing the parameters in the simulations, we can simulate different experiments, e.g. magnetron sputtering\textsuperscript{[43]} and close space sublimation\textsuperscript{[44]} for producing thin film cells. We use computer simulations to gain knowledge and predict experimental results.

In the MD method, an appropriate interatomic potential is chosen to describe the atomic forces. The interatomic potentials will be introduced later in Section 2.2. Then the motions of atoms can be simulated by solving Newton’s equations of motion.

\[ F = m \cdot a \quad F = -\frac{\partial E}{\partial r} \]  

(2.1)

where \( F \) is the force acting on atoms, \( m \) is the mass, \( a \) is the acceleration, \( E \) is the potential energy and \( r \) is the system configuration.

One can model the dynamics by integrating the equations of motion numerically with a chosen small time step \( \Delta t \). We use the Velocity Verlet algorithm\textsuperscript{[45]} to integrate time in MD, because of its straightforward nature. By employing Taylor expansion to \( r(t + \Delta t) \), \( v(t + \Delta t) \) and \( a(t + \Delta t) \), respectively, and combining them,
the new configuration and velocity are then given by

\[
\begin{align*}
\mathbf{r}(t + \Delta t) &= \mathbf{r}(t) + \mathbf{v}(t)\Delta t + \frac{1}{2} \mathbf{a}(t)\Delta t^2 + O(\Delta t^3) \\
\mathbf{v}(t + \Delta t) &= \mathbf{v}(t) + \frac{1}{2} \left[ \mathbf{a}(t + \Delta t) + \mathbf{a}(t) \right] \Delta t + O(\Delta t^2)
\end{align*}
\] (2.2)

(2.3)

where \( \mathbf{v} = \dot{\mathbf{r}} \) is the velocity and \( \mathbf{a} = \ddot{\mathbf{r}} \) is the acceleration.

MD follows the actual dynamical evolution of the system. The technique has been able to model many interesting processes, such as sputtering\(^{[46]}\), crack propagation\(^{[47]}\) and nanoindentation\(^{[48]}\). Resolving individual atomic vibrations requires a time step of the order of femtoseconds (fs) to integrate of the equations of motion.

The most difficult and complex part in the MD is to choose a right interatomic potential for force evaluations. In this work, the only potential we are using throughout the work is the analytical bond-order potential for CdTe binary system which is introduced in Section 2.2.3. Due to the difficulty and complexity of implementing new potentials into an MD code, I did not write an implementation of this potential. Instead, we use an open source MD code using classical MD, the LAMMPS package (Large-scale Atomic/Molecular Massively Parallel Simulator\(^{[40;41]}\)), which already include the bond-order potentials.

### 2.2 Interatomic Potentials

In the MD simulation, we need to choose the right potential function to describe the interatomic interactions.

The most accurate force calculations are \textit{ab initio}\(^{[49]}\), which uses the knowledge of methods such as density functional theory (DFT). However, the \textit{ab initio} calculations, such as DFT calculations, are so computationally expensive that we cannot afford to use them for the simulations throughout this work. The \textit{ab initio} modelling, however, can be used for parametrisation of empirical potential function.

Traditionally the potential function is derived by fixing an analytical functional form and then using experimental data to parametrise the function. Generally, the energy of \( N \) interacting particles can be resolved into one-body, two-body, three-
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body, etc. contributions as follows:

\[ E = \sum_i V_1(i) + \sum_{i<j} V_2(i,j) + \sum_{i<j<k} V_3(i,j,k) + \cdots + V_N(1,\ldots,N) \]  

(2.4)

where \( V_m \) is an "\( m \)-body potential" and \( V_m \) converge quickly to zero with increasing \( m \). In this expansion, the first term that describes the interactions of particles is the second (two-body) term. Thus \( V_1 \) term is absent from the interatomic potential functions.

The pair potential is the simplest form of such traditional potential. The total energy \( E \) is the sum of site energy \( E_i \) for atom \( i \) over all \( i \), where \( E_i \) is given by the sum of bond energy \( V(i,j) \) over all pairs of \( i \) and \( j \).

\[ E = \sum_i E_i = \frac{1}{2} \sum_i \sum_{j \neq i} V(i,j) \]  

(2.5)

Pair potentials are widely used due to their simplicity. They are easy to implement and quick to parametrise. The famous Lennard-Jones (LJ) potential is a simple model to approximate the interactions between a pair of atoms or molecules. However, for many interesting materials such as semiconductors, polymers and some metals, the pair potentials are not satisfactory to provide the full range of interactions.

2.2.1 Stillinger-Weber Potential

The Stillinger-Weber (SW) potential was developed by F. H. Stillinger and T. A. Weber in 1985\textsuperscript{50}. In addition of the pair potentials, \( V_2(i,j) \), the SW potentials\textsuperscript{50} also take the triplet potentials, \( V_3(i,j,k) \), into account:

\[ E = \sum_i \sum_{j>i} V_2(i,j) + \sum_i \sum_{j \neq i} \sum_{k>j} V_3(i,j,k) \]  

(2.6)
where the pair and triplet potentials are given by

\[
V_2(i, j) = \begin{cases} 
A(Br_{ij}^{-p} - r_{ij}^{-q}) \exp[(r_{ij} - a)^{-1}], & r < a \\
0, & r \geq a 
\end{cases} \quad (2.7)
\]

\[
V_3(i, j, k) = h(r_{ij}, r_{ik}, \theta_{jik}) + h(r_{ji}, r_{jk}, \theta_{ijk}) + h(r_{ki}, r_{kj}, \theta_{ikj}) \quad (2.8)
\]

\[
h(r_{ij}, r_{ik}, \theta_{jik}) = \lambda \exp[\gamma(r_{ij} - a)^{-1} + \gamma(r_{ik} - a)^{-1}] \times (\cos \theta_{jik} + 1/3)^2 \quad (2.9)
\]

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \), \( \theta_{ijk} \) is the angle between \( r_{ji} \) and \( r_{jk} \) and \( a \) is the cut-off, together with \( A, B, q, p, \lambda \) and \( \gamma \) are parameters to be determined.

Obviously, SW potential is a potential that contains both two- and three-body components. The two-body potentials only consider the distance between atoms. It is not enough to accurately describe the geometry of the system. By introducing the three-body terms \( V_3 \) and also consider the angles among three atoms, the cosine term in Equation 2.9, the SW potential is able to distinguish pairs of bonds emanating from vertex \( j \) with the desired geometry. In other words, if we think of two-body potentials as describing pairs of atoms in one dimension, with the help of three-body terms, the SW potentials are able to describe the geometry of atoms in three dimensions.

The SW potentials are still not adequate for accurately describing the cohesive energy over a wide range of bonding geometry and coordination\(^{[51]}\) despite taking both pair and triplet potentials in consideration. However inclusion of four- or five-body terms may cause far too many free parameters.

### 2.2.2 Tersoff Potential

Rather than taking more many-body terms into account, J. Tersoff introduced the Tersoff (TR) potential in 1988\(^{[52;53]}\). The TR potential uses the bond-order to describe pair potentials. In this model, the bond-order (i.e. the strength of each bond) depends upon the local environment. The more neighbours an atom has, the weaker bonds it forms.

The TR potential is taken to have the form of Equation 2.5, where

\[
V(r_{ij}) = f_C(r_{ij}) [a_{ij}f_R(r_{ij}) + b_{ij}f_A(r_{ij})] \quad (2.10)
\]
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Here $f_R$ is the repulsive pair potential, $f_A$ is the attractive pair potential associated with bonding, and $f_C$ is a smooth cut-off function. They are given by

\begin{align}
  f_R(r) &= A \exp(-\lambda_1 r) \\
  f_A(r) &= -B \exp(-\lambda_2 r) \\
  f_C(r) &= \begin{cases} 
  1, & r < R - D \\
  \frac{1}{2} - \frac{1}{2} \sin \left( \frac{\pi}{2} \frac{(r - R)}{D} \right), & R - D < r < R + D \\
  0, & r > R + D 
  \end{cases}
\end{align}

where the cut-off function is continuous and smooth over all $r$, and goes from 1 to 0 in a small range around $R$. $A$, $B$, $\lambda_1$, $\lambda_2$, $R$ and $D$ are parameters.

The novel feature of the TR potential is the $b_{ij}$ term in Equation 2.10. It represents a measure of the bond-order.

\begin{align}
  b_{ij} &= (1 + \beta^n \zeta_{ij}^n)^{-1/2n} \\
  \zeta_{ij} &= \sum_{k \neq i,j} f_C(r_{ik}) g(\theta_{jik}) \exp[\lambda_3^3 (r_{ij} - r_{ik})^3] \\
  g(\theta) &= 1 + c^2/d^2 - c^2/[d^2 + (h - \cos \theta)^2]
\end{align}

where $r_{ij}$ is the length of the $ij$ bond, and $\theta_{jik}$ is the bond angle between bonds $ij$ and $ik$. $\beta$, $n$, $\lambda_3$, $c$, $d$ and $h$ are parameters. The expression includes the smooth cut-off function $f_C(r)$, which limit the range of interaction to the first neighbour shell. The bond-order $b_{ij}$ is able to discriminate pairs of bonds regarding their neighbour atoms with the help of $g(\theta)$ term. Clearly $b_{ij} \neq b_{ji}$.

The function $a_{ij}$ is similar to $b_{ij}$ but without $g(\theta)$ term. It consists solely of range-limiting term $f_C(r)$. However it is usually not used, i.e. $a_{ij} = 1$. The bond-orders describe many-body potentials without yielding plenty of parameters.

The TR potential takes the form of pair potentials which seems only consider the two-body potentials, but it actually takes many-body potentials into account as well by introducing the bond-order $b_{ij}$. Because while calculating the bond-order $b_{ij}$, it takes all its neighbour atoms into account and the many-body potentials are included.
2.2.3 Analytical Bond-Order Potential

Recent research on the accuracy of existing atomic potentials for the CdTe semiconductor compound\(^{[54]}\) shows that neither SW potential nor TR potential is sufficiently accurate at predicting the properties of CdTe, while these properties are necessary for understanding defects. D. G. Pettifor and I. I. Oleinik developed the analytical bond-order potential (BOP) in 1999\(^{[55]}\), and the BOPs were applied to many materials, such as hydrocarbons\(^{[56]}\) and CdTe\(^{[57]}\).

The BOP is based on quantum-mechanical theories. It is an extension to the TR potential. Similar to the TR potential, the BOP uses the bond-orders to describe the many-body potentials. As known the covalent bonds are the most common bonds in the compounds. In chemistry, there are different types of covalent bonds categorising by different ways of formation, such as \(\sigma\) bond and \(\pi\) bond. The TR potential can be viewed as an empirical BOP, and considering only the \(\sigma\) bonding with a second-moment approximation\(^{[58]}\). To improve the accuracy of describing interatomic interactions, the analytical BOP incorporates both \(\sigma\) and \(\pi\) bondings with a four-moment approximation\(^{[57]}\). Therefore the BOP in principle is more accurate than SW and TR potentials.

The analytic expression for the BOP is derived from tight-binding theory, where the bond energy is a multiplication of the bond-order \(\Theta\) and bond integral \(\beta\). The total energy of a system containing \(N\) atoms is expressed as

\[
E = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \phi_{ij}(r_{ij}) - \sum_{i=1}^{N} \sum_{j=i+1}^{N} \beta_{\sigma,ij}(r_{ij}) \cdot \Theta_{\sigma,ij} - \sum_{i=1}^{N} \sum_{j=i+1}^{N} \beta_{\pi,ij}(r_{ij}) \cdot \Theta_{\pi,ij} \quad (2.17)
\]

where \(\phi_{ij}\) is a short-range two-body potential representing the overlap repulsion between a pair of ion cores\(^{[58]}\), \(\beta_{\sigma,ij}\) and \(\beta_{\pi,ij}\) are, respectively, \(\sigma\) and \(\pi\) bond integrals, \(\Theta_{\sigma,ij}\) and \(\Theta_{\pi,ij}\) are, respectively, \(\sigma\) and \(\pi\) bond-orders, \(r_{ij}\) is the interatomic distance between atom \(i\) and \(j\), where \(j = i_1, i_2, \ldots, i_N\) represents neighbors of atom \(i\). \(\phi_{ij}(r_{ij}), \beta_{\sigma,ij}(r_{ij})\) and \(\beta_{\pi,ij}(r_{ij})\) are expressed in a general form as:

\[
X_{ij}(r_{ij}) = X_{0,ij} \cdot f_{ij}(r_{ij})^{m_{ij}} \cdot f_{c,ij}(r_{ij}) \quad (2.18)
\]

where \(X\) represents \(\phi\), \(\beta_{\sigma}\) or \(\beta_{\pi}\), \(X_{0,ij}\) and \(m_{ij}\) are pair dependent parameters, \(f_{c,ij}(r_{ij})\) is a cut-off function, and \(f_{ij}(r_{ij})\) is a Goodwin-Skinner-Pettifor radial func-
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Interatomic potential [59], similar to the LJ potential and given by

\[ f_{ij}(r_{ij}) = \frac{r_{0,ij}}{r_{ij}} \exp \left[ \left( \frac{r_{0,ij}}{r_{c,ij}} \right)^{n_{c,ij}} - \left( \frac{r_{ij}}{r_{c,ij}} \right)^{n_{c,ij}} \right] \]  
\[ (2.19) \]

\[ (2.20) \]

where \( r_{0,ij}, r_{c,ij} \) and \( n_{c,ij} \) are pairwise parameters.

The new features in the BOP is the way of calculating bond-orders \( \Theta_{\sigma,ij} \) and \( \Theta_{\pi,ij} \). They are functions of the local environment of atoms \( i \) and \( j \) and can be viewed as environment-dependent local variables. The maximum value of \( \sigma \) and \( \pi \) bond-orders are 1 and 2, respectively. These bond-orders reflect the common single-, double-, and triple-bond behaviour of chemistry. By using the tight-binding theory, the analytical expressions of bond-orders can be derived. In the BOP, the first two and four levels of the recursive representations for the \( \sigma \) and \( \pi \) bond-orders, respectively, are taken.

The Cyrot-Lackmann theorem states that bond-orders can be understood in terms of molecular orbital hopping paths [55]. These hopping paths incorporate bond lengths and (three- and four-body) bond angles, and the most important ones are shown in Figure 2.1. The two-level \( \sigma \) bond-order for the BOP with a half-full valence shell is given by

\[ \Theta_{\sigma,ij} = \Theta_{s,ij} \left( \Theta_{\sigma,ij}^{(1/2)}, f_{\sigma,ij} \right) \cdot \left[ 1 - \left( f_{\sigma,ij} - \frac{1}{2} \right) \cdot k_{\sigma,ij} \frac{\beta_{\sigma,ij}^2(r_{ij}) \cdot R_{3\sigma,ij}}{\beta_{\sigma,ij}^2(r_{ij}) + \frac{4\pi}{\tau} + \zeta_2} \right] \]  
\[ (2.23) \]

where \( c_{\sigma,ij} \) is a parameter, \( \zeta_1 \) is a small number to remove singularities, and \( \Phi_{\sigma,ij}^i \) is a local variable arising from 2-hops in the \( \sigma \) bonding shown in Fig 2.1(a). The general \( \sigma \) bond-order is then extrapolated.

\[ \Theta_{\sigma,ij} = \Theta_{s,ij} \left( \Theta_{\sigma,ij}^{(1/2)}, f_{\sigma,ij} \right) \cdot \left[ 1 - \left( f_{\sigma,ij} - \frac{1}{2} \right) \cdot k_{\sigma,ij} \frac{\beta_{\sigma,ij}^2(r_{ij}) \cdot R_{3\sigma,ij}}{\beta_{\sigma,ij}^2(r_{ij}) + \frac{4\pi}{\tau} + \zeta_2} \right] \]  
\[ (2.23) \]

where \( f_{\sigma,ij} \) and \( k_{\sigma,ij} \) are pairwise parameters, \( \zeta_2 \) is a small number, \( R_{3\sigma,ij} \) is a local variable arising from 3-hops in the \( \sigma \) bonding shown in Fig 2.1(a), and the symmetric band-filling function \( \Theta_{s,ij} \) is expressed as a spline function, which is omitted here.

For a better understanding of Equation 2.23, especially the \( \Phi_{\sigma,ij}^i \) and \( R_{3\sigma,ij} \) terms
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Figure 2.1: A schematic representation of the hopping paths that sample the local configuration around the \( ij \) bond: (a) the primary \( \sigma \) bond and (b) the secondary \( \pi \) bond. Figure taken from [57].

with respect to Fig 2.1(a), we create a simple 3-atom system, as shown in Fig 2.2, and calculate the changes of force acting on the highlight atom while moving around a CdTe dimer. The separation of CdTe atoms in the dimer is chosen to be \( R = 2.96 \) Å. The positive angle \( \theta^+ \) means the highlighted Te atom moves around the Te atom, while the negative angle \( \theta^- \) means it moves around the Cd atom in the dimer. The changes of force acting on the highlighted Te atom versus rotation angle \( \theta \) is shown in Figure 2.3.

Pettifor [55] deduces the analytic expression for the \( \pi \) bond-order, and is given by

\[
\Theta_{\pi,ij} = \frac{\alpha_{\pi,ij} \cdot \beta_{\pi,ij}(r_{ij})}{\sqrt{\beta_{\pi,ij}^2(r_{ij}) + c_{\pi,ij} \cdot \left(\frac{A_{\pi}}{2} + \sqrt{\beta_{\pi,ij}^2(r_{ij}) \cdot \Phi_{4\pi,ij} + \zeta_3}\right) + \zeta_4}} \\
+ \frac{\alpha_{\pi,ij} \cdot \beta_{\pi,ij}(r_{ij})}{\sqrt{\beta_{\pi,ij}^2(r_{ij}) + c_{\pi,ij} \cdot \left(\frac{A_{\pi}}{2} - \sqrt{\beta_{\pi,ij}^2(r_{ij}) \cdot \Phi_{4\pi,ij} + \zeta_3 + \sqrt{\zeta_3}}\right) + \zeta_4}} (2.24)
\]

\[
A_{\pi} = \beta_{\pi,ij}^2(r_{ij}) \cdot \Phi_{2\pi,ij} + \beta_{\pi,ij}^2(r_{ij}) \cdot \Phi_{2\pi,ij} (2.25)
\]
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Figure 2.2: A simple 3-atom system illustrating the bond order potential. We calculate the force acting on the highlighted Te atom, which moves around the CdTe dimer underneath. The distance between the CdTe dimer is $R$, and the Te atom moves around the Cd/Te with a radius $R$ as well. The positive angle $\theta^+$ means the highlighted Te atom moves around the Te atom, while the negative angle $\theta^-$ means it moves around the Cd atom in the dimer.

Figure 2.3: Force acting on highlighted Te atom in Figure 2.2 versus rotation angle $\theta$. 
where $\alpha_{\pi,ij}$ and $c_{\pi,ij}$ are pairwise parameters, $\zeta_3$ and $\zeta_4$ are small numbers, and $\Phi_{2\pi,ij}$ and $\Phi_{4\pi,ij}$ are, respectively, local variables arising from 2- and 4-hops in the $\pi$ bonding shown in Fig 2.1(b).

The BOP is much more complex and more accurate than the SW and TR potentials. In addition of $\sigma$ bonding, which is only bonding considered in the TR potential, the BOP also considers $\pi$ bonding. And moreover, the BOP also considers three-body term, $R_{3\sigma,ij}$, in $\sigma$ bondings and four-body term, $\Phi_{4\pi,ij}$, in $\pi$ bondings.

D.K. Ward et al. applied the analytical BOP to CdTe in 2012\textsuperscript{[57]}. The BOP parametrisation of CdTe is done independently for Cd, Te and finally for CdTe. The analytical BOP for CdTe binary system accurately captures property trends and it results in crystalline growth in vapour deposition simulations.

Early studies on the bonding in CdTe\textsuperscript{[60]} indicate that CdTe is only weakly ionic, the effective ionic charge with CdTe should be only a fraction of an electronic charge. Therefore it is possible to use a potential without electrostatic contributions for CdTe surface calculations. D.K. Ward, who applied the BOP to CdTe,\textsuperscript{[57]} also studied the surface energies for CdTe with BOP and they fit well with the same calculations using DFT. These showing that the BOP is indeed suitable for CdTe surface calculations.

In the meanwhile, the potential is developed and included in the LAMMPS package and free to use. Therefore we choose this potential for all simulations throughout this work.

### 2.3 Boundary Conditions

MD is limited by the size of system to be simulated. The more atoms there are in the system, the slower the simulations to evolve the system. Typically in the MD simulations, the number of atoms in the system varies from thousands to millions. The number has increased over years with higher computer technology and faster computational speed. But it is still not possible to simulate realistic number of atoms, which might be at least quadrillions. However, it is possible to keep the size of system small whilst retaining some of the properties of a larger system, therefore predict some interesting mechanisms by simulating small systems.
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2.3.1 Periodic Boundary Conditions

By using periodic boundary conditions (PBCs), we can extend the size of system to be simulated by imagining the simulation box is only part of the system, and it is surrounded by its replicas. In other words, once the atom leaves from one side of the simulation box, it would enter the simulation box from the other side. Moreover, atoms close to edges of the simulation box will regard all the opposite edges’ atoms as neighbours, interacting with them as normal. An illustration is shown in Figure 2.4.

![Illustration of periodic boundary conditions in 2D. The blue cell in the middle represents the simulation box. Atom exist the boundary will re-enter from the other side. Atoms near the edges will regards the other edges’ atom as neighbours.](image)

2.3.2 Fixed/Free Boundary Conditions

When the fixed boundary conditions (FBCs) are applied, the edges of the simulation box behave like walls. We usually fixed the outer layer(s) of atoms, to stop atom(s)
Figure 2.5: Simulation box for energetic impacts and growth simulations. Red bigger spheres represent the Cd atoms, green smaller spheres the Te atoms. PBCs are applied in x and z directions, and FBC is applied in y direction. Blue layers indicates layers of atoms to be fixed, and orange layers indicates the thermalised layers, which will allow for system heating and cooling.

going over the edges and to allow reproduction of lattice strain. The fixed outer layers of atoms applies an artificial pressure on atoms inside the bulk, simulating the surrounding bulk.

When the free boundary conditions are applied, if atom(s) move towards the edges, the atom(s) will be removed once they exceed the simulation box. The free boundary conditions are usually applied together with fixed boundary conditions in the surface growth simulations. For example, when simulating energetic impact onto a surface, fixed boundary conditions are applied to bottom two layers (blue layers in Figure 2.5), while the surface remains free. A fixed boundary condition must be applied on the bottom layer during the energetic impacts, otherwise the whole block of material would drift downwards.
2.4 Thermalisation

In some cases, we need to maintain the temperature of the system at a desired temperature. For example, in a real system containing billions of atoms, when energetic impacts occurs, energy would eventually dissipate away from the impact area. However for a smaller system containing only a few thousand atoms, the impacts would cause the increasing temperature of the whole system. In practice, the temperature of film growth is barely changed during the growth process. Thus thermalisation is necessary. And it is also used for the initial heating of the system.

There are several different thermalisation methods available in the LAMMPS package. In this work, the thermostat we are using is the Berendsen thermostat\[61\]. We use Berendsen method due to its simplicity, and that it gives a very stable temperature.

In the Berendsen thermostat, the temperature of a system, $T$, can be calculated in the following way:

$$T = \frac{2 \cdot KE_{avg}}{3 \cdot k_B}$$  \hspace{1cm} (2.26)

where $k_B$ is the Boltzmann constant, $KE_{avg}$ is the average atomic kinetic energy of the system.

The kinetic energy is proportional to the square of velocity. The Berendsen thermostat controls temperature by rescaling the velocities of atoms every time step. The temperature of the system is corrected by scaling velocities from $v$ to $\lambda v$, such that the deviation exponentially decays with time constant $\tau_T$.

$$\frac{dT}{dt} = \frac{1}{\tau_T} \cdot (T_0 - T)$$  \hspace{1cm} (2.27)

$$\lambda = \left[1 + \Delta t \left(\frac{T}{T_0} - 1\right)\right]^{1/2}$$  \hspace{1cm} (2.28)

where $T_0$ is the desired temperature, $T$ is the actual temperature, $\Delta t$ is the time step. With Berendsen thermostat we can increase or decrease system temperature, and eventually bring the system to desired temperature.

In our simulations, we first heat the whole system to the desired temperature. Afterwards the thermalisation is only applied to the thermalised layer(s) of the
system (orange layers in Figure 2.5) to allow the impact energy dissipate on the surface.

2.5 System Relaxation

It is often necessary to relax a system to its minimal energy configuration during a simulation. Especially after successful impacts on the surface, the system relaxation makes sure the system is in its minimal energy configuration. Moreover, the system relaxation is also used in saddle point search methods, which will be introduced in Chapter 3.

There are various system relaxation techniques, such as steepest descent, conjugate gradient (CG), quasi-Newton, Limited memory Broyden-Fletcher-Goldfarb-Shanno algorithm for Bound constrained optimisation (L-BFGS-B) etc. In this work, we mainly use two system relaxation techniques: CG and L-BFGS-B.

2.5.1 Conjugate Gradient

The conjugate gradient (CG) method is initially developed by M. R. Hestenes and E. Stiefel in 1952\(^{[62]}\). It is an algorithm for the numerical solution of linear equations, whose matrix is symmetric and positive-definite, and it can also be used for energy minimisation\(^{[63]}\). There are several different implementations on the CG method, for example Fletcher-Reeves method\(^{[64]}\) and Polak-Ribiere method\(^{[65]}\). The CG method we use in this work is the Polak-Ribiere method.

The CG method starts with calculating the gradient, \(g_n\), from the atomic forces, \(F\), at the configuration, \(r_n\):

\[
g_n = g(r_n) = -\nabla F(r_n) \tag{2.29}
\]

Then the system moves to a new configuration, \(r_{n+1}\):

\[
r_{n+1} = r_n + \alpha_n \cdot d_n \tag{2.30}
\]

where \(\alpha_n\) is the linear search parameter, obtained by minimising the function \(F(r)\).
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along the $d_n$ direction. The direction, $d_n$, is given by:

$$d_0 = g_0$$  \hfill (2.31)
$$d_n = g_n + \beta_n \cdot d_{n-1}$$  \hfill (2.32)

where the value of parameter $\beta_n$ in the Polak-Ribiere method is given by

$$\beta_n = \frac{\|g_n\|^2 - g_n \cdot g_{n-1}}{\|g_{n-1}\|^2}$$  \hfill (2.33)

The CG method keeps updating the configuration $r_n$ using the above algorithm until the gradient $g_n$ converges to zero and therefore find the minimum energy configuration of the system.

2.5.2 L-BFGS-B

The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm belongs to the quasi-Newton methods family, which can be used to find local maxima and minima of functions. The BFGS uses gradient evaluations to approximate the Hessian matrix.

The BFGS method start with an initial guess of configuration, $r_0$, and initial approximation of the Hessian, $H_0$.

Similar to the CG method, we first calculate the direction, $d_0$, by solving:

$$H_n d_n = -\nabla F(r_n)$$  \hfill (2.34)

Then the system moves to a new configuration with a suitable step size $\alpha_n$ by using Equation 2.30. Afterwards the new gradient $-\nabla F(r_{n+1})$ can be calculated. Therefore we can update the Hessian approximation using

$$H_{n+1} = H_n + \frac{(\nabla F(r_{n+1}) - \nabla F(r_n))(\nabla F(r_{n+1}) - \nabla F(r_n))^\top}{(\nabla F(r_{n+1}) - \nabla F(r_n))^\top(\alpha_n d_n)}$$

$$- \frac{H_n(\alpha_n d_n)(\alpha_n d_n)^\top H_n}{(\alpha_n d_n)^\top H_n(\alpha_n d_n)}$$  \hfill (2.35)

The BFGS method will repeat the above algorithm until the Hessian converged, which is used to find the minimum energy configuration of the system.

An improved BFGS method, Limited Memory BFGS algorithm for Bound constrained optimisation (L-BFGS-B)\[^{[66,67]}\], which is implemented in the open source
library SciPy for Python\cite{68}, is used in this work. Comparing to BFGS algorithm, the L-BFGS-B allows user to control the memory required for storing Hessian and also it can handle simple box constraints on variables. Therefore the L-BFGS-B is very efficient and suited for optimising functions with massive number of variables.

2.6 Visualisation

During the simulations, the atomic positions of the system are stored. Huge amounts of data are generated during simulations. Data visualisation is an efficient way to analyse the results. In this work, we use a 3D Atomic Visualiser developed by C. Scott since 2012. The Visualiser is written in Python programming language, and is able to render atoms using POV-ray (the Persistence of Vision Raytracer\cite{69}), a free software tool for creating stunning three-dimensional graphics. It allows the user to zoom and rotate the system. The Visualiser also provide many useful filters for visualising a system in different ways, such as highlight defects, option to view part of the lattice, option to colour by species or height, display bonds etc. Once one has set up the preferred display options, the Visualiser can generate a single graph for a given system, or generate a sequence of graphs for groups of systems and create a movie. The user interface of the Visualiser is shown in Figure 2.6.

This work is to simulate the CdTe thin film growth. Therefore we only focus on the surface layers and the deposited clusters. Thus throughout this work, all graphs generated from the Visualiser (unless specified) is a top view of the lattice, showing the top 2 surface layers together with deposited atoms/clusters. PBCs are applied in $x$ and $z$ directions. In the graph, bigger spheres represent the Te atoms, while smaller spheres the Cd atoms, and the atoms are coloured by height.

MD is very useful in simulating many interesting processes, especially short time scale dynamics, e.g. sputtering, crack propagation and nanoindentation. Many processes of interest in materials science are, however, not able to be modelled by MD. This is because the integration is sequential in nature, and it would take years to simulate the system for one second even on today’s fastest processors\cite{70}. Normally, it is very difficult to reach even one microsecond ($\mu$s) for very small systems, and it just about possible to reach nanoseconds (ns) on larger systems. The problem is that many interesting phenomena in materials science occur on time scales of seconds or longer, thus MD is not feasible. Recently, many people have been working on
Figure 2.6: The user interface of the 3D Atomic Visualiser (©2014 Chris Scott). The generated atomic graph is a top view of the lattice, showing the top 2 surface layers together with deposited atoms/clusters. PBCs are applied in $x$ and $z$ directions. In the graph, bigger spheres represent the Te atoms, while smaller spheres the Cd atoms, and the atoms are coloured by height.
long time scale dynamics (LTSD) to overcome this problem. These methods are introduced later in Chapter 3.
Chapter 3

Methodology II: Long Time Scale Dynamics

3.1 Introduction

Chapter 2 introduced the Molecular Dynamics (MD), which can only simulate up to nanosecond\(^1\) time scales for small systems and up to microsecond\(^2\) time scales for larger systems. However many interesting phenomena in materials science occur on time scales of seconds or longer, thus MD is not feasible. One example of this is thin film growth. The rate for this is typically of the order of a few monolayers per second. To model growth, one needs to simulate the deposition of several layers, thus a few seconds of time. It is not possible to simulate directly by MD, since this time scale is \(10^9\) orders of magnitude larger than a nanosecond. Another example that cannot simulate by direct MD is diffusion in solid state, which often occurs over time scales of seconds or even longer.

Recently many people have been working on long time scale dynamics (LTSD) techniques to overcome this problem. There are many LTSD techniques, which can extend the MD simulation time in an accurate way for materials problems\(^7\), such as hyper-dynamics\(^7\), parallel replica dynamics\(^7\), temperature accelerated dynamics\(^7\) and kinetic Monte Carlo (KMC) methods\(^7,7\).

The system we discuss throughout this work is an infrequent event system. Our aim is to simulate the long timescale evolution of the system. The solution is to find

\(^1\)1 \text{ns} = 10^{-9} \text{s} \\
\(^2\)1 \text{µs} = 10^{-6} \text{s}
the barriers which the trajectory would go across and evolve the system. The LTSD methods are used to simulate the system trajectory, finding a path for escape more quickly than it would with direct MD. As in MD, no previous knowledge about the escape path is given; the trajectory has to find its own way out.

In the hyper-dynamics approach, the potential surface of the system is modified by adding a non-negative bias, which is zero at the dividing surfaces between states. Then the trajectory on this surface will escape more rapidly due to shallower minima, i.e., lower barriers which the trajectory would get across.

The parallel replica method is the simplest and the most accurate of the LTSD techniques. The parallel replica method accelerates the simulations by replicating the entire system on each of $M$ available parallel or distributed processors. After a short dephasing stage, during which momenta are periodically randomized to eliminate correlations between replicas. Each processor carries out an independent MD for the entire system, thus $M$ times faster than a single MD. Once a transition is detected, all processors are stopped. The simulation clock is advanced by the summed time over all replicas. The final state of the transition would be the new state for the next step, and the simulations go on with dephased $M$ replicas of this new state.

The idea of the temperature accelerated dynamics is to speed up the transitions by increasing the temperature, while filtering out the transitions that would not have occurred at the original temperature. In this method, the system is evolved at a high temperature, thus faster than in the temperature of interest, which is lower. Once a transition is detected, the rate for this transition is then reflected back to the original temperature using the harmonic transition state theory (hTST).

No matter which method is chosen to simulate in longer time scales, transition state theory (TST) is their theoretical foundation. An important problem for these simulations is to calculate the transition rates. One can obtain accurate estimates of transition rates using TST. The TST/hTST rate calculations will be presented in Section 3.2. But the most challenging thing is to find the saddle points. Later in Section 3.3, several saddle finding methods, namely activation relaxation technique (ART), relaxation and translation (RAT) method, dimer method, minimum mode following algorithm, Lanczos algorithm, nudged elastic band (NEB) method and string method will be introduced. Section 3.5 introduced the method of reusing transitions (refinements).

C. Scott, T. Lazauskas and I co-wrote the OTF-KMC script which is used
3.2 Kinetic Monte Carlo

The kinetic Monte Carlo (KMC) method is one of the LTSD techniques. It can simulate the system evolution while keeping the realistic dynamics of the system with known rates of processes. Similar to other LTSD techniques, the KMC method also relies on the transition state theory (TST)\(^{[70;76]}\).

In the TST approximation, the classical rate constant for escape from state \(A\) to some adjacent state \(B\) is taken to be the equilibrium flux through the dividing surface between \(A\) and \(B\). If there are no correlated dynamical events, the TST rate is the exact rate constant. If we run the trajectory for so long time so as to reach equilibrium, we could determine the fraction of the time spends in state \(A\) and the number of crossing, per unit time, of the dividing surface. Then the TST rate for escaping from \(A\), \(k_{A\rightarrow}^{\text{TST}}\), would be half of this crossing rate.\(^{[77]}\)

\[
k_{A\rightarrow}^{\text{TST}} = \frac{1}{2} \frac{1}{\sqrt{2\pi m}} \langle \delta(x-q) \rangle_A \quad (3.1)
\]

where the angular bracket indicate the ratio of Boltzmann-weighted integrals over \(6N\)-dimensional phase space, the subscript \(A\) indicates the configuration space integrals are restricted to the space belonging to state \(A\), and the dividing surface is at \(x = q\).

A.F. Voter has proved that the integrals in Equation 3.1 are separable\(^{[77]}\), and we can get

\[
k_{A\rightarrow}^{\text{TST}} = \frac{1}{2} \sqrt{\frac{2k_B T}{\pi m}} \langle \delta(x-q) \rangle_A \quad (3.2)
\]

where \(k_B\) is the Boltzmann constant, \(T\) is the temperature and \(m\) is the effective mass of the reaction coordinate over the dividing surface, i.e. \(m\) is the mass of particle passing from state \(A\) to \(B\).
In classical TST, rate constants are computed after the dividing surface is specified. However, in the LTSD methods, the dividing surfaces are usually not required to be known in advance. For a system close to harmonic at the minima and saddle points, the harmonic approximation to TST (hTST) can typically be used:

\[ k_{hTST}^{A \rightarrow} = \prod_{i=1}^{3N} \frac{\nu_i^{\min}}{\prod_{i=1}^{3N-1} \nu_i^{sad}} \exp\left(-\frac{E_a}{k_B T}\right) \]  

(3.3)

where \( E_a \) is the static barrier height, or activation energy (energy difference between the saddle point and the minimum), and \( \nu_i \) are the corresponding normal mode frequencies.

To simplify the rate calculation, we usually use a fixed prefactor \( \nu \) for rate calculation used in the LSTD.

\[ R = \nu \exp\left(-\frac{E_a}{k_B T}\right) \]  

(3.4)

The common choice of this fixed prefactor is between \( 10^{12} \) and \( 10^{13} \) s\(^{-1}\). In the thin film growth simulations, if we choose a smaller prefactor, the time increments in each KMC step is larger, therefore there would be fewer diffusions between depositions. In this work, we use \( \nu = 10^{13} \) s\(^{-1}\) as suggested by L.J. Vernon\[^{42}\], who have calculated the Vineyard’s prefactor for many transitions and found that \( 10^{13} \) s\(^{-1}\) is a good estimation, and also allowing enough diffusions between depositions in our thin film growth simulations.

### 3.2.1 Standard KMC

The main steps in a kinetic Monte Carlo (KMC) algorithm are outlined in Figure 3.1(a). Unlike the MD method, there is no classical trajectory at all. In the standard KMC approach, we only care about where and how the trajectory escape from the current state. By constructing a list of possible transitions and weighted by the rate constants, a transition is chosen randomly. The standard KMC algorithm is as follows:

**Step 1** Initialise simulation time (usually \( t = 0 \));

**Step 2** Construct available list of possible events with rate \( r_i \), and the total rate is given by \( R = \sum_i r_i \);
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Figure 3.1: Flowcharts for KMC and OTF-KMC algorithm. The underlying principle in KMC algorithm is the random selection of a process based on the transition probabilities of all processes, execution of the selected process (i.e., appropriately modifying the configuration of the system), updating the time clock and the transition probabilities. There are two additional processes in the OTF-KMC algorithm. First search for possible moves using single-ended saddle searching method, and calculate barriers using NEB or string method. Then continue the generic KMC algorithm. Shaded boxes denote the computationally most expensive steps.
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**Step 3** Choose a random number \( P \in [0, R) \), and cumulatively step through all events until \( P \) is exceeded;

**Step 4** Execute and selected event, and the system is advanced to next KMC step;

**Step 5** The simulation time is advanced by \( \Delta t = -\ln u / R \), where \( u \in [0, 1) \) is a random number;

**Step 6** Go back to Step 2 for next iteration unless the simulation time is reached.

### 3.2.2 On-the-fly KMC

The standard KMC algorithm requires generating a list of possible escape paths. Thus, it may be extremely difficult to compile an adequate KMC catalogue. In 2001, G. Henkelman and H. Jónsson initially extend the original KMC method to LTSD simulations without predefined event table\(^{[78]}\), which is known as the on-the-fly KMC (OTF-KMC).

The main steps in the OTF-KMC algorithm are outlined in Figure 3.1(b). The OTF-KMC algorithm relies on the ability to search for barriers during the simulation, hence on the fly. The main improvement in the OTF-KMC is to use saddle point search algorithms to find all the low-lying saddles surrounding the current state, thus building a KMC catalogue on the fly. If all saddles are found, then one has an exact KMC, and even if only the relevant low-lying saddles are found, one has a very accurate KMC. Therefore is a very appealing approach.

The saddle searches in the OTF-KMC algorithm are the most computationally expensive part. In this work, we use a modified version of the OTF-KMC algorithm for LTSD simulations. The flowchart of the modified OTF-KMC algorithm is shown in Figure 3.2. The modified algorithm starts with identifying all the defects in the system by comparing with the reference system, and creating defect volumes (DVs) around each of the defect. The DV usually contains a few tens of atoms, and it is a collection of atoms surrounding around a point defect within a certain radii. Instead of searching the whole system for saddle points, we only search each of the DV for saddles. There are two main advantages: (1) generally it is faster to do searches on DVs than on the whole system, as DVs contain much fewer atoms; (2) transitions found in DVs can be reused occasionally in the following steps. For example, DV with one vacancy may continuously exist in the system for many steps, until another interstitial diffuses and fills the vacancy.
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**Figure 3.2:** Flowchart of the modified OTF-KMC algorithm with reusing transitions. Comparing to the original OTF-KMC, the modified algorithm accelerates the simulations in two ways: (1) Instead of searching the whole system, we only search defect volumes, which are created around defects. (2) By labelling defect volumes with their hash keys, we can reuse the transitions found in previous steps.
The OTF-KMC algorithm mentioned throughout this work refers to the modified one with reusing transitions, as shown in Figure 3.2, unless specified. The details of the saddle search algorithms are explained in Section 3.3. And the reuse of transitions (refinements) is introduced in Section 3.5.

3.3 Saddle Finding Methods

In the LTSD methods, the most challenging part is to find escaping transitions, i.e. to find saddle points around the given state.

To help finding the saddle points, the minimum energy path (MEP) is introduced. The MEP is a path connecting two minima. At any point of the path, the direction of potential force is parallel to the path. The energy is stationary for any perpendicular degree of freedom. As we know, rank 1 saddle points are maxima of one degree of freedom and minima of other degrees of freedom. The MEP pass through saddle points and the maxima on the MEP are the saddle points. Thus by finding MEPs, one can get the saddle points.

Several single-ended search methods are introduced in this Section: activation relaxation technique (ART), relaxation and translation (RAT) method, dimer method, minimum mode following algorithm (MMFA) and Lanczos algorithm. All these methods start searching saddles from a given initial state, which is the reason they are called single-ended search methods. Two double-ended search methods are also introduced in this Section: nudged elastic band (NEB) method and string method. Both methods start searching saddles from given both initial and final states, which is the reason they are called double-ended search methods. For a specific transition, the double-ended search methods are normally slower but more accurate than the single-ended ones. However the single-ended search methods often do not find a transition while the double-ended ones usually do. Sometimes it might be more efficient to use single-ended search methods with low accuracy, and then switch to use double-ended search methods to calculate the accurate barriers.

The main technique used for saddle searching in this work is the MMFA method, which uses the dimer method to get closer to the saddle and uses Lanczos method for saddle convergence.
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Figure 3.3: Illustration of the dimer. The actual force acting on the dimer (red) are decomposed into parallel (blue) and perpendicular (green) force components. The dimer $\mathbf{R}_1$ and $\mathbf{R}_2$ are centred at a state $\mathbf{R}$ with displacement $\Delta \mathbf{R}$.

3.3.1 Dimer Method

The dimer method developed by G. Henkelman and H. Jónsson in 1999\cite{79}. It’s one of the most powerful and fast methods to find saddle points when only given the initial minimum.

The dimer method represent a given state $\mathbf{R}$ as two images (we call these two images a “dimer”) with displacement $\Delta \mathbf{R}$, as shown in Figure 3.3. Thus we get a dimer $\mathbf{R}_1$&$\mathbf{R}_2$ centred at $\mathbf{R}$, and then we can rotate and translate the dimer until find the saddle point.

The dimer method starts with creating a dimer from the given state $\mathbf{R}$. For a random displacement vector $\mathbf{N}$, 2 end points of the dimer, $\mathbf{R}_1$ and $\mathbf{R}_2$, are created by displacing a small distance, $\Delta \mathbf{R}$, along $\mathbf{N}$, such that $\mathbf{R}_1 = \mathbf{R} - \Delta \mathbf{R}\hat{\mathbf{N}}$ and $\mathbf{R}_2 = \mathbf{R} + \Delta \mathbf{R}\hat{\mathbf{N}}$, where $\hat{\mathbf{N}}$ denotes the normalised displacement vector.

Forces acting on the dimer can be decomposed into parallel and perpendicular components, $\mathbf{F}_i\parallel$ and $\mathbf{F}_i\perp$, with respect to $\mathbf{N}$. Then the global rotational force acting on the dimer is given by:

$$\mathbf{F}_\perp = \mathbf{F}_{2\perp} - \mathbf{F}_{1\perp}$$

(3.5)

where $\mathbf{F}_\perp = \mathbf{F} - \mathbf{F}\parallel$ and $\mathbf{F}\parallel = (\mathbf{F} \cdot \hat{\mathbf{N}})\hat{\mathbf{N}}$.

In the rotation step, the rotational minimisation is performed to minimise the
global rotational force $F_\perp$. The rotational plane of minimisation is defined by the orthonormal vectors $\Theta$ and $\hat{N}$. For the first minimisation, $\Theta = F_\perp$. After a trial rotation $d\theta$, $\Theta^*$ is calculated by corresponding modified forces $F^*$ and $F^*_\perp$. Using the harmonic approximation of modified Newton method, we can calculate the minimisation rotational angle $\Delta \theta$:\(^{79}\)

$$\Delta \theta \approx -\frac{1}{2} \arctan \left( \frac{2F'}{F^*} \right)$$

$$F = F_\perp \cdot \Theta / \Delta R \quad (3.7)$$

$$F' = \frac{dF}{d\theta} \approx \frac{F^* \cdot \Theta^* - F \cdot \Theta}{d\theta} \quad (3.8)$$

After the rotational minimisation, a translation scheme should be applied to update the position of the dimer. In the translation step, the dimer moves along the modified force direction at a fixed step size, i.e.

$$R_{\text{new}} = R + \hat{F}_{\text{mod}} \times \text{StepSize} \quad (3.9)$$

where the modified force $F_{\text{mod}}$ is given by:

$$F_{\text{mod}} = \begin{cases} F_\parallel & \text{if } C > 0, \\ F - 2F_\parallel & \text{if } C \leq 0. \end{cases} \quad (3.10)$$

$$C = \frac{(F_2 - F_1) \cdot N}{2\Delta R} \quad (3.11)$$

where $C$ is the curvature of the potential surface along the dimer vector, $F = F_1 + F_2$ is the global real force acting on the dimer, $F_\parallel$ is the component of force parallel to the dimer vector.

Replicate the rotation and translation procedures and one can eventually find the saddle point.

### 3.3.2 Activation Relaxation Technique

The activation relaxation technique (ART) method was initially developed by G. T. Barkema and N. Mousseau\(^{80}\) in 1996. Since then there have been several applications and improvements to the ART method\(^{81;82;83}\). The ART method start from a local minimum, then search for transitions in two steps: (1) Activation: climbing along MEP to find the saddle point; (2) Relaxation: push the system over the saddle
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**Figure 3.4:** Illustration of force decomposition for the ART method. The actual force acting on images (red) are decomposed into parallel (blue) and perpendicular (green) components. The modified force (orange) represents the translation direction. The displacement vector $\mathbf{N}$ tethers the current position $\mathbf{R}$ to the origin $\mathbf{R}_0$.

and relax to a new minimum. We only use the activation part of ART method in this work.

As known that the direction of potential force on the MEP is parallel to the MEP, i.e. the perpendicular components of the force is zero on the MEP. We decompose the actual force of a point $\mathbf{R}$ with respect to the displacement vector $\mathbf{N}$. The parallel component of the force is responsible for travelling toward the local minimum while the perpendicular component results in travelling towards the MEP. Thus a perpendicular relaxation of will allow the point to travel towards the MEP without relaxing towards the local minimum. After each step of relaxation, a new translation direction is calculated, and the relaxation is applied in the calculated translation direction. We repeat the translation and relaxation steps until reaches the stopping criteria.

After an initial random displacement, at each step, the vector $\mathbf{N}$ is constructed that tethers the current position $\mathbf{R}$ to the origin $\mathbf{R}_0$. Forces acting on $\mathbf{R}$ are decomposed into parallel and perpendicular components, $\mathbf{F}_\parallel$ and $\mathbf{F}_\perp$, as shown in Figure 3.4.

The key of ART method is to calculate the modified force $\mathbf{F}_{\text{mod}}$, which is also used as the translation direction:

$$\mathbf{F}_{\text{mod}} = \mathbf{F}_\perp - \alpha \mathbf{F}_\parallel$$

(3.12)

where $\alpha$ is a scalar variable that controls the climb away from the initial minimum,
and is chosen to be $0.15/|\mathbf{R} - \mathbf{R}_0|$. Here $|\cdot|$ indicates the L2-norm of a vector.

In the translation step, the search point $\mathbf{R}$ is then moving along the modified force direction using Equation 3.9. Then replicate the translation procedures with new directions calculated at each step until both $\mathbf{F}$ and $\mathbf{F}_{mod}$ vanish.

### 3.3.3 Relaxation And Translation Methods

The ART method requires large amount of translation searches to find the saddle points. While the relaxation and translation (RAT) method, developed by L. Vernon\cite{42}, aims to reduce the translation searches by doing force minimisation after every translation.

Unlike the ART method, in the RAT method, the vector $\mathbf{N}$ is constructed by tethering the current position $\mathbf{R}_i$ to the previous historical step $\mathbf{R}_{i-1}$. Similarly to the ART method, the RAT method relies on decomposition of forces into parallel and perpendicular components with respect to $\mathbf{N}$. The RAT method searches for saddle points in two steps: relaxation and translation.

In the relaxation step, after an initial displacement or translation step, force minimisation is applied. $\mathbf{R}'$ is relaxed along the direction $\mathbf{F}_\perp$ and moved to $\mathbf{R}$, as shown in Figure 3.5, with a variable step size depending on force change, which is given by:

\[
\text{StepSize}_{j+1} = \begin{cases} 
1.2 \cdot \text{StepSize}_j & \text{Ratio} < 1.2 \\
0.5 \cdot \text{StepSize}_j & \text{Ratio} > 1.2 
\end{cases} \quad (3.13)
\]

\[
\text{Ratio} = \frac{(\mathbf{F}_{\perp,j+1} - \mathbf{F}_{\perp,j})}{\mathbf{F}_{\perp,j+1}} \quad (3.14)
\]

After the relaxation step, there are a pair of vectors $\mathbf{N}'$ and $\mathbf{N}$ define the initial and relaxed displacement of the search point, respectively. The new translation direction vector is constructed by:

\[
\mathbf{N}'_{t+1} = \frac{\mathbf{N}_t + \mathbf{N}'_t}{|\mathbf{N}_t + \mathbf{N}'_t|} \quad (3.15)
\]

Clearly, $\mathbf{N}'_{t+1}$ is normalised. The search point is then moved along this new direction. Replicate the relaxation and translation procedure until the dot product of parallel force component and displacement vector turns positive. The saddle point will be found then.
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3.3.4 Minimum Mode Following Algorithm

C. J. Cerjan and W. H. Miller first suggested to use eigenvectors of the Hessian for approaching saddle points in 1981\cite{84}. The Hessian is defined as a matrix of second-order partial derivatives of the potential forces, thus it is massively computational expensive to construct the full Hessian matrix, especially for large systems. In 2011, A. Pedersen, S. F. Hafstein and H. Jónsson developed the minimum mode following algorithm (MMFA)\cite{85}, which only uses the vector corresponding to the lowest eigenvalue (minimum mode) of the Hessian matrix to approach saddle points.

The saddle points we are trying to find are rank 1 saddles, i.e. the saddle is a maximum in one dimension and is minima in other dimensions. The basic idea of MMFA method is to invert the force along the maximum dimension, i.e. invert force along the eigenvector corresponding to the lowest eigenvalue of the Hessian:

\[
F_{\text{eff}} = F - 2(F \cdot v_{\text{min}})v_{\text{min}}
\]  \hspace{1cm} (3.16)

where \(F_{\text{eff}}\) is the effective force driving the system to a saddle point, \(F\) is the actual force and \(v_{\text{min}}\) is the eigenvector corresponding to the lowest eigenvalue of the Hessian. Therefore the rank 1 saddles would become a local minima, and we can use local optimisation algorithms to find them.

The MMFA method is the main algorithm used for saddle searching throughout this work. A. Pederson\cite{85} suggested to use the dimer method (Section 3.3.1) to approach the saddle points and use the CG method (Section 2.5.1) for local
optimisation. However T. Lazauskas\cite{86} found that a combination of the BFGS minimisation algorithm (Section 2.5.2) and the Lanczos method (Section 3.3.5) for eigenvector/eigenvalue calculation is the most appropriate in terms of unique successful searches. He also found that the combination of the dimer method with the MMFA has a good mixture of accuracy and speed. Therefore in this work, we choose the combination of dimer method with MMFA, together with BFGS minimisation algorithm and Lanczos method for eigenvector/eigenvalue calculation.

### 3.3.5 Lanczos Algorithm

The Lanczos algorithm is an iterative algorithm developed by C. Lanczos\cite{87,88,89}. It is an efficient algorithm for calculating eigenvalues and eigenvectors of a symmetric matrix. In our case, the Hessian matrix at a certain point of the system is a symmetric matrix, where we use the L-BFGS-B algorithm introduced in Section 2.5.2 to approximate the Hessian. Thus we can use the Lanczos method for calculating the eigenvector corresponding to the lowest eigenvalue of the Hessian.

The Lanczos algorithm is actually not a saddle search algorithm. The Lanczos algorithm mentioned in this work usually refers to the MMFA method with using Lanczos algorithm for eigenvalue/eigenvector calculations.

Denote $A$ as a $m \times m$ symmetric matrix whose eigenvalues and eigenvectors need to be determined, in our case the Hessian matrix. The Lanczos algorithm first converts this symmetric matrix to a tridiagonal symmetric matrix, with the following algorithm as suggested by C. C. Paige\cite{88}:

**Step 1** Initialisation:
\[
\begin{align*}
\beta_1 &= 0; \\
\mathbf{v}_0 &= 0; \\
\mathbf{v}_1 &= \text{random normalised vector}; 
\end{align*}
\]

**Step 2** Loop for $i$ from 1 to $m - 1$:
\[
\begin{align*}
\mathbf{w}_i &= A\mathbf{v}_i; \\
\alpha_i &= \mathbf{w}_i \cdot \mathbf{v}_i; \\
\mathbf{w}_i &= \mathbf{w}_i - \alpha_i \mathbf{v}_i - \beta_i \mathbf{v}_{i-1}; \\
\beta_{i+1} &= \|\mathbf{w}_i\|; \\
\mathbf{v}_{i+1} &= \mathbf{w}_i / \beta_{i+1};
\end{align*}
\]
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Step 3 Finalisation:
\[ w_m = A v_m; \]
\[ \alpha_m = w_m \cdot v_m; \]

Thus we get the tridiagonal symmetric matrix \( T \) given by
\[
T = \begin{pmatrix}
\alpha_1 & \beta_2 & 0 \\
\beta_2 & \alpha_2 & \beta_3 \\
\beta_3 & \alpha_3 & \ddots \\
\ddots & \ddots & \beta_{m-1} \\
0 & \beta_{m-1} & \alpha_{m-1} \\
& \beta_m & \alpha_m 
\end{pmatrix}
\] (3.17)

Then we use the QR method, which is implemented from the Linear Algebra PACKage (LAPACK) library and is specially designed for estimating eigenvalues/eigenvectors of a tridiagonal symmetric matrix, to calculate the lowest eigenvalue and corresponding eigenvector of the tridiagonal symmetric matrix \( T \).

3.3.6 Nudged Elastic Band Method

The nudged elastic band (NEB) method was first introduced by Jónsson in 1998\cite{90} and improved later by G. Henkelman\cite{91,92}. The NEB method is an efficient method for finding the MEP between two given initial and final states of a transition. As shown in Figure 3.6, by using elastic band method, one chooses \( N+1 \) images (nodes) in the potential field connecting the given initial and final minima. Imagine these images are linked with “elastic bands”. On each image, both the potential force (true force) and the spring forces from its adjacent images are acting on it. The elastic band method allows the intermediate images move under these forces, while the endpoints (the initial and final states) are fixed.

To distinguish NEB method with other elastic band methods, the forces we use are force projections which ensure that the spring forces do not interfere with the convergence of the elastic band to the MEP, and ensure that the true forces do not affect the distribution of images along the MEP. Only the perpendicular component of the true force and the parallel component of the spring force are included. This force projection is referred to as “nudging”.

Denote the \( N+1 \) images on an elastic band as \( \{R_0, R_1, \ldots, R_N\} \). The endpoints
Figure 3.6: Schematic illustration of NEB method for finding MEP in 2-dimension. The solid line is the real MEP, and dashed line is some intermediate state during the calculation using NEB method. The dash line will eventually converge to the solid line. The arrows indicate the direction that images move. Graph is taken from[92].
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Figure 3.7: Force analytical graph of image \( i \) in the NEB method. The yellow dashed arrow \( \tau_i \) indicates the tangent direction, the blue arrows represent forces acting on the image, and the green arrows are force projections: perpendicular component of the potential force and the parallel component of the spring force respectively. The red arrow indicates the resultant force of NEB method.

\( \mathbf{R}_0 \) and \( \mathbf{R}_N \) are fixed and given by the energy minima corresponding to the initial and final states. The remaining \( N - 1 \) images are adjusted by the NEB algorithm.

In the NEB method, the forces we used are force projections. A schematic illustration of these force projections is shown in Figure 3.7. The tangent at an image \( i \) should be first calculated. An estimate of the tangent, which ensures the images are equispaced, are calculated from the two adjacent images, \( \mathbf{R}_{i-1} \) & \( \mathbf{R}_{i+1} \), along the path:

\[
\mathbf{\tau}_i = \frac{\mathbf{R}_i - \mathbf{R}_{i-1}}{|\mathbf{R}_i - \mathbf{R}_{i-1}|} + \frac{\mathbf{R}_{i+1} - \mathbf{R}_i}{|\mathbf{R}_{i+1} - \mathbf{R}_i|}
\] (3.18)

then normalise \( \mathbf{\hat{\tau}} = \mathbf{\tau}/|\mathbf{\tau}| \). The total force acting on the image is the sum of perpendicular component of the potential force and the parallel component of the spring force:

\[
\mathbf{F}_i = \mathbf{F}_i^s \mathbf{\parallel} - \nabla V(\mathbf{R}_i) \mathbf{\perp}
\] (3.19)

\[
\nabla V(\mathbf{R}_i) \mathbf{\perp} = \nabla V(\mathbf{R}_i) - (\nabla V(\mathbf{R}_i) \cdot \mathbf{\hat{\tau}}_i) \mathbf{\hat{\tau}}_i
\] (3.20)

\[
\mathbf{F}_i^s \mathbf{\parallel} = k \{ [(\mathbf{R}_{i+1} - \mathbf{R}_i) - (\mathbf{R}_i - \mathbf{R}_{i-1})] \cdot \mathbf{\hat{\tau}}_i \} \mathbf{\hat{\tau}}_i
\] (3.21)

where \( V \) denotes the system energy (potential field), thus \(-\nabla V(\mathbf{R})\) represents the...
potential force and \( k \) is the spring constant.

Then an optimisation algorithm is applied to minimise the total force \( \mathbf{F}_i \) by moving the images. The images converge to the MEP with equal spacing if the spring constant is the same for all the springs.

As we know that the saddle point is the maximum of a MEP, an efficient strategy for finding a saddle point between known states is to estimate it by interpolation on the calculated MEP by NEB method. Another approach, which avoids having to run two separate optimizations or interpolates to find the saddle, is the climbing image NEB (CI-NEB).

The CI-NEB method is a small modification to the NEB method. By using CI-NEB method, one can get not only the shape of MEP, but also a point converges to the saddle point. In this method, the highest energy image \( i_{\text{max}} \) feels no spring forces and climbs to the saddle via a reflection in the force along the tangent.

The CI-NEB method first follows the regular NEB algorithm for a few iterations until the image with the highest energy \( i_{\text{max}} \) can be identified. Then the force on this one image is no longer given by Equation 3.19 but rather by

\[
\mathbf{F}_{i_{\text{max}}} = -\nabla V(R_{i_{\text{max}}}) + 2\nabla V(R_{i_{\text{max}}})\|_{\|} \\
= -\nabla V(R_{i_{\text{max}}}) + 2(\nabla V(R_{i_{\text{max}}}) \cdot \hat{\mathbf{r}}_{i_{\text{max}}})\hat{\mathbf{r}}_{i_{\text{max}}}
\]

(3.22)

Clearly, the maximum energy image (saddle point) is not affected by the spring force at all. Therefore, the spacing of the images will be different on each side of the climbing image. As it moves up to the saddle point, images on one side will get compressed, and on the other side spread out.

3.3.7 String Method

The string method is initially developed by W. E, W. Ren and E. Vanden-Eijnden in 2002[93] and later a simplified version is introduced[94,95]. Similarly to the NEB method, the string method also start with given initial and final states and return the saddle point and MEP.

For any image in the potential field, it would “fall” into the local minimum due to the potential force if there were no other restraints. The NEB method assumes the images are linked with elastic bands, the artificial spring force along the path prevents the images from falling into the local minimum at the ends. For the string
method, this is done by enforcing a particular parametrisation. The string method can also be viewed as the inextensible limit ($k \to \infty$) of the elastic band method, i.e. replace the elastic bands by strings in the elastic band method.

In each iteration of the string method, there are two main steps: evolution step and reparametrisation step (interpolation step). The evolution step guides the string toward the MEP, and the reparametrisation step redistributes the images along the string after each evolution step. A schematic illustration is shown in Figure 3.8.

In the evolution step, the total force acting on the image is given by

$$F_i = -\nabla V(R_i)_{\perp} + \lambda_i \hat{\tau}_i$$

(3.23)

where $\lambda_i \hat{\tau}_i$ is a Lagrange multiplier term, which is added to enforce the particular parametrisation that we have chosen. Together with Equation 3.18 & 3.20, one can get the evolved string.

Then for the interpolation step, one can choose parametrisation by equal arc length or by energy-weighted arc length.

In the original string method, the main difficulty is in the computation of the projected force. Numerical stability requires changing the way that the tangent vector is computed before and after the saddle points are crossed. To simplify the original string method, the discrete points on the string are evolved over some time.
interval $\Delta t$ according to the full potential force, i.e. replace Equation 3.23 by

$$\dot{\mathbf{R}}_i = \mathbf{F}_i = -\nabla V(\mathbf{R}_i).$$  \hfill (3.24)

Then Equation 3.24 can be integrated in time by any ODE solver.

During the calculation of the simplified string method, the images are first evolved and then reparametrised in every iterations. These images eventually converge to the MEP.

The simplified string method has one more advantage: the initial string can be chosen arbitrary, not necessary to be a string connects two minima.

### 3.4 Transition Search Algorithm

With the help of saddle finding methods introduced in Section 3.3, we can find possible transitions for a given state of a system. As described in Section 3.2.2, in the modified OTF-KMC algorithm, we search for saddles on defect volumes (DV). Thus all transitions found are corresponding to DVs.

For a given state of a system, we search for possible transitions on each DVs. On each DV, the transition search algorithm used in the OTF-KMC is as follows:

**Step 1 Initial displacement:**
From the given initial search DV, randomly displace atoms which are in the initial displaceable radius.

**Step 2 Saddle search:**
Use any saddle search methods introduced in Section 3.3 to find the rank 1 saddle points.

**Step 3 Uniqueness check:**
Check the uniqueness of saddle points by calculation the separation of atoms in the DV. If the separation is larger than the threshold, discard the saddle as a duplicate.

**Step 4 Construct the final state:**
Find the final state of the transition by relaxing the system which are constructed by pushing atoms in the saddle with a displacement vector between the initial and saddle.
Step 5 Calculate the rate:

Use the Arrhenius Equation, Equation 3.4, to calculate the rate of the transition we found.

If any of these steps failed, the transition search is aborted as a failure. We usually launch several hundreds of searches for each DVs, and the transition searches are performed in parallel. Once all searches on a given DV are finished, all unique transitions found are saved for reuse.

3.4.1 Choice of Saddle Search Method

Section 3.3 introduced several saddle finding methods. Before doing any real simulations, a suitable saddle finding method need to be chosen. It is essential to know the timing and efficiency of each method. Therefore many tests for saddle searching with different methods were performed.

To find out the efficiency of each method, we gradually increase the number of searches with the same system until the number of unique successful transitions found converges. Therefore we get the number of searches required to find most low-lying saddles for each method. At the same time, we could also get the timings for each method.

The statistical results show that the ART method is the fastest method for this problem, however the success rate for finding a low-lying saddle is extremely low, therefore require huge number of searches. The RAT method is much slower than the ART method, but the success rate is significantly improved, thus require fewer number of searches than ART. The time required for one saddle search with Dimer method has a similar time scale with RAT, and the efficiency is further improved. Therefore the Dimer method has the best overall performance for finding all low-lying saddles among the mentioned three methods. However after these single-end search methods, we still need to launch double-end search methods, namely NEB or string methods, for barrier calculating, which is another time consuming process.

The efficiency for saddle searching with the minimum mode following algorithm (MMFA) is very similar to the Dimer method. On average the MMFA method is slower than the Dimer method for saddle searching, but it is still faster than Dimer + NEB/String for calculating the barrier, as the MMFA method is able to provide an accurate barrier and does not require NEB or string methods for barrier calculating.
Therefore, the MMFA method is the overall optimal saddle searching method for my system.

In this work, the saddle searching method we use in the simulations is the MMFA method, which uses the dimer method to get closer to the saddle and uses Lanczos method for saddle convergence.

3.5 Reuse of Transitions

In the OTF-KMC algorithm, the most time consuming part is the saddle searching step. To reduce the simulation time and to get the most use of results from searches, in our modified OTF-KMC algorithm, we store results from searches and reuse them on the same defect volumes, which might re-appear later during the simulations. The idea of reuse of transitions is suggested by F. El-Mellouhi, N. Mousseau and L. Lewis in 2008 [96], and it is implemented into the modified OTF-KMC by T. Lazauskas [86].

Therefore before reusing any of the transitions stored, the DVs need to be labelled. The labels should be able to distinguish different configurations in symmetrical or rotational point of view, i.e. the labels should be the same for isomorphic configurations but different from others. In this work, the “NAUTY” (No AUTomorphisms, Yes?) package, which is initially written by B. D. McKay[97,98], is used to generate such labels (hash keys of graphs generated from NAUTY) for DVs. If two DVs shared the same hash key, they are regarded as isomorphic.

Figure 3.9 illustrate how NAUTY assigns a hash key to a defect volume. To generate a hash key using NAUTY, we pass the positions of a group of atoms (DV) and a threshold of atomic neighbours to the NAUTY package (Figure 3.9(a)). The NAUTY package is able to find all neighbours for each atom in the DV with the given threshold, and therefore we get the connectivity between these atoms (Figure 3.9(b)). Atoms are assumed to be connected if the separation between them is less than the user defined threshold. Once we get the connectivity, a graph according to the connectivity is generated (Figure 3.9(c)) and the corresponding hash key is produced by NAUTY (Figure 3.9(d)). The hash key produced by NAUTY is unique for all the configurations which share the same connectivity graph.

If transitions found from one of the isomorphic DVs are stored, we can reuse these transitions to the other DV. The reuse algorithm is as follows:

Step 1 Find the transformation matrix:
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Figure 3.9: Schematic representation of how NAUTY assigns a hash key to a defect volume, given through a 2D vacancy example: (a) finding atoms in the defect volume, (b) finding the connectivity between atoms, (c) creating a graph according to the connectivity and (d) generating a hash key depending on the graph with NAUTY. The graph is taken from [86].
NAUTY is also used to describe the isomorphism between isomorphic DVs. The corresponding atoms between two DVs can be determined with the help of NAUTY, and the transformation matrix which transforms from one DV to the other can then be calculated.

**Step 2 Transform saddle and final states of a saved transition:**
Once we got the transformation matrix, we can transform the saved saddle and final states of transitions.

**Step 3 Apply refinements on transformed saddle and final states:**
Afterwards, the adjustment (refinement) must be applied to the transformed saddle and final states, since atoms surrounding the DV are very likely to have different configurations comparing to the original DV’s.

**Step 4 Uniqueness check:**
The same as the one in the transition search algorithm, which is used to check whether the reused saddle is unique, and if not, discard it as a duplicate.

**Step 5 Calculate the rate:**
The same as the one in the transition search algorithm, which use the Arrhenius Equation to calculate the corresponding rate of the transition.

If any of these steps failed, the reuse is aborted as a failure. The number of reuse for a given DV depends on how many transitions were saved for the DV with the same hash key. Reuse is performed in parallel with the transitions searches as well.

Once all transition searches and reuses are finished for all DVs in the current state of the system, we have a list of possible transitions from the current KMC step and can follow the KMC algorithm to next step.
Chapter 4

The Cadmium Telluride Lattice

Cadmium Telluride (CdTe) is a stable crystalline compound formed from cadmium and tellurium. Its applications include to be used as an infrared optical window, a highly efficient solar cell absorber material, a electro-optic modulator, an infrared detector, a radiation detector, etc.\[99;100\]

In this work, we modelled CdTe, as it is an excellent material for low-cost, high efficiency thin film solar cells. It is the only thin film photovoltaic technology to surpass crystalline silicon photovoltaics in the watt/cost measure and has a promising efficiency\[^{[7,8]}\]. However the laboratory recorded efficiency of CdTe solar cells lags significantly behind the theoretical maximum for the material. This discrepancy is often attributed to defects such as grain boundaries and intra-grain dislocations\[^{[9]}\]. Thus it is important to research how these defects are formed during the growth process and therefore reduce them. First of all, we need to understand the CdTe lattice and its properties.

4.1 Lattice Structure

The lattice structure of CdTe is zinc-blende structure, in which two atom types form two inter-penetrating face-centred cubic lattices. The unit cell of a zinc blende structure for CdTe is illustrated in Figure 4.1. The arrangement of atoms in CdTe is the same as diamond structure, but with alternating types of atoms such that each atom is surrounded by four opposite type of atoms.

In this work, we simulate CdTe thin film growth. All the simulations are performed on a CdTe surface. The (100) and (111) surfaces are most common types
of zinc-blende type of surfaces. There are four different CdTe surfaces used in this work for our simulations: the Cd-terminated (100) surface, the Cd-terminated (111) surface, the dimerised Te-terminated (100) surface and the Te-terminated (111) surface.

For the Te (100) surfaces there are two surface reconstruction that have been proposed, namely the \((2 \times 1)\) and the \(c(2 \times 2)\), both involving Te dimerisation on the Te-terminated (100) surface\cite{102}. We choose the \((2 \times 1)\) dimerised Te-terminated (100) surface (Figure 4.2b) for our impact simulations, because the \((2 \times 1)\) dimerisation has a lower system energy than \(c(2 \times 2)\) dimerisation within our description.

Illustrations of the surfaces used in our simulations are shown in Figure 4.2. Circles and diamonds represent the two different species, and the different sizes represent the atoms in different layers. Blue areas are the smallest repeatable regions on the surface, and the impact simulations described in Section 5 are done within these regions.

4.2 Lattice Properties

We use the LAMMPS package, which is an open source code using classical MD, with the analytical BOP for the CdTe binary system, which is introduced in Section 2.2.3, to do all the simulations throughout this work. First, we need to test how well the potential describes CdTe by computing its lattice properties using BOP.

The CdTe material we investigate throughout this work is in zinc-blende structure. Firstly, we calculate the optimised lattice constant with BOP, and compare it
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Figure 4.2: Illustration of different surfaces used in our simulations. These graphs are top views of the first 4 layers on the CdTe surfaces. Circles and diamonds represent the two different species. Sizes represent the different layers. The shaded triangle or rectangle areas are the smallest repeatable regions on the surface. The side view of a (100) surface is exactly the same as (a), and the side view of a (111) surface is shown in Figure 4.3. The unit cell in the (100) direction is illustrated in Figure 7.21 and the unit cell in the (111) direction is illustrated in Figure 7.1.
Table 4.1: The zinc-blende CdTe lattice constants. (Å)

<table>
<thead>
<tr>
<th></th>
<th>Experimental ([103])</th>
<th>BOP</th>
<th>DFT ([57])</th>
<th>SW ([57])</th>
<th>TR ([57])</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.48</td>
<td>6.83</td>
<td>6.52</td>
<td>6.51</td>
<td>6.49</td>
<td></td>
</tr>
</tbody>
</table>

with experimental data and other potentials. We create series of lattices with different lattice constants. The lattice constant corresponding to the relaxed lattice with lowest energy is the optimal lattice constant of the chosen potential. The results are given in Table 4.1.

Secondly, the elastic constants and modulus can be calculated\([104;105]\). We are aiming to calculate the elastic constants, \(C_{11}\) and \(C_{12}\), and the bulk modulus, \(B\). First we create a reference lattice with the optimal lattice constant. Then transform the primitive vectors \((a_1, a_2, a_3)^T\) of the reference lattice with a non-rotating strain tensor \(\varepsilon\):

\[
(a'_1, a'_2, a'_3)^T = (a_1, a_2, a_3)^T (I + \varepsilon) \tag{4.1}
\]

\[
\begin{pmatrix}
  a_1 \\
  a_2 \\
  a_3
\end{pmatrix}
= \begin{pmatrix}
  0 & a/2 & a/2 \\
  a/2 & 0 & a/2 \\
  a/2 & a/2 & 0
\end{pmatrix}
\tag{4.2}
\]

where \(I\) is the \(3 \times 3\) identity matrix, \(a\) is the lattice constant and the strain tensor \(\varepsilon\) is represented by a symmetric tensor with six independent components:

\[
\varepsilon = \begin{pmatrix}
  e_1 & e_6/2 & e_5/2 \\
  e_6/2 & e_2 & e_4/2 \\
  e_5/2 & e_4/2 & e_3
\end{pmatrix} \tag{4.3}
\]

Relax the transformed lattice and the total energy will be changed by an amount

\[
\Delta E = \frac{1}{2} V \sum_{i=1}^{6} \sum_{j=1}^{6} C_{ij} e_i e_j \tag{4.4}
\]

where \(\Delta E\) is the total energy change, \(V\) is the volume of reference (untransformed) system and \(C_{ij}\) is the elastic constants.

We can get \(C_{ij}\) by varying \(e_i\) and solve set of Equations 4.4. To simplify the calculations, we choose \(e_1 = e_2 = \delta\), \(e_3 = (1 + \delta)^2 - 1\) and \(e_4 = e_5 = e_6 = 0\). Then
the energy change becomes

\[ \Delta E(\delta) = 6VC'\delta^2 + O(\delta^3) \] (4.5)

Therefore we can easily get the shear modulus \( C' = (C_{11} - C_{12}) \) by varying \( \delta \) and applying the quadratic fittings on collected data. Similarly, we can get the bulk modulus \( B = (C_{11} + 2C_{12})/3 \) by choosing \( e_1 = e_2 = e_3 = \delta \) and \( e_4 = e_5 = e_6 = 0 \) with the energy change given by

\[ \Delta E(\delta) = \frac{9}{2}VB\delta^2 \] (4.6)

Hence elastic constants \( C_{11} \) and \( C_{12} \) are given by

\[ C_{11} = \frac{3B + 4C'}{3} \] (4.7)
\[ C_{12} = \frac{3B - 4C'}{3} \] (4.8)

The comparison with experimental data and other potentials are listed in Table 4.2.

### 4.3 Point Defects

The primary point defects observed in CdTe compounds are Cd interstitials under the Cd-rich condition and Cd vacancies, Te interstitials, and Te antisites under the Te-rich conditions[108;109]. The point defects of various types can be easily introduced into our model and the defect energy, \( \Gamma \), can be calculated by[110;111]

\[ \Gamma = E_D' - 0.5(n_{\text{Cd}} - n_{\text{Te}})\Delta\mu \] (4.9)
\[ \Delta\mu = (\mu_{\text{Cd}} - \mu_{\text{Cd}}^{\text{bulk}}) - (\mu_{\text{Te}} - \mu_{\text{Te}}^{\text{bulk}}) \] (4.10)
CHAPTER 4. THE CdTe LATTICE

Table 4.3: Intrinsic defect energies $E_D'$ of various defects in zinc-blende CdTe model. (eV)

<table>
<thead>
<tr>
<th>Defect</th>
<th>BOP</th>
<th>DFT$^{[57]}$</th>
<th>SW$^{[57]}$</th>
<th>TR$^{[57]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{Cd}$</td>
<td>2.66</td>
<td>2.37</td>
<td>2.60</td>
<td>2.42</td>
</tr>
<tr>
<td>$V_{Te}$</td>
<td>1.64</td>
<td>0.95</td>
<td>1.53</td>
<td>0.93</td>
</tr>
<tr>
<td>Cd$_{Te}$</td>
<td>3.30</td>
<td>2.12</td>
<td>0.80</td>
<td>0.18</td>
</tr>
<tr>
<td>Te$_{Cd}$</td>
<td>2.16</td>
<td>3.71</td>
<td>0.74</td>
<td>1.19</td>
</tr>
<tr>
<td>Cd$_{i,Te}$</td>
<td>2.52</td>
<td>1.40</td>
<td>3.76</td>
<td>0.61</td>
</tr>
<tr>
<td>Cd$_{i,Cd}$</td>
<td>2.29</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Te$_{i,Te}$</td>
<td>3.99</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Te$_{i,Cd}$</td>
<td>4.63</td>
<td>2.47</td>
<td>2.60</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Defect types: $V_X$ - $X$ vacancy; $X_Y$ - $X$ at $Y$ antisite; $X_{i,Y}$ - $X$ interstitial surrounded by the $Y$ tetrahedron shell. ($X, Y$ represent for Cd or Te.)

where $n_X$ ($X$ represents for Cd or Te) is numbers of $X$ atoms in the system, $\mu_X$ is the chemical potentials of $X$ in the CdTe compound, $\mu_X^{\text{bulk}}$ is the chemical potentials for the lowest-energy $X$ phases, and $E_D'$ is an intrinsic defect energy.

Generally, $\Delta \mu = 0$ means stoichiometric condition, $\Delta \mu > 0$ means Cd-rich condition and $\Delta \mu < 0$ means Te-rich condition. Clearly under the equilibrium condition $\Delta \mu = 0$, we have $\Gamma = E_D'$. We focus on calculating the intrinsic defect energy $E_D'$, which is given by

$$E_D' = E_D - 0.5(n_{Cd} + n_{Te})\mu_{CdTe}^{\text{bulk}} - 0.5(n_{Cd} - n_{Te})(\mu_{Cd}^{\text{bulk}} - \mu_{Te}^{\text{bulk}})$$  \hspace{1cm} (4.11)

where $E_D$ is the total energy of the defect system, and $\mu_{CdTe}^{\text{bulk}}$ is the chemical potential of the lowest-energy CdTe phase. Experiments indicated that equilibrium phases for Cd, Te, and CdTe are hexagonal-close-packed, $\gamma$-Se, and zinc-blende with cohesive energies of $\mu_{Cd}^{\text{bulk}} = -1.133$ eV/atom, $\mu_{Te}^{\text{bulk}} = -2.168$ eV/atom, and $\mu_{CdTe}^{\text{bulk}} = -4.356$ eV/atom, respectively.$^{[57;103]}$

A table of intrinsic defect energies $E_D'$ of various defects is shown in Table 4.3. The point defects listed include Cd vacancy ($V_{Cd}$), Te vacancy ($V_{Te}$), Cd at Te antisite (Cd$_{Te}$), Te at Cd antisite (Te$_{Cd}$), Cd interstitial surrounded by the Te tetrahedron shell (Cd$_{i,Te}$), Cd interstitial surrounded by the Cd tetrahedron shell (Cd$_{i,Cd}$), Te interstitial surrounded by the Te tetrahedron shell (Te$_{i,Te}$), and Te interstitial surrounded by the Cd tetrahedron shell (Te$_{i,Cd}$).
4.4 Stacking Faults

Stacking faults are local regions of incorrect stacking of planes associated with the presence of partial dislocations. For a lattice of zinc-blende structure, in the \( \langle 111 \rangle \) direction, planes of atoms are stacked in the order of \( \cdots \text{AaBbCcAaBbCc} \cdots \) (\( \cdots \text{ABCABC} \cdots \) for short). A graph illustrates the stacking is shown in Figure 4.3.

There are three main types of stacking faults in a lattice of zinc-blende structure:

(a) The intrinsic stacking fault (Figure 4.4a): an entire plane is missing. (b) The extrinsic stacking fault (Figure 4.4b): an additional plane is inserted. (c) The twin stacking fault (Figure 4.4c: part of the lattice is reflected).

In this work, we use BOP for simulations. However BOP cannot capture the formation energy of stacking faults. That’s because the cut off used in the BOP is large enough for a plane to “see” its adjacent plane, but not enough to “see” the second plane. And the BOP gives the same system energy for both Wurtzite and zinc-blende structure. (Stacking sequence for Wurtzite structure is \( \cdots \text{ABAB} \cdots \) ) Therefore, even with stacking faults, the lattice is still locally ‘perfect’ in either Wurtzite or zinc-blende structure.
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(a) Intrinsic Stacking Fault.
Stacking sequence: \( \cdots \text{ABCAB|ABC} \cdots \).
An entire plane is missing.

(b) Extrinsic Stacking Fault.
Stacking sequence: \( \cdots \text{ABC|B|ABC} \cdots \).
An entire plane is inserted.

(c) Twin Stacking Fault.
Stacking sequence: \( \cdots \text{CBACBA|C|ABCABC} \cdots \).
Part of the lattice is reflected.

Figure 4.4: Three main types of stacking faults. Vertical direction is the \( \langle 111 \rangle \) direction. Coloured by species. Blue boxes indicate the stacking fault area.
4.5 New Deposited Layers

We found some interesting fact of the new deposited layers when we undertook the CdTe thin film growth simulations, which will be introduced in Chapter 7. New layers are formed in pairs, i.e. the new Cd layer and Te layer are formed together. And the deposited CdTe clusters do not sit on their correct sites. Therefore, it is worth calculating the energy difference of new deposited CdTe clusters sitting in different sites.

The growth simulations are done on (111) surfaces. Figure 4.2c shows sites of first 4 layers of a (111) surface. Take the Te-terminated (111) zinc-blende CdTe surface for example, diamonds represent the Cd atoms and circles the Te atoms in the graph. The first new layer should be Cd layer, and they should sit directly above the surface Te atoms. The second new layer should be Te layer, and the Te atoms should sit in the hollow site (middle) of the hexagon. We call this the ‘correct site’. However the growth simulation results show that new deposited CdTe clusters always sit in the opposite sites, i.e. the Cd atoms of the first new layer sit in the hollow site and the Te atoms of the second new layer sit directly above the surface Te atoms. We call this the ‘deposited site’.

First, we calculated the energy differences of small clusters at different sites. We manually insert a single CdTe cluster onto the (111) zinc-blende CdTe surface, at both the ‘correct site’ and the ‘deposited site’. Then relax the system and calculate the system energy. We repeat the tests on both Cd- and Te-terminated surfaces. Results show that, on the Te-terminated surface, the single CdTe cluster on the ‘correct site’ is not stable, and it moves to a different site after relaxation (Figure 4.5b). However the single CdTe cluster on the ‘deposited site’ is stable and it has a lower energy than the one on the ‘correct site’ (Figure 4.5a). The results explain why we always observe new deposited CdTe clusters sit on ‘wrong site’ during the growth simulations. On the other hand, on the Cd-terminated surface, clusters on both the ‘correct site’ and the ‘deposited site’ are stable, but the cluster on the ‘deposited site’ has a lower energy. Figure 4.5 shows the relaxed ‘deposited site’ and the relaxed ‘correct site’ on both Cd- and Te-terminated surfaces.

Then, we want to investigate whether the situation changes when the entire new deposited layers are formed. We create a perfect (111) CdTe surface, and assume the top 2 layers are new deposited layers at the ‘correct site’. Then we manually displace the top 2 layers such that they sit at the ‘deposited site’. Relax both systems and


**Figure 4.5:** Relaxed surfaces with single CdTe cluster on different sites. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms. Figure 4.4b is actually not at the ‘correct site’, it’s unstable and falls to other site.

compare their total energies. The tests are done for both Cd- and Te-terminated surfaces. The results show that, the entire new deposited layers at the ‘correct site’ have lower total energies as we expected. The system energy of entire new deposited layers sit at the ‘deposited site’ are 0.22 eV/atom and 0.54 eV/atom larger than at the ‘correct site’ for Te- and Cd-terminated surface, respectively. We even found that, on Te-terminated surface, after relaxation, the whole layers at ‘deposited site’ are pulled nearer to the surface, however on Cd-terminated surface, the whole layers at ‘deposited site’ are pushed further after relaxation. Table 4.4 presents details data.

These tests show that the small CdTe clusters on the (111) Te-terminated surfaces will not sit at the ‘correct site’, however when the entire layers formed they should sit at the ‘correct site’ since the system energy is lower than at other sites. Therefore, the deposited clusters must diffuse from the ‘deposited site’ to the ‘correct site’ at some point before they form entire layers. This back-to-correct-site mechanism is observed during the growth simulation in Section 7.1.3.3.
### 4.5. New Deposited Layers

<table>
<thead>
<tr>
<th></th>
<th>Cd-terminated surface</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>deposited site</td>
<td>correct site</td>
<td>difference</td>
<td>diff per atom</td>
<td></td>
</tr>
<tr>
<td>total energy (eV)</td>
<td>-2262.17</td>
<td>-2347.80</td>
<td>85.63</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>height +1 layer (Å)</td>
<td>24.53</td>
<td>23.67</td>
<td>0.86</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>height +2 layer (Å)</td>
<td>25.44</td>
<td>24.63</td>
<td>0.81</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Te-terminated surface</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>deposited site</td>
<td>correct site</td>
<td>difference</td>
<td>diff per atom</td>
<td></td>
</tr>
<tr>
<td>total energy (eV)</td>
<td>-2312.95</td>
<td>-2347.85</td>
<td>34.89</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>height +1 layer (Å)</td>
<td>23.52</td>
<td>23.66</td>
<td>-0.14</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>height +2 layer (Å)</td>
<td>24.23</td>
<td>24.62</td>
<td>-0.38</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

NB: The height of layer is the average height of all atoms in the whole layer. 
There are 960 atoms in the whole system, and there are 160 atoms per layer. 
The +1/+2 layers in the Cd-terminated surface are Te/Cd layers, respectively. Similarly, in the Te-terminated surface, the +1/+2 layers are Cd/Te layers, respectively.
Chapter 5

Single Molecule Deposition

5.1 Introduction

In this work, we are aiming to model the CdTe thin film growth process, and gain knowledge on how defects are formed during the growth process and therefore reduce them. Before using the LTSD, such as OTF-KMC method (Chapter 7), to model the growth process, the impact of individual Cd$_x$Te$_y$ ($x, y = 0, 1$) clusters on the CdTe surfaces are performed. These energetic impact tests are helpful to understand how the atoms behave during the deposition process in different situations, and therefore to find the appropriate growth conditions$^{[112;113]}$.

5.2 Simulation Methodology

We use MD to simulate the individual energetic impact tests, which generally last for a few picoseconds (ps). The MD code we are using for the simulations is the LAMMPS package as introduced in Chapter 2.

The lattice structure of CdTe is zinc-blende. The (100) and (111) surfaces are the most common types of zinc-blende type of surfaces. In this work, we simulate the individual Cd$_x$Te$_y$ ($x, y = 0, 1$) cluster impact on four different surfaces: the Cd-terminated (100) surface, the dimerised Te-terminated (100) surface, the Cd-terminated (111) surface and the Te-terminated (111) surface. Details of these four surfaces are explained in Section 4.5.

We model 12 layers of atoms, with a total of 864 atoms, for the (100) surface systems; and 6 double-layers of atoms, with a total of 960 atoms, for the (111)
Figure 5.1: Front view of simulation boxes for the energetic impact tests illustrating the thermalised and fixed zone. Graph is coloured by height. Bigger spheres represent the Te atoms and smaller spheres the Cd atoms. The bottom 2 layers (or 1 double-layer) are fixed, and the next 2 layers (or 1 double-layer) above the fixed zone are thermalised. Surface systems. The bottom 2 layers (or 1 double-layer) are fixed, and the next 2 layers (or 1 double-layer) above the fixed zone are thermalised. Figure 5.1 illustrate this.

We simulate the deposition of magnetron sputtering, which is usually done at room temperature. Thus in our impact simulations, the temperature is set to be 300 K. We use the Berendsen method\cite{61} to thermalise the system where both the heat bath coupling constant and the time step are set to be 1 fs. A single Cd\_xTe\_y (x, y = 0, 1) cluster, namely single Cd atom, single Te atom or single CdTe cluster, is deposited onto the lattice from a height of approximately 10 Å above the surface. The atom or cluster is given an velocity perpendicular to the surface, which is equivalent to be given a deposition energy of 1 eV, 10 eV, 20 eV or 40 eV. The position of deposited cluster is chosen randomly within the smallest area of each kind of surfaces (the shaded triangle or rectangle regions shown in Figure 5.2). We perform the MD simulation for 4 ps, which is enough for the temperature of the impact area to become stable after the impact and the system reach a metastable state. We then relax the system and analyse the behaviour of the deposited cluster.

We perform the impact simulations of 3 different species/clusters onto 4 surfaces with 4 different impact energies respectively, in a total of 48 cases. For each of these cases, we performed more than 1,000 impact simulations at random positions and rotations so as to sample the possible deposition positions and to collect sufficient statistics.
5.2 Simulation Methodology

Figure 5.2: Illustration of different surfaces used in our simulations. These graphs are top views of the first 4 layers on the CdTe surfaces. Circles and diamonds represent the two different species. Sizes represent the different layers. The shaded triangle or rectangle areas are the smallest repeatable regions on the surface.
5.3 Deposition Behaviours

From all the impact results, we have studied the behaviour of the deposited cluster, i.e. where the deposited cluster at the final state is and how it affects the surrounding atoms. We categorize the final states into seven cases as illustrated in Figure 5.3 and described in Table 5.1.

Table 5.1: Classification of impact results.

<table>
<thead>
<tr>
<th>Case</th>
<th>Behaviour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Reflect The deposited cluster leaves the surface;</td>
</tr>
<tr>
<td>Case 2</td>
<td>Sputter The deposited cluster collides and other atoms are ejected from the surface;</td>
</tr>
<tr>
<td>Case 3</td>
<td>Sit on The deposited cluster sits on the surface as a new layer;</td>
</tr>
<tr>
<td>Case 4</td>
<td>Penetrate The deposited cluster penetrates the surface and becomes interstitials;</td>
</tr>
<tr>
<td>Case 5</td>
<td>Join first layer The deposited cluster joins the first layer and forms defects in the surface layer;</td>
</tr>
<tr>
<td>Case 6</td>
<td>Dissociate The deposited cluster dissociates, either joins the first layer or sits on the surfaces; (This case only occurs when depositing CdTe cluster.)</td>
</tr>
<tr>
<td>Case 7</td>
<td>Replace The deposited cluster replaces one of the surface atoms and pushes it onto the surface. (If depositing a CdTe cluster, this case represents the cluster dissociating and replacing a surface atom.)</td>
</tr>
</tbody>
</table>
5.4 Simulation Results

Percentage bar charts with errors are generated for each of the 48 cases shown in Figures 5.4 and 5.5. Detailed data tables are given in Appendix B.

The results show that increasing the deposition energy typically leads to an increase in the number of atoms sputtered from the system. It also tends to decrease the number of atoms that sit on or in the surface layer, whilst increasing the number of interstitials observed.

When the CdTe cluster is deposited, if it sticks on the surface it usually dissociates at higher energies, while it prefers a soft-landing at low energies. This is not true for the (100) Te-terminated surfaces, where it also dissociates at low energies. When a single Cd/Te atom is deposited on a surface, the species of surface atoms affect the behaviour of the deposited atoms. On the surface, the probability to join the 1st layer is larger if we deposit the same species as the surface atoms than a different species. While the probability to sit on the surface is lower if we deposit the same species as the surface atoms than a different species.

The behaviours of the deposited cluster at low energies are less complex than the ones at higher energies. The deposited clusters with higher energies can penetrate the surface and displace other atoms to other sites, while the ones with lower energies usually lose their energies in the impact and stick on the surface.

The results show that, it is more difficult for the cluster to penetrate the (111) surfaces than the (100) ones. But on the other hand, it is easier to be reflected on the (111) surfaces than the (100) ones. We define that the surface is ‘undamaged’ if the deposited cluster is either reflected or becomes adatoms on the surface. The percentage of cases where surfaces are undamaged for the (111) surfaces is higher than the (100) ones. These facts indicate that the double-layer structure in the (111) surfaces are more stable than the single layer structure in the (100) surfaces.

For cases where the atoms leave the surface (including both reflected and sputtered), we counted the number of each species to leave the surface. The bar chart of the average number of sputtered atoms per deposition is shown in Figure 5.6. The results show that Cd atoms are more readily sputtered from the surface than Te atoms. The number of atoms sputtered from the Cd terminated surfaces is 2.5 and 5 times larger than the Te ones for the (100) and (111) surfaces respectively. They highlight that the sticking probability is higher on Te terminated surfaces than Cd ones. The ratios of the Cd atoms sputtered versus the Te atoms sputtered for the
Figure 5.4: Energetic impact results of small \( \text{Cd}_x\text{Te}_y \) \((x, y = 0, 1)\) clusters on Cd-terminated (100) and Te-terminated (100) surfaces. The 7 cases of the final states are illustrated in Figure 5.3. Error bars are on the top of each block and detailed data are given in Appendix B.
5.4. Simulation Results

Figure 5.5: Energetic impact results of small Cd$_x$Te$_y$ ($x, y = 0, 1$) clusters on (111) Cd-terminated and (111) Te-terminated surfaces. The 7 cases of the final states are illustrated in Figure 5.3. Error bars are on the top of each block and detailed data are given in Appendix B.
Te terminated surfaces (1.4 for (100) surface and 2.1 for (111) surface) are much smaller than the ratios for the Cd terminated surfaces (9.5 for (100) surface and 28.3 for (111) surface).

5.5 Conclusions

The energetic impact simulations of small $\text{Cd}_x\text{Te}_y$ ($x, y = 0, 1$) clusters onto the (100) Cd and Te terminated surfaces and (111) Cd and Te terminated surfaces at 1, 10, 20 and 40 eV have been simulated.

The results show that Cd atoms are more readily sputtered than Te atoms, especially on the Cd-terminated surfaces. The deposited clusters are more likely to be reflected than sputtered at lower energies. The sticking probability is higher for the Te-terminated surfaces than the Cd-terminated ones. This explains why the growth rate decays when the Cd concentration increases in the vapor as indicated in the work of C. Ferekides using elemental vapour transport at atmospheric pressures\cite{114}.

The results also show that (100) surfaces are more likely to be penetrated or create interstitials in the surface layer than (111) surfaces. There are high possibilities for the deposited cluster to sit on the surface at low energies, and the CdTe cluster usually dissociates and replaces surface atoms when deposited onto the surfaces.
5.5. Conclusions

We do not observe CdTe growth mechanisms from the energetic impact simulations. It’s not clear from the impact simulations alone how further layers of CdTe would grow. Further work using LTSD simulations to gain knowledge of the growth process of CdTe surfaces are presented in Chapter 7.
Chapter 6

Superbasin Method

6.1 Introduction

We are aiming to model the growth of CdTe thin films by using the OTF-KMC method, which is introduced in Section 3.2.2. In each step of OTF-KMC method, the algorithm needs to determine what to do – whether execute a transition for the diffusion process or switch to MD for doing a deposition – with respect to their corresponding rates. The deposition process deposits the target materials onto the base, therefore we get more atoms on the thin films. The diffusion process allows the deposited atoms to move around on the surface. It helps to form big clusters and eventually the whole layer. Therefore we get the thin films growing. During the simulations, we want to reduce the computing time on the repeated meaningless diffusions while keep the right distribution of simulation time, thus more depositions occur in the simulations, therefore accelerate the whole growth simulations.

In the OTF-KMC simulations, the algorithm starts with searching for all possible transitions (saddles) from current state, and then randomly select one of the transitions to execute according to their corresponding rates. The rates are calculated with respect to their barriers using the Arrhenius Equation $R = \nu \exp(-\Delta E/k_B T)$, where $\Delta E$ is the barrier height. The lower the barrier of a transition is, the higher the rate is. Sometimes during the simulations, there are several states which are connected to each other with low-barrier transitions and the transitions to other states have higher barriers. Once the simulation goes into these low-barrier-connected states, it is very likely for the simulation to be “trapped” into these low-barrier-connected states, because low-barrier transitions have higher probabilities to be chosen than
other transitions (the escaping transitions). As a result the simulation will spend a very long time in computing these repetitive transitions between these states, and we want to get rid of this situation.

### 6.2 Low-Barrier Problems

As described above, if there are several states which are connected by low-barrier transitions and the escaping transitions have higher barriers, the standard OTF-KMC method will be “trapped” into these states for a very long time, which is a waste of computational time. In our CdTe thin film growth simulations with standard OTF-KMC method, we found many cases of states as described above. The simulation results also show that the simulations are indeed “trapped” in these states for significant computational time with no progress.

Several examples of low-barrier transitions between states are shown in Figure 6.1~6.3. The corresponding high barrier transitions is illustrated later in Section 7.1.3.2. In these examples, the barriers of transitions within these states are much lower than ones of escaping transitions. Therefore the simulations are very likely to be trapped in these states, because of the high possibility of choosing these low-barrier transitions.

There are two main downsides for OTF-KMC dealing with states connected with low-barrier transitions problems. First, selected low-barrier transitions limit
6.2. Low-Barrier Problems

Figure 6.2: Flicker between 3 meta-stable states with low barriers. The barriers between these states are 0.14~0.27 eV [0.01~0.7 ns]. The barriers of transitions to other states are normally larger than 0.3 eV [2 ns]. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller ones the Cd atoms.

Figure 6.3: Replica surrounding states. The barriers between these states are 0.15 ~ 0.3 eV [0.014~2 ns]. The barriers of transitions to other states are normally larger than 0.3 eV [2 ns]. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller ones the Cd atoms.
the attainable simulation time due to corresponding high rates. It is known that the time step in KMC is given by $\Delta t = -\ln u / \sum_i R_i$, where $R_i$ is the rate for each transition and the summation is over all possible transitions. Clearly the time step $\Delta t$ is dominated by the lowest barrier transition as it has the largest rate. The low-barrier transitions between such states have large rates, thus limit the time step in KMC, therefore limit the total attainable simulation time. Second, OTF-KMC are trapped in certain states, therefore lots of computing resources are spent in exploring the same states for many times without yielding much information. All we get are repetitive “flickering” among certain states.

A way of solving this kind of problem is to regard all these low-barrier-connected states as one object – a superbasin, therefore all low-barrier transitions within these states are gone while all escaping transitions are still kept. This is the key idea of superbasin-based acceleration schemes.

6.3 Superbasin Model

The superbasin method is developed to integrate out of low-barrier transitions within the low-barrier-connected states while keep the escaping transitions, therefore accelerate the simulations. The idea of the superbasin method is very simple. We consider all states connected by low-barrier transitions are belonged to a superbasin. Any transitions between these superbasin states are not allowed to be chosen in the KMC selection, i.e. once the system enters the superbasin, no superbasin states are revisited and the algorithm only allows to escape from the superbasin. A simple 1-D example is illustrated in Figure 6.4.

The superbasin method deals with these low-barrier problems by constructing a superbasin, which consists of low-barrier-connected states. In the superbasin model, there are two types of states: transient states and absorbing states. A state is a transient state if a transition between it and a neighbouring transient state has a barrier which is less than the user defined threshold $E_{\text{min}}$ (the low-barrier-connected states, State 2 & 3 in Figure 6.4). A state is an absorbing state if all transitions between it and a neighbouring transient state have barriers which are larger than $E_{\text{min}}$ (the escaping states, State 1 & 4 in Figure 6.4). There are three types of events (transitions) in the superbasin model: potential event, basin event and ordinary event. A transition is called a potential event, if the transition has a barrier which is
Figure 6.4: A one-dimensional example of superbasin method. State 2 & 3 are connected with low-barrier transitions and they form a superbasin. Once a trajectory enters the basin (either in state 2 or 3), transformations between state 2 & 3 are not allowed, and the only paths allowed to be chosen are escaping transitions to state 1 or 4.

lower than $E_{\text{min}}$. A transition is called a basin event, if the transition is a potential event and it has been selected/executed in the KMC routine. All other transitions are called ordinary events, i.e. escaping transitions which have barriers are larger than $E_{\text{min}}$.

On the one hand, the superbasin method is designed to escape the superbasin as soon as possible, thus all basin events are not allowed to be selected, therefore no transient states are visited twice. On the other hand, the superbasin method should give the right distribution of escaping time without altering the evolution of the system, thus we use the mean rate method (MRM) to adjust the rates for all transitions in the superbasin model.

6.4 Previous Work

To solve the low-barrier problems, L. K. Bélalnd et al. developed the basin-autoconstructing mean rate method (bac-MRM) in 2011\[115\], and later K. A. Fichthorn et al. developed the local superbasin KMC (LS-KMC) method in 2013\[116\]. Both methods are inspired by the mean rate method (MRM) implemented by B. Puchala, M. L. Falk and K. Garikipati in 2010\[117\].

Both bac-MRM and LS-KMC methods share the same superbasin model. The transitions found in both methods are with respect to the whole system, thus they need to identify whether the atomic movements in the transitions belong to the existing superbasin or not. The main differences between two methods are that the
bac-MRM method calculates the average escaping time and corresponding rates for each individual escaping transitions (ordinary events), while the LS-KMC method only calculates the average escaping time for each escaping states (absorbing states). In other words, the bac-MRM cares about how to escape the superbasin, while the LS-KMC only cares about where it finally escapes to.

6.4.1 Basin-Auto-Constructing Mean Rate Method

The bac-MRM is suggested by L. K. Béland, P. Brommer, F. El-Mellouhi, J.-F. Joly and N. Mousseau in 2011\cite{115}. It is able to calculate the mean rate of each individual escaping transition from a specific transient state, and the exact probability of exiting to each absorbing state without also calculating the full time distribution.

The bac-MRM builds the superbasin on the fly. The transitions found in the normal KMC step are categorised into three events mentioned above. The basin events are not allowed to be selected in the model. If the selected event is a potential event, one more transient state is appended to the superbasin. If the selected event is an ordinary event and it belongs to an existing superbasin, i.e. the selected transition escapes from the superbasin, the superbasin is discarded. Thus the key to the superbasin model is how to calculate the escaping probabilities.

To determine the probability to exit the basin to an absorbing state, we calculate the transition probability matrix $T$, with components

$$ T_{ji} = \frac{R_{i\rightarrow j}}{\sum_k R_{i\rightarrow k}} = \tau_i^1 R_{i\rightarrow j} \quad (6.1) $$

$$ \tau_i^1 = \frac{1}{\sum_k R_{i\rightarrow k}} \quad (6.2) $$

where $R_{i\rightarrow j}$ is the rate going from transient state $i$ to transient state $j$, and the summation is over all transient and absorbing states $k$. $\tau_i^1$, the reciprocal of the sum of all rates leaving state $i$, is the mean residence time in state $i$ each time it is visited.

The occupation probability vector, $\Theta(m)$, which gives the probability of being
in any transient state after jump $m$ and before jump $m+1$, is given by

$$\Theta(m) = T^m \Theta(0) \quad (6.3)$$

$$\Theta_i(0) = \begin{cases} 1 & \text{if state } i \text{ is the initial state} \\ 0 & \text{otherwise} \end{cases} \quad (6.4)$$

Summing the occupation probabilities over all possible numbers of jumps gives:

$$\Theta_{\text{sum}} = \sum_{m=0}^{\infty} T^m \Theta(0) = (I - T)^{-1} \Theta(0) \quad (6.5)$$

The mean residence time in transient state $i$ before leaving the basin is given by

$$\tau_i = \tau_i^1 \Theta_{i,\text{sum}} \quad (6.6)$$

which are used to accelerate the rates of exiting to absorbing state $j$ from transient state $i$,

$$\langle R_{i \rightarrow j} \rangle = \frac{\tau_i}{\sum_k \tau_k} R_{i \rightarrow j} \quad (6.7)$$

where $k$ summing over all transient states.

The next KMC step is then determined using normal KMC selection rules with these accelerated rates. Finally, the mean escape time, which is used for the KMC timestep is given by

$$\langle t_{\text{exit}} \rangle = \sum_i \tau_i \quad (6.8)$$

The basin events are designed not to be selected, thus rates for these transitions are forced to be zero. During the construction of superbasins, the final state of a potential event is not in the built superbasin yet, thus the rates for these transitions are calculated the same way as the escaping transitions mentioned above.

### 6.4.2 Local Superbasin KMC method

The LS-KMC method is developed by K. A. Fichthorn and Y. Lin in 2013[116]. The method does not calculate escaping probability and time for each individual
escaping transitions. Instead, it gives the escaping probability and time when the system escapes to an absorbing state.

The LS-KMC method builds superbasins after the completion of searching for transitions in a normal KMC step. If an existing superbasin is detected to be changed, the superbasin need to be wrecked or revised. If a new superbasin is needed, corresponding escaping probability and time is calculated.

The LS-KMC method accelerate rates by using the theory of absorbing Markov chains. Different from the bac-MRM, in the LS-KMC method, the constructed superbasin not only contains the transient states, but also contains absorbing states. First create a Markov matrix $M$ to describe transitions among the transient and absorbing states comprising the superbasin. Re-ordering the states so that the absorbing states are first, followed by the transient states, the Markov matrix is defined as

$$M_{ij} = \begin{cases} 
1 & \text{if } i = j = \text{absorbing} \\
0 & \text{if } i = j = \text{transient} \\
\tau_i^1 R_i \rightarrow_j & \text{if } i \neq j
\end{cases} \quad (6.9)$$

where $\tau_i^1$ is given by Equation 6.2, which implies the average escape time from state $i$. The Markov matrix can be written in the general form

$$M = \begin{pmatrix} I & 0 \\ R & T \end{pmatrix} \quad (6.10)$$

where $I$ is the identity matrix, $0$ is the null matrix, $R$ is the recurrent matrix, and $T$ is the transient matrix which is the transpose of the transition probability matrix defined by Equation 6.1.) If there are $a$ absorbing states and $t$ transient states in the basin, then $I$ has rank $a$, $T$ has rank $t$, and $R$ is a $(t \times a)$ matrix.

For a given initial occupancy of the transient states, $\Theta(0)$ defined by Equation 6.4, the average time to perform $n + 1$ steps is given by

$$\langle t_{n+1} \rangle = \Theta(0)^T \cdot T^n \cdot \tau^1. \quad (6.11)$$

Summing over all $n$, we will get the average exit time as

$$\langle t_{exit} \rangle = \Theta(0)^T \cdot (I - T)^{-1} \cdot \tau^1, \quad (6.12)$$
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which is used for the KMC timestep and is the same as Equation 6.8. After identifying $\langle t_{\text{exit}} \rangle$, we need to choose a particular absorbing state $i$.

Different from bac-MRM, the LS-KMC method doesn’t calculate the rates for each individual transitions, it only gives the probability of being at a certain absorbing state $i$. The probability vector that the system will end up in the absorbing states is given by

$$\pi^a = \Theta(0)^T \cdot (I - T)^{-1} \cdot R \quad (6.13)$$

Then the normal KMC selection algorithm is applied to determine where the system evolves to.

Both the bac-MRM and the LS-KMC methods are able to get rid of the repetitive “flickering” among the low-barrier-connected states by building superbasins. Both methods are able escape the superbasins quickly without altering the evolution of the system by adjusting the rates of transitions. The two methods adjust the rates/probabilities of escaping transitions in two different ways. The bac-MRM method calculates the modified rates for each individual escaping transitions, while the LS-KMC method only calculates the escaping probabilities for escaping to each absorbing states.

The biggest advantage in the bac-MRM method is that the algorithm builds the superbasins on the fly, only as far as necessary. It does not require to know all information about the whole superbasin. However the bac-MRM method can only build one superbasin at one time for the whole system. If there are multiple low-barrier transitions at different places in the lattice, i.e. there are multiple potential superbasins in the system, the bac-MRM method will not work properly as it is designed to build one superbasin.

The LS-KMC method also works on the whole system. The biggest advantage in this method is that the LS-KMC method does extra work on identifying whether the atomic movements belong to existing superbasins or not, therefore it is able to handle multiple superbasins in the system. However the LS-KMC method requires to know all the transitions related to the superbasins in advance, which means the superbasins can only be built after finding all the low-barrier transitions. This requires a lot of memory, because all informations in the past a few KMC steps need to be kept in memory before the whole superbasin is built.
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6.5 Implementation into OTF-KMC

The bac-MRM and LS-KMC method have their advantages and limitations. We want to combine their advantages and eliminate their limitations. I implemented the superbasin method into the OTF-KMC algorithm, so that the superbasin method can build multiple superbasins in the system as the LS-KMC method, and build the superbasins on the fly as the bac-MRM method.

As described in Section 3.2.2, transitions found in the OTF-KMC method are with respect to defect volumes, not the whole system. Thus superbasins built in the OTF-KMC are with respect to defect volumes as well. Therefore, the identification of transitions belong to superbasins becomes the identification of transitions relate to defect volumes in the superbasins. There are usually multiple defect volumes in a system, thus multiple superbasins built in a system is plausible. We also use the idea of bac-MRM to build superbasins on the fly, and use Equation 6.7 to calculate the accelerated rates for each individual escaping transitions.

There are several difficulties to overcome when I implement the superbasin method into the OTF-KMC method. Because we want to build the superbasins on the fly as the bac-MRM does, we need to identify whether the selected transition has a low barrier or not. But to only check the forward barrier of the transition is not enough, we need also check its reverse barrier. Figure 6.5 illustrates a one-dimensional example of a superbasin with 3 states. The bac-MRM method only regards a transition with both forward and reverse barriers less than the threshold $E_{\text{min}}$ as a basin event (transitions between state 3 & 4). Thus in this example, the superbasin only consists of state 3 & 4. State 2 is not in the superbasin because the transition from state 3 to 2 has a higher barrier. It is possible to escape the superbasin to state 2. And clearly it is very likely to fall back to the superbasin again, as transition from state 2 to 3 has a low barrier. Therefore we decide to build a larger superbasin with state 2 included as well. Thus in our superbasin method, a basin event is defined as a transition with either a low forward barrier or with a low reverse barrier or with both forward and reverse low barriers.

The inclusion of transitions with a high backward barrier in a superbasin does not change the dynamics of the system, but saves time by not constructing the same superbasin again. Take the case shown in Figure 6.5 for example. If we have built a superbasin with state 3 & 4, it is likely that the system will go to state 2 as the escaping barrier is higher. If we do not include state 2 as a superbasin state, the
superbasin with state 3 & 4 will be discarded due to the exit of superbasin. However when the system is in state 2, there is a high possibility for the system to go back to state 3, which belongs to a superbasin. If this is the case, we have to explore state 3 & 4 again and build the same superbasin before entering state 2, which is not efficient. Therefore the inclusion of state 2 in the superbasin saves time by not constructing the same superbasin again. On the other hand, if we included state 2 into the superbasin, the dynamics of the system would not change. After applying the MRM to correct all rates for escaping transitions, generally all escaping rates are scaled down. The scaling factor is proportion to the mean resident time in each superbasin state (Equation 6.6). Because the transition from state 3 to 2 has a larger barrier than other low-barrier transitions, the mean resident time in state 2 is much less than in state 3 & 4. For example if the rates for all low-barrier transitions are 500 s$^{-1}$ (red arrows in Figure 6.5), the rate for the high backward barrier is 100 s$^{-1}$ (green arrows in Figure 6.5) and the rates for two escaping transitions are 2 s$^{-1}$ (black arrows in Figure 6.5). By the MRM, the mean resident time in state 2 is 5 times less than in state 3 & 4 as expected. Therefore the corrected rate for the escaping transition from state 2 to 1 is 5 times smaller than the one from state 4 to 5. I.e. in this example, the system is 5 times more likely to escape the superbasin from state 4 to 5. If we do the same calculation for the case where state 2 is not
included in the superbasin, the rate for escaping transition from state 2 to 1 is still 5 times smaller than the one from state 4 to 5. This confirmed that the dynamics of the system not changed by including state 2 into the superbasin.

Similar to the LS-KMC method, our superbasin method is able to build multiple superbasins. To build multiple superbasins in a system, we need to know whether the selected transition belongs to existing superbasins or not, and which superbasin it belongs to. The OTF-KMC method dealing transitions with respect to defect volumes in the system. Our superbasin method build superbasins with respect to defect volumes as well. We use a hash key generated by NAUTY to identify the topology of a defect volume, and use center of mass and moment of defect volume to identify location of the defect volume in the system. By using this information, it is easy to determine whether a selected transition belongs to existing superbasins or not, and which superbasin it belongs to. This allow us to know whether the selected low-barrier transition to be appended to an existing superbasin, or need to create a new superbasin.

Another difficulty we get when implementing the superbasin method into the OTF-KMC is that, sometimes a transition may result in the number of defect volumes in the system changing. For example, two separated defect volumes merge to be one, or one defect volume splits into two. If such transitions have low barriers, which means a superbasin state may be related to multiple defect volumes, the superbasin will fail to be built. Therefore, in our superbasin method, we also check whether the selected transition changes the total number of defect volumes in the system or not. If the number changes, we need to discard all built superbasins and start over.

The superbasin method is implemented into OTF-KMC in the following way:

**Step 1** Search/Reuse transitions on defect volumes. All transitions found are opted into the available list.

- 1.1. If there are any existing superbasins, newly found transitions which are associated with the superbasins are stored in the superbasins and all transitions which are stored in the superbasins are also opted into the available list.

- 1.2. Update all the rates of transitions which are associated with the superbasins.

**Step 2** Select an event to execute in the available list.
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▷ 2.1. If a low-barrier event is selected.

▷ 2.1.1. If the selected low-barrier event doesn’t belong to any existing superbasins. A new superbasin is created containing both current state and next state. Transitions associated with the superbasin are also stored into the superbasin.

▷ 2.1.2. If the selected low-barrier event belongs to an existing superbasin. Current states are added into the superbasin, as well as all transitions associated to it.

▷ 2.2. If a normal event is selected.

▷ 2.2.1. If this transition is not associated with any existing superbasins, go on normally.

▷ 2.2.2. If this transition is not associated with a superbasin, delete the superbasin.

Step 3 Advance the clock \( \Delta t = -\ln(u)/\sum_i R_i \), where \( u \in (0, 1] \) is a random number and \( R_i \) is the modified rate for each transition. Go back to Step 1.

A flow chart for the basin method implementation into the OTF-KMC is shown in Figure 6.6.

In the OTF-KMC algorithm, we search for transitions on the fly; therefore we cannot guarantee finding all the transitions. It’s possible that we only find the transition \( T_{A\rightarrow B} \) while doing searches on state \( A \), but the reverse transition \( T_{B\rightarrow A} \) is not found while doing searches on state \( B \). (Assume both \( A \) & \( B \) are transient states in the superbasin.) But the basin method requires both transitions to ensure the equilibrium. To solve this problem, we build the reverse transition \( T_{B\rightarrow A} \) according the the known transition \( T_{A\rightarrow B} \); in the case of \( T_{B\rightarrow A} \) is not found by searches. We build the reverse transition \( T_{B\rightarrow A} \) when the transition \( T_{A\rightarrow B} \) is found by simply reorder the final and initial states of \( T_{A\rightarrow B} \).

The flow chart for building reverse transitions is shown in Figure 6.7. In the OTF-KMC, if there are transitions stored for the defect volumes, we launch refinements (reuse transitions); otherwise we launch searches. We store the built reverse transitions with a flag, identifying that no searches are done on this volume. Therefore we still need to do searches for this volume even though we already have several transitions stored. During the searches, if the transition found is a low-barrier event,
Figure 6.6: Flow chart for basin method implemented into the OTF-KMC. Dark procedures indicates standard OTF-KMC procedures without basin method.
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**Figure 6.7:** Flow chart of building reverse transitions during searches.
we build the reverse transition and save it. After we have done all searches for the volume, we need to merge the saved reverse transitions to the current results. Thus we can solve the problem of one way connection between transient states in the superbasin.

Since transitions found in the OTF-KMC are with respect to defect volumes, the built superbasins are with respect to defect volumes as well. We use the hash keys to identify the topologies of defect volumes. The uniqueness of hash key for a defect volume is very important, especially for the superbasin method. However, a very small disturbance could result in building a different defect volume, e.g. atoms at the boundary of defect volumes could be included or excluded due to disturbance, thus have different hash keys. Those defect volumes with different hash keys should represent the same state, and the inconformity of the hash keys for the same state will make the superbasin method fail. On one hand, the superbasin will regard identical states with different hash keys as different states, so the modified rates are not correct any more. On the other hand, if the superbasin method decides to select an escaping transition from a superbasin state, but the hash key associated with it changes, the method would fail because it believes the selected transition is not in the superbasin. We solve the problem by comparing the actual positions of atoms in the defect volumes. For two given defect volumes, first we check the hash keys and the position of the defect volumes (center of mass and moments). If the positions of two defect volumes are close enough, but the hash keys are different, we will check the separations of common atoms in both defect volumes. Once we determine that two defect volumes with different hash keys are actually the same state, we store the hash keys as extra information for future defect volume checks.

6.6 Conclusions

We combined the advantages of the bac-MRM and the LS-KMC methods. The superbasin method implemented in the OTF-KMC are able to build multiple superbasins for the system, and build superbasins on the fly without knowing everything in advance.

Without activating superbasin method in the OTF-KMC, the example shown in Figure 6.1 is trapped in these states for hundreds of KMC steps with the simulation time increment at ps time scales. By using the low-barrier threshold $E_{\text{min}} = 0.1$ eV
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in the superbasin method, we can build and exit the superbasin in 3 KMC steps with the simulation time increment at 0.1 ns time scales.

Similarly, by setting the low-barrier threshold $E_{\text{min}} = 0.3$ eV, we can speed up the simulations of examples shown in Figure 6.2 & 6.3 by using the superbasin method.

The superbasin method is an efficient way to solve the low-barrier transition problems. By building a superbasin with a reasonable threshold, the simulation can exit the superbasin in a very short time and can be hundreds of times faster or even more than the standard OTF-KMC algorithm.
Chapter 7

Cadmium Telluride Thin Film Growth

The CdTe thin film solar cells are the second generation of solar cells. They have great potential and are a cheaper technology than conventional Si based photovoltaic devices\textsuperscript{[6]}. Defects such as grain boundaries and intra-grain dislocations are responsible for lower the efficiency of CdTe thin film solar cells\textsuperscript{[9]}. The main part of the CdTe thin film photovoltaics is the CdTe thin film layer. By modelling the growth of CdTe thin film is helpful to understand the formation of defects and therefore find a way to reduce them.

We deposit Cd\textsubscript{x}Te\textsubscript{y} \((x, y = 0, 1)\) clusters onto a perfect CdTe surface with various conditions such as substrate, temperature, deposition energy and growth rate. The deposited clusters are allowed to diffuse on the surface. With more and more clusters deposited onto the surface new layers are formed and the CdTe thin film grows.

The growth conditions vary for different experimental techniques. We model the growth of CdTe thin films by magnetron sputtering deposition, which is a widely used technique for CdTe thin film production. In sputtering room temperature deposition is the most common, but elevated temperatures can be used to optimise performance\textsuperscript{[18]}. The temperature we used in the simulations is \(T = 350\) K.

Experimental results show that single phase CdTe can only support a maximum excess of 0.004 at % of Cd or 0.013 at % of Te\textsuperscript{[118]}. Experiments undertaken by C. Ferekides et al. also indicate that even if there is an excess of Cd, the produced film will always be stoichiometric. In their experiments, the ratio Cd/Te = 1.0 \(\sim\) 1.3 in vapour, and the ratio Cd/Te = 0.97 \(\sim\) 1.03 in produced film\textsuperscript{[119]}. This means
the ratio of Cd and Te in the vapour has little effect on the stoichiometry of the produced film. For a start, we choose the CdTe molecules as the deposited cluster.

The CdTe impact energy for magnetron sputtering varies. The results of single molecule depositions discussed in Chapter 5 show that the higher the energy is, the more defects are formed. Therefore we use low deposition energies in our simulations. We set up several simulations with various deposition energies of 0.1 eV, 1 eV and 10 eV.

As known the (111) and (100) surfaces are most commonly seen surfaces in the CdTe layers. In this work, we mainly focus on using the OTF-KMC with superbasin method and MD method to simulate the CdTe thin film growth on the (111) surfaces. We also use MD to simulate the CdTe thin film growth on the (100) Te-terminated dimerised surface.

7.1 Growth on (111) Surfaces

7.1.1 Introduction

In the laboratory, the CdTe layer is usually deposited on the CdS, which has the structure of Wurtzite. The (111) surface of CdS has a hexagonal shape, which is the same as zinc-blende structured (111) surfaces. The main difference between Wurtzite and zinc-blende structures in the [111] direction is the stacking sequences. As discussed in Section 4.4, the stacking sequence of Wurtzite structure is AaBbAaBb, while the stacking sequence of zinc-blende is AaBbCcAaBbCc. In other words, there are “missing” layers in the Wurtzite (111) surfaces compare to the zinc-blende (111) surfaces. Therefore in theory, the CdTe would grow on the (111) plane. However the lattice mismatch is possible and we may have many surfaces. Experimental results show that (100) and (111) surfaces are most common seen in the CdTe layer. A unit cell of zinc-blende CdTe is shown in Figure 7.1. In the [111] direction, the lattice consists of a Cd layer followed a Te layer (we call both layers together a double-layer).

Typical deposition rates for sputtering are between 0.1 nm/sec and 1 nm/sec\(^{[18]}\). In our simulations, the deposition rate is set to be 10 double-layers/sec (~2 nm/sec). The chosen deposition rate is slightly higher than the experimental results because we want to accelerate the simulations by depositing more frequently, thus get new layers faster, as this represents the slowest deposition rate that allows us to deposit...
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Figure 7.1: Unit cell of zinc-blende CdTe in [111] direction. Bigger red spheres represent the Te atoms, and smaller green spheres the Cd atoms.

a reasonable number of layers. In our simulations, there are 160 atoms per double-layer on the (111) surfaces and the deposited clusters are CdTe molecules, thus the rate for deposition is \( R_{\text{depo}} = 800 \text{ s}^{-1} \).

As described in Chapter 5, during the simulation, the periodic boundary conditions are applied in all barring the surface directions. We fix the bottom 2 layers of atoms, and thermalise 2 layers above the fixed layers at the chosen temperature \( T \). The single CdTe clusters are quite mobile on the surface and they may diffuse hundreds or even thousands of KMC steps before another deposition occurs. We start the simulations with 3 deposited CdTe clusters on the Te-terminated (111) surfaces and 4 CdTe clusters on the Cd-terminated (111) surfaces. The isolated CdTe clusters will diffuse around and join to become bigger clusters which are less mobile and another deposition is more likely to occur. The OTF-KMC method is used to determine whether to perform a diffusion or a deposition in each step. If a deposition event is selected, the algorithm will switch to MD to perform a deposition. In this work, we undertake several individual simulations with different growth conditions.

For a start, we use the standard OTF-KMC without the superbasin method. The results show that, the simulations are always “trapped” in several low-barrier-connected states as described in Chapter 6. We implement the superbasin method to solve the problem. The low-barrier threshold \( E_{\text{min}} \) in the superbasin method is chosen to be larger than the low-barrier transitions, which we want to get rid of, but
smaller than most of other escaping transitions. The choice of $E_{\text{min}}$ can be made during the simulations, and $E_{\text{min}}$ may increase to get rid of repeated states observed in the simulations. However the value of $E_{\text{min}}$ cannot be too large, otherwise you may end up with creating a huge superbasin of the whole surface and we cannot get the dynamics of atomic movements. Our choice of $E_{\text{min}}$ is 0.35 eV. This value is large enough to create superbasins for “flicking” (0.1 eV) and “rotating” (0.3 eV) of CdTe adatoms on the surface described in Section 6.2, and is smaller than most escaping transitions (0.4 eV).

Due to the complexity of the analytical CdTe BOP potentials, the time taken for saddle searching is much longer than other systems, such as growth of ZnO with the reactive force field potential\cite{120}, even for a small system with about 1000 atoms. Another difficulty is that there are many meta-stable states on the CdTe surfaces, and the standard OTF-KMC simulations give results of repeated and meaningless “flickering” without much progress on evolving the system. We implement the superbasin method to get out of these low-barrier-connect states fast without altering the evolution of the system. In this work, all simulations are done on the Loughborough University’s High Performance Computing (HPC) services with 48 CPU cores per simulation. It takes about 4 month of calculations for these simulations on HPC.

7.1.2 Simulation Results

In this work, we use the OTF-KMC with superbasin method to simulate the growth of CdTe thin films on (111) surfaces. We undertake several individual simulations with different growth conditions. In all simulations, the CdTe molecule is chosen as the deposited cluster. The simulation temperature is $T = 350$ K and the deposition rate is $R_{\text{dep}} = 800$ s$^{-1}$, therefore the corresponding barrier calculated by the Arrhenius Equation for a deposition event is $E_{a,\text{dep}} = 0.701$ eV. Using an effective barrier rather than a rate enables us to compare more easily with the results from the KMC steps. Transitions with barrier lower than $E_{a,\text{dep}}$ will have higher probabilities to be chosen. Since the Arrhenius Equation for rate calculation is an exponential function, small changes to the barriers could result in huge differences in rates.

The growth simulations are undertaken on Cd-terminated (111) surfaces and Te-terminated (111) surfaces. On each surface, we set up several simulations with
deposition energies at 0.1 eV, 1 eV and 10 eV. Starting with several ad-atoms deposited on the surface, the OTF-KMC algorithm is used to determine whether to perform a step of diffusion or deposition.

Despite different deposition energies, all simulations show similar film growth mechanisms for each kind of surfaces. The results show that single atoms and small ad-atom clusters are highly mobile on the surface. Single Cd/Te atoms or small CdTe clusters diffuse rapidly on the surface until they meet other clusters and form a bigger cluster, which is less mobile. The diffusivity is significantly reduced when the clusters contain at least 4 atoms, as we do not observe any movements involving more than four atoms.

The Cd- and Te-terminated (111) surfaces have different ways of growth, and will now be discussed separately.

### 7.1.3 Te-terminated (111) Surfaces

#### 7.1.3.1 Growth Mechanisms

On the Te-terminated (111) surfaces, the deposited CdTe clusters usually stick on the surface without dissociation, thus clusters of ad-atoms on the surface are stoichiometric. When the CdTe clusters are deposited onto the surface, they usually “lie down” on the Te-terminated (111) surfaces, where both the Cd and Te atoms are at the same height. The top view and front view of a deposited cluster deposited on the Te-terminated (111) surface are shown in Figure 7.2. The diffusions of small clusters will be discussed in Section 7.1.3.2.

Bigger clusters are less mobile, and they usually form a zig-zag chain like shape on the surface. These zig-zag clusters are, again, “lying down” on the surface. A top view and front view of zig-zag chains observed in the simulations are shown in Figure 7.3.

Due to the structure of CdTe lattice, the new CdTe surface layers should grow in pairs in [111] direction, i.e. a new layer of Cd and a new layer of Te should be formed together (we call both layers together a double-layer). However, on the Te-terminated (111) surfaces, initially when there are not enough ad-atoms on the surface, all deposited ad-atoms are “lying down” on the surfaces, i.e. we have a mixed layer containing both Cd and Te atoms. We observe zig-zag chains of bigger size on the surface, e.g. the highlighted cluster in Figure 7.4a. Later when the deposited clusters become bigger, a novel mechanism of second layer formation has
Figure 7.2: Top view (left) and front view (right) of a CdTe cluster deposited on the Te-terminated (111) surface. The deposited cluster “lies down” on the surface, i.e. both atoms are at the same height. The Te atom sit directly on the surface Te atom, and the Cd atom sits in the hollow site. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.

Figure 7.3: Top view (left) and front view (right) of zig-zag chain shape clusters on the Te-terminated (111) surface. All ad-atoms in the cluster “lie down” on the surface, i.e. they are at the same height. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
been observed where the Te atoms move out of the first new layer to form another
new layer. These atoms are highly mobile when they move to this new layer and
they dominate the dynamics of the system. Figure 7.4 shows a front and top views
of systems without and with the second layer formed. Later in Section 7.1.3.3, The
mechanism of second layer formation will be discussed.

Since all simulations are undertaken at the same temperature, and the deposition
energy is not high enough to damage the original surface, the diffusions of ad-atoms
on the surface are quite similar. The main differences among simulations with differ-
ent deposition energies are observed during the deposition process. Low deposition
energies (0.1 eV and 1 eV) give no significant differences on the depositions. The
deposited clusters perform soft landing on the surfaces, thus no significant differ-
ences during the growth process. However with high deposition energy (10 eV), we
observe that the deposited cluster may penetrate the surface, and create interstitials
below the surface layers. Figure 7.5 highlights the interstitials created due to the
high deposition energy.

Figure 7.6 shows the CdTe thin film growth on Te-terminated (111) surface after
83 ms of real time. The temperature is 350 K and the deposition energy is 1 eV.
There are point defects created on the original surface due to the energetic impacts.
Two incomplete new double-layers are formed. In the first new double-layer, most
Te atoms still at the same height as Cd atoms. However in the regions where
the second new double-layer is formed, Te atoms in the first new double-layer are
generally higher than Cd atoms. This indicates that the Te atoms in the first new
double-layer will move to their correct heights when the second new double-layer
starts to form above them.

7.1.3.2 Small Cluster Diffusions

During the simulations, the deposited clusters diffuse around the surface. When
they meet others, they join to be a bigger cluster, and become less mobile. At the
early stage of the OTF-KMC simulations, we observe repeatable diffusions of small
clusters or single atoms on the surface. These transitions are very important to
understand the mechanisms of small cluster diffusions on the surface.

The simulation results show that on the Te-terminated (111) surfaces, the de-
posited CdTe clusters always stick onto the surface in pairs. And generally, the
barriers of diffusive transitions for a single CdTe cluster are much lower than $E_{a,\text{depo}}$. 

(a) A system with 42 ad-atoms on the Te-terminated (111) surface. All ad-atoms stay in the same layer. A cluster of zig-zag shape is highlighted.

(b) A system with 95 ad-atoms on the Te-terminated (111) surface. The second new layer starts to be formed.

Figure 7.4: Front (upper) and top (lower) views of systems without (left) and with (right) the second layer formed on the Te-terminated (111) surface. The deposited ad-atoms initially “lying down” on the surface. Later with more ad-atoms are deposited on the surface, bigger clusters would push Te/Cd atoms out of the initial layer to form a new layer. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
Figure 7.5: Deposited cluster with high energy penetrates the surface and create interstitials below the surface layers. Graph is coloured by height with highlighting the interstitials below the surface. The Te atom penetrates the Te-terminated surface with deposition energy of 10 eV, and creates interstitials $\sim 8$ Å below the original surface layer. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
Figure 7.6: CdTe thin film growth on Te-terminated (111) surface after 83 ms of real time. The deposition energy is 1 eV. A front view (upper left) and a top view (lower left) of the surface and new double-layers are presented on the left. Three graphs on the right shows the second new double-layer, first new double-layer and the original surface double-layer, respectively. There are 155 ad-atoms on the surface. The circled region in the front view (upper left) of the lattice indicates point defects created due to the energetic impacts. The first new double-layer is incomplete while the second new double-layer starts to form. Most Te atoms in the first new double-layer have the same height as Cd atoms. Graphs are coloured by height. Green and red cubes represent Cd and Te vacancies, respectively. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
which indicate that the diffusions of small clusters occur more rapidly than deposition.

The diffusions of a single CdTe cluster on the Te-terminated (111) surfaces are quite complicated. There are two most common seen sites for the single CdTe cluster to sit. Typical transitions between these sites are shown in Figure 7.7. We notice that in the first transition between Site A and Site B, only the Cd atom is moved, and the barrier is smaller than other transitions involving movement of both the Cd and the Te atoms. Moreover we do not observe transitions where only Te atoms is moved. We deduce that on the Te-terminated (111) surfaces, Cd atoms are less stable than Te atoms.

Small ad-atom clusters will eventually meet other clusters and join together. Once a cluster of 4 or more atoms forms, the cluster would usually stick there with no diffusions, except the possible second layer formations.

### 7.1.3.3 Second layer Formation

The deposited small CdTe clusters initially “lie down” on the Te-terminated (111) surfaces. When a larger cluster with 4 or more atoms formed, we observe a mechanism of second new layer formation.

The new deposited double-layers should consist of a layer of Cd and a layer of Te above it. Initially, both deposited Cd and Te atoms in the cluster are at the same height, sitting on the original surface. Figure 7.4a shows all deposited clusters stay in the same layer. When a cluster of size 4 or more atoms formed, there might be a novel mechanism where the Te atoms move out of the first layer and form a new layer above it. Figure 7.8 shows an example of second layer formation.

The Te atoms be “pushed” onto the second new layer are very mobile as shown in Figure 7.9. The barrier is lower than most of other transitions, and the corresponding time is much shorter than most of second layer formation transitions and cluster diffusions. These transitions will dominate the simulations.

Even the second layer is formed, if there are not enough Cd atoms in the first layer to “support” them, Te atoms in the second layer can also “drop back” to the first layer. And of course the back-to-first-layer Te atoms can be “pushed” again to the second layer. Figure 7.10 shows an example of these mechanisms.

We noticed that, by combining transitions shown in Figure 7.8 and Figure 7.10a, the shape of deposited cluster can be changed from zig-zag chain to square shape.
Figure 7.7: Transitions of a CdTe cluster on Te-terminated (111) surface. Graphs bounded with the same colour represent symmetrical equivalent sites. Graphs are coloured by height. Bigger spheres represent the Te atoms and smaller spheres the Cd atoms. Red arrows indicate the movements of atoms. Square brackets give the corresponding event time of the transition.
7.1. Growth on (111) Surfaces

Figure 7.8: Mechanism of second layer formation in a cluster of 4 atoms. When two CdTe clusters meet each other, the Te atoms in the middle could be “pushed” out of the first layer to form a new layer. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms. Arrows in the graphs indicate the movement of atoms. The corresponding barriers and event time are given below the graphs.

Figure 7.9: Te atoms in the second new layer are very mobile. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms. Arrows in the graphs indicate the movement of atoms.
(a) Two Te atoms in the second layer are “pulled” back to the first layer.

(b) Two Te atoms in the first layer are “pushed” onto the second layer.

**Figure 7.10:** An example of Te atoms diffusing between first and second new layers. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms. Arrows in the graphs indicate the movement of atoms.
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Figure 7.11: Top view (left) and front view (right) of a small CdTe cluster deposited on the Cd-terminated (111) surface. The deposited clusters “stand up” on the surface, i.e. Cd and Te atoms are at different heights. There are two positions for a single CdTe cluster sits on the surface: (cluster on the left) the CdTe cluster sits vertically in the hollow site; (cluster on the right) Te atom sits directly above the surface Cd atoms, and Cd atom in the cluster sits in the hollow site with a higher position. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.

We also observe other more complex mechanisms which transform the deposited clusters to other shapes, such as zig-zag chains and hexagons. These indicate that the shape of deposited clusters could be changed.

7.1.4 Cd-terminated (111) Surfaces

7.1.4.1 Growth Mechanisms

The growth mechanism on the Cd-terminated (111) surfaces is different from the Te-terminated ones. One main difference is that the deposited CdTe clusters can dissociate on impacts, thus there are isolated single Cd/Te atoms on the surface and the clusters of ad-atoms can be non-stoichiometric. Another main difference is that the CdTe clusters deposited on the Cd-terminated (111) surfaces “stand up”, i.e. the Cd and Te atoms are at different heights as shown in Figure 7.11.

Similarly, once a big cluster with more than 4 atoms formed, there is usually no movements for the cluster. However, unlike zig-zag shape clusters on the Te-
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Figure 7.12: Top view (left) and front view (right) of straight line shape clusters on the Cd-terminated (111) surface. Cd and Te atoms in the cluster are at different heights. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.

terminated (111) surfaces, the ad-atom clusters on the Cd-terminated (111) surfaces are usually in straight line shape in the top view as shown in Figure 7.12, where Cd and Te atoms are at different heights.

The growth mechanism on the Cd-terminated (111) surface is simpler than on the Te-terminated ones. Since Cd and Te atoms in the deposited clusters are naturally at different height, the new double-layer is formed immediately, no second layer formation is needed.

During the simulation, small clusters diffuse around the surface and join other clusters to form a bigger one. The ad-atom-clusters usually form (curved) line shape chains, bigger clusters could form either long line shape chains or double line chains as Figure 7.13 shows. In the simulations, double line chains are observed more often than long single line chains.

Figure 7.14 shows the CdTe thin film growth on Cd-terminated (111) surface after 53 ms of real time. The temperature is 350 K and the deposition energy is 10 eV. We get two incomplete double-layers. There are no defects on the original surface double-layer. The possible defects created during the impacts are recovered due to rapidly diffusions of deposited clusters.
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Figure 7.13: Clusters on the Cd-terminated (111) surfaces form line shape chains. Left: single line chain. Right: double line chain. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.

7.1.4.2 Small Cluster Diffusions

On the Cd-terminated (111) surfaces, we observed the dissociation of deposited CdTe clusters, which is not seen on the Te-terminated ones. Thus it worth to investigate the diffusions of single Cd/Te atoms on the surfaces.

On the Cd-terminated surfaces, there are two stable sites for the single Cd atom to stay, and the transitions are shown in Figure 7.15. There are 3 stable sites for the single Te atom to stay on the Cd-terminated surfaces, and the transitions are shown in Figure 7.16. We notice that on the (111) Cd-terminated surfaces, single Cd atom diffuses much more rapidly than single Te atom. The single Te atom prefers to sit in the hollow sites as lower left graph in Figure 7.16 shows. These barriers of transitions explain why we observe the rapidly diffusions of single Cd atom on the surface while the single Te atom barely moves after the dissociation in the simulations.

Figure 7.17 shows the dissociation of a deposited CdTe cluster on the (111) Cd-terminated surfaces. The Cd atom in the vertical CdTe cluster could leave the substrate Te atom. We only observe the dissociation for vertical CdTe clusters, probably because in this case, the force acting on the top Cd atom from the surface is too weak due to the large distance, and the bond between Cd and Te atom is the
Figure 7.14: CdTe thin film growth on Te-terminated (111) surface after 83 ms of real time. The deposition energy is 10 eV. A front view (upper left) and a top view (lower left) of the surface and new double-layers are presented on the left. Three graphs on the right shows the second new double-layer, first new double-layer and the original surface double-layer, respectively. There are 145 ad-atoms on the surface. The first new double-layer is incomplete while the second new double-layer starts to form. Graphs are coloured by height. Green and red cubes represent Cd and Te vacancies, respectively. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
only difficulty to overcome.

The vertical CdTe cluster deposited on the surface could also become “flat” as shown in the upper graph of Figure 7.18. And the “flat” CdTe clusters are able to diffuse around the surface by hopping between three sites as shown in the lower graph of Figure 7.18.

We notice that the transitions of small CdTe clusters on the (111) Cd-terminated surfaces generally have lower barriers than the ones on the (111) Te-terminated surfaces. This means that the diffusions of small CdTe clusters occur more rapidly on the (111) Cd-terminated surfaces than Te-terminated ones. We even observe the diffusions of a 4-atom-cluster on the (111) Cd-terminated surfaces as shown in Figure 7.19. The barriers of these transitions are even lower than ones for a single CdTe cluster. This probably because of the structure of 4-atom-cluster where two Cd atoms sit directly above the Te atoms, far away from the surface, therefore the diffusions of this 4-atom-cluster would be similar to the diffusions of a 2-Te-cluster.

The formation of line chains on the CdTe (111) Cd-terminated surface is similar to the growth of ZnO\textsuperscript{120}. As Figure 7.20 shows that, when a single CdTe cluster diffuse near to other cluster, a longer line shape cluster is formed by attaching the single CdTe cluster to the end of other cluster. Alternately, a “Y” shape cluster is formed by attaching the single CdTe cluster to the middle of other cluster. In most cases, a double line shape cluster is formed by attaching both Cd and Te atoms in the CdTe cluster to the other cluster as the last graph in Figure 7.20 shows.
Figure 7.16: Transitions of single Te atom on Cd-terminated (111) surface. Graphs are coloured by height. Bigger spheres represent the Te atoms and smaller spheres the Cd atoms. Arrows in the graphs indicate the movements of atoms. Square brackets give the corresponding event time of the transition.
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7.2.1 Introduction

(100) surfaces are another common seen surfaces during the growth of CdTe thin films. We are specially interested in the Te-terminated dimerised (100) surface. As discussed in Section 4.1 on the Te-terminated (100) surfaces, Te atoms in the surface layer are dimerised\textsuperscript{102}, and the (2×1) dimerisation has a lower energy than c(2×2). Barbara has investigated the dimer opening on a diamond (100) (2×1) surface by using MD in 1992\textsuperscript{121}. Since the Te-terminated (100) surface has a similar structure, we are interested in the growth mechanism on the Te-terminated (100) surface, especially how the Te dimers opening during the growth. In this work, we use MD to simulate the thin film growth on the (100) Te-terminated dimerised surface.

The unit cell of zinc-blende CdTe in [100] direction is shown in Figure 7.21. The system is constructed by a layer of Te followed by a layer of Cd, respectively. We refer a double-layer to a pair of Cd and Te layers. The surface Te atoms in the Te-terminated (100) surface will reconstruct as dimers. Figure 7.22 shows a top view of Te-terminated dimerised (100) (2×1) CdTe surface. The surface Te atoms (coloured red) are dimerised, away from their correct sites (coloured dark blue). We are expecting the Te dimers on the surface split and move back to their correct sites.
Figure 7.18: A single CdTe cluster diffuses on the Cd-terminated (111) surface. Graphs are coloured by height. Bigger spheres represent the Te atoms and smaller spheres the Cd atoms. Arrows in the graphs indicate the movements of atoms. Arrows in the graphs indicate the movements of atoms. Square brackets give the corresponding event time of the transition.
Figure 7.19: A 4-atom-CdTe cluster diffuses on the Cd-terminated (111) surface. Graphs are coloured by height. Bigger spheres represent the Te atoms and smaller spheres the Cd atoms. Arrows in the graphs indicate the movements of atoms. Square brackets give the corresponding event time of the transition.
Figure 7.20: Formation of chains on the Cd-terminated (111) surfaces. U: A single CdTe cluster diffuses to join the end of a chain, and a longer chain is formed. Lower: A single CdTe cluster diffuses near to an end of a chain, and a “Y” shape cluster is formed by attaching the single CdTe cluster to the middle of line chain. Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms. Arrows in the graphs indicate the movements of atoms. Square brackets give the corresponding event time of the transition.
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Figure 7.21: Unit cell of zinc-blende CdTe in [100] direction. Bigger red spheres represent the Te atoms, and smaller green spheres the Cd atoms.

Figure 7.22: Top view of the Te-terminated dimerised (100) (2×1) CdTe surface. The surface Te atoms (coloured red) are dimerised, away from their correct sites (coloured dark blue). Graph is coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
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during the growth.

We try to use OTF-KMC to simulate the growth. However due to the dimerisation of the surface Te layer, all surface Te layer atoms are defects. We use the dimerised positions as the reference to reduce defects during the simulations. But when the surface Te dimer splits to their crystal sites, they will be regarded as defects. Therefore there are far more defects than ones on the (111) surfaces, and we get larger defect volumes on the (100) Te-terminated dimerised surface. As more and more clusters deposited onto the surface, the whole surface become a single big defect volume. The OTF-KMC method we are using searches transitions on each defect volume. Larger the defect volume is, harder the successful transitions to be found. The simulation end up with spending too much time on transition searchings with few depositions. We decide to use MD to simulate the growth on (100) Te-terminated dimerised surfaces.

The attainable simulation time for MD is limited. It is very hard to reach nanoseconds even for a small system. Clearly it is not feasible to simulate the growth over realistic time scales by using MD. We have to use an accelerated deposition rate for the MD simulations. In each step of our simulations, first we heat the whole system for 9 ps to reach the desired temperature, then deposit a CdTe cluster onto the surface and continue MD for 10 ps to finish the impact, and at last relax the system to reach equilibrium.

Because the MD calculations are serial, all simulations are done on a single CPU core per simulation. We end up with a complete new layer and two incomplete layers for two weeks of simulations.

7.2.2 Simulation Results

In this work, the thin film growth simulations for the (100) surfaces are undertaken on the Te-terminated dimerised surfaces. During the simulations, the temperature is set to be $T = 350$ K which is the same as the growth simulations for (111) surfaces. We also undertake several simulations with different deposition energies at 0.1 eV, 1 eV and 10 eV, respectively.

Despite different deposition energies, we get similar results from our simulations. The results show that the deposited CdTe clusters usually sit above the original surface. The Te atoms could penetrate to the original surface layer and become interstitials. As more and more atoms be deposited on the surface, a new double-
layer begin to form and the Te dimers underneath split and move to their correct sites. Once the first new double-layer is complete, almost all of the Te dimers on the original surface layer split and move to their correct sites.

Figure 7.23 show the result of CdTe thin film growth on Te-terminated dimerised (100) surface with deposition energy 10 eV at the temperature 350 K. There is a complete new double-layer (coloured green) and two incomplete new double-layers (coloured yellow and red) in the example. The second new double-layer is 70% complete, and there are only 5% of atoms in the third new layer. The result shows that there are a few Te interstitials in the original surface double-layer (coloured blue). Almost all the Te dimers disappear and they move to their correct sites. It is very clear that half of the atoms in the first new double-layer have a clear pattern, which indicates they are at their correct sites. However we do not observe a clear pattern of atoms in the top two new double-layers.

We count the number of defects in each double-layer of the final lattices for each simulation, in order to investigate how the deposition energies affect the CdTe thin film growth. Figure 7.24 shows the results. We focus on the results in the first and second new double-layers, because the first new double-layer is complete and the second one is over 70% filled. However there are too few atoms in the third new layer and we cannot draw conclusions for them. The result shows that, the number of defect decreases as the deposition energy increases. Probably because when the second double-layer begin to form, high deposition energy provide enough energies for the deposited cluster to penetrate the second double-layer to fill vacancies in the first double-layer.

### 7.2.3 Annealing

The post annealing is applied to all the Te-terminated dimerised (100) surface growth simulations. We anneal the system at 500 K, 600 K and 650 K, respectively, for 5 ns. The annealing process is helpful to reduce the defects. We want to find out how the temperature affects the process.

We define the off-site atoms as atoms not sit in their crystal sites, i.e. either interstitials or antisites. We count the number of off-site atoms in each double-layer for all systems pre- and post-annealing. detail data table is given in Appendix C and a bar chart is shown in Figure 7.25.

During the annealing process, we dump out the system for every 1 ps for analysis.
Figure 7.23: CdTe thin film growth on Te-terminated dimerised (100) surface. The deposition energy is 10 eV. A front view (upper left) and a top view (lower left) of the surface and new double-layers are presented on the left. Four graphs on the right shows the third new double-layer, the second new double-layer, the first new double-layer and the original surface double-layer, respectively. There are several Te interstitials on the original surface layer (coloured blue) and Te dimers disappear. We get a complete new double-layer (coloured green) with a few defects and two incomplete double-layers (coloured yellow and red). Graphs are coloured by height. Bigger spheres represent the Te atoms, and smaller spheres the Cd atoms.
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**Figure 7.24:** Number of defects in each double-layer with different deposition energies.

**Figure 7.25:** Number of off-site atoms in each double-layer.
and calculate the average positions for every 100 ps to reduce the atomic vibrations. We then apply defect analysis to the averaged systems. Figure 7.26 shows the how the number of off-site atoms in each double-layer changes during the post-annealing process. It is clear that the post-annealing successfully reduces the number of off-site atoms in the first and second new double-layers. If the annealing simulation goes longer, it the number of off-site atoms should be further reduced.

It is not very clear how the annealing temperature affects the number of off-site atoms in each layer, because atoms can diffuse between layers. We therefore look into the total number of off-site atoms for each case. Figure 7.27 shows that, the annealing process reduces the number of off-site atoms. The number of atoms which move back to their crystal sites increases as the temperature increases. For the total number of off-site atoms, there is no huge differences between 600 K and 650 K.

### 7.2.3.1 Annealing Mechanism

The post annealing process successfully reduces the number of defects in the newly formed double-layers. We are interested in how these defects are removed during the annealing process. After the deposition, there are several Te interstitials in the original surface layer, and the second and third new double-layers are incom-
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Figure 7.27: Total number of off-site atoms.

plete. Therefore we focus on the reduction of defects in the first new double-layer. Figure 7.28 shows the reduction of defects in the first new double-layer before and after annealing.

The result also show that, the defects usually form diagonal chains as highlighted in Figure 7.28b. The defect chains usually consist of several interstitials and vacancies. During the annealing process, the size of this kind of defect chains are reduced. Atoms from other layers, usually from upper layer, drop to fill vacancies, and push a series of interstitials in the diagonal direction to fill corresponding vacancies. We deduce that if we anneal for longer time, the defects will be further reduced.

There are a few Te interstitials in the original surface layer, and some of them are removed during the annealing process. As shown in Figure 7.29, the Te interstitial in the original surface layer pops up to the first new double-layer and becomes an antisites. Then the Te atom diffuses to fill an vacancy near by.

The vacancies in the first new double-layer can also be filled by atoms in the second new double-layer as shown in Figure 7.30. In this example, the Te atom in the second new double-layer drops down to fill the Te vacancy in the first new double-layer. Then the Cd atom in the second new double-layer also drops down the first new double-layer, and then diffuses to fill the Cd vacancy.

The annealing process also reduces antisites. Figure 7.31 shows an example of reduction of antisites. There are several antisites in the highlighted region. The Te and Cd atoms gradually and respectively diffuse away from the antisites to their crystal sites. There is a Te atom from the second new double-layer drops down to fill the Te vacancy due to the reduction of antisite at the same time.
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Figure 7.28: Reduction of defects in the first new double-layer during post-annealing. Deposition energy for the system is 0.1 eV, and the system is annealed at temperature of 650 K for 5 ns. Only defects in the first new double-layer are shown in the graphs. 80 defects are removed during the annealing process. Defects usually form diagonal chains as highlighted in the right graph. Spheres represent interstitials, solid cubes represent vacancies and cube frames represent antisites. Different sizes represent different species, bigger ones represent the Te atoms and smaller ones the Cd atoms. Graphs are coloured by height.
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**Figure 7.29:** An Te interstitial in the original layer (bigger dark blue sphere in the highlighted region) pops up and fills an vacancy in the first new double-layer (yellow solid cube in the highlighted region). The barrier calculated by NEB is 0.73 eV. Atoms and defects in the original surface double-layer and the first new double-layer are shown in the graphs. Spheres represent atoms/interstitials, solid cubes represent vacancies and cube frames represent antisites. Different sizes represent different species, bigger ones represent the Te atoms and smaller ones the Cd atoms. Graphs are coloured by height.

**Figure 7.30:** A CdTe cluster in the second new double-layer (red spheres in the highlighted region) drops down and fills vacancies in the first new double-layer (two solid cubes in the highlighted region). The barrier calculated by NEB is 0.27 eV. Atoms in the first and second new double-layers together with defects in the first new double-layer are shown in the graphs. Spheres represent atoms/interstitials, solid cubes represent vacancies and cube frames represent antisites. Different sizes represent different species, bigger ones represent the Te atoms and smaller ones the Cd atoms. Graphs are coloured by height.
**Figure 7.31:** A series of Cd/Te atoms (in the highlighted region) diffuse from antisites to their crystal sites in the first new double-layer. The barrier calculated by NEB is 1.56 eV. Atoms and defects in the first new double-layer are shown in the graphs. Spheres represent atoms/interstitials, solid cubes represent vacancies and cube frames represent antisites. Different sizes represent different species, bigger ones represent the Te atoms and smaller ones the Cd atoms. Graphs are coloured by height.
7.3 Conclusions

With the help basin method to accelerate the OTF-KMC simulations, we get up to half-filled new layers on the (111) surfaces. As the new deposited clusters become bigger and bigger, the defect volume based OTF-KMC algorithm becomes less and less efficiency. Because eventually we will get one single defect volume contains the entire new layers. It’s more difficult to search for saddles points in a larger defect volume.

The deposited CdTe cluster usually stick together on the (111) Te-terminated surfaces, while they might dissociate on the Cd-terminated surfaces. Thus the clusters on the (111) Te-terminated surfaces are stoichiometric, but they can be non-stoichiometric on the (111) Cd-terminated surfaces.

The growth process are very similar on both Te- and Cd-terminated (111) surfaces. The small CdTe clusters or Cd/Te atoms diffuse around the surface, until they meet other cluster/atom to form a bigger cluster which is less mobile. Barriers of transitions for single Cd/Te atom and CdTe clusters indicate that, the single Cd atom is more mobile than single Te atom. They also show that clusters on the (111) Cd-terminated surfaces are more mobile than on Te-terminated ones.

On the (111) Te-terminated surfaces, the deposited CdTe clusters “lie down” on the surface, i.e. both Cd and Te atoms are at the same height and they stay in the same layer. The deposited clusters usually in a zig-zag chain shape. In clusters of 4 or more atoms, the Te atoms could move out of the initial layer to form a new layer, therefore forms a double-layer. The atoms being “pushed” to the second layer are so mobile that they may dominate the simulations. Such atoms in the second layer could also “drop” back to the first layer. The simulation results show that atoms above the double-layer is also helpful to “keep” Te atoms in the first double-layer at their correct heights.

On the (111) Cd-terminated surfaces, the deposited CdTe clusters “stand up” on the surface, i.e. Cd and Te atoms are at different heights as expected. The new double-layers are formed with the depositions. Diffusions on the (111) Cd-terminated surfaces are more rapidly than on Te-terminated surfaces. We also observe the dissociation of CdTe clusters, which is not seen on the (111) Te-terminated surfaces. Clusters are usually in (double) line chain shapes.

In conclusion, at the room temperature, the deposition energy (0.1~10 eV) does not change the film growth mechanism. However the species of surface atoms mat-
The Te layers “attract” deposited clusters more than Cd layers, which causing the differences of growth mechanisms on two surfaces.

We use MD to simulate the CdTe thin film growth on the Te-terminated dimerised (100) surfaces. The results show that Te dimers on the original surface layer split and move to their crystal sites during the growth. While the first new double-layer start to form, the Te dimers underneath are able to split.

The growth simulations on the Te-terminated dimerised (100) surfaces are undertaken with deposition energies vary from 0.1 eV to 10 eV. The results show that, higher the deposition energy is, fewer the defects are in the new formed layers.

We anneal the systems after the depositions at temperature vary from 500 K to 650 K. The annealing process successfully reduces the number of defects in the system, and higher the temperature is, more defects are removed.
Chapter 8
Conclusions and Future Work

8.1 Summary and Conclusions

The aim of this work is to model the CdTe thin film growth of various conditions over realistic time scales. The magnetron sputtering technique, which is widely used in CdTe thin film production, was modelled in order to understand the role of different experimental conditions on the resulting thin film qualities. Computer simulations are able to optimise experimental conditions without real life experiments, which require time and cost money. Moreover simulations allow a more precise understanding of the effect of different conditions on the resulting thin film growth. This work aimed to provide an understanding of the mechanisms observed during the growth.

The potentials used throughout this work are the analytical bond-order potentials for CdTe. The CdTe lattice properties, such as optimal lattice constants and elastic constants, and defect energies are tested and compared with other potentials. Energy differences causing by the stacking faults are also investigated. The BOPs are good enough to accurately describe the interactions between Cd and Te atoms.

In order to gain understanding of the behaviour of the CdTe surfaces, over a thousand single molecule depositions were performed using MD for each condition. Three different clusters are deposited onto four different CdTe surfaces with deposition energies vary from 1 eV to 40 eV at random positions. The results show that Cd atoms are more readily sputtered than Te atoms, and the sticking probability is higher for the Te-terminated surfaces than the Cd-terminated ones. The results also show that increasing the deposition energy typically leads
to an increase in the number of atoms sputtered from the system. It also tends to
decrease the number of atoms that sit on or in the surface layer, whilst increasing
the number of interstitials observed. The results also show that it is more difficult
for the deposited clusters to penetrate the (111) surfaces than the (100) ones. But
on the other hand, it is easier to be reflected on the (111) surfaces than the (100)
ones. These facts indicate that the double-layer structure in the (111) sur-
faces are more stable than the single layer structure in the (100) surfaces.
When the CdTe cluster is deposited, if it sticks on the surface it usually dissociates
at higher energies, while it prefers a soft-landing at low energies. When a single
Cd/Te atom is deposited on a surface, the species of surface atoms affect the
behaviour of the deposited atoms. On the surface, the probability to join the
1st layer is larger if we deposit the same species as the surface atoms than a different
species. While the probability to sit on the surface is lower if we deposit the same
species as the surface atoms than a different species. The single molecule deposition
simulations provide an initial insight into the film growth. Later in the thin film
growth simulations, the CdTe clusters are chosen to be the deposition cluster.

The mechanisms of CdTe thin film growth on different surfaces are quite different.
We simulated the thin film growth on the (111) Cd- and Te-terminated surfaces and
the (100) Te-terminated dimerised surfaces. Since the thin film growth occurs over
much longer time scales than can be modelled by using traditional MD methods,
the OTF-KMC, one of the LTSD techniques, with superbasis method is used to
simulate over longer time scales.

The OTF-KMC method is implemented in conjunction with Chris Scott\textsuperscript{[122]} and
Tomas Lazauskas\textsuperscript{[86]} using the programming language Python. I implemented the
superbasis method, which is proven to be an efficient method to overcome low-
barrier transition problems, into the OTF-KMC and I also in charge of the code
which allows the OTF-KMC to do depositions using MD. The superbasis method
regards states which are connected with low-barrier transitions as a single object
– a superbasis – and provide accurate average escaping time, therefore the OTF-
KMC simulations can get out of the superbasins quickly without repeated hopping
between low-barrier connected states. Colleagues in our group have applied the
superbasis method to their OTF-KMC simulations, such as ZnO/Ag film growth
and radiation damage in Fe. The superbasis method successfully speed up
their simulations, and they have been shown to provide realistic, accurate
results.
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The OTF-KMC with superbasin method is used to simulate CdTe thin film growth on the (111) Cd- and Te-terminated surfaces. The growth simulations started with four/three CdTe clusters being deposited onto the Cd-/Te-terminated surfaces. Despite different deposition energies vary from 0.1 eV to 10 eV, the thin film growth mechanisms are very similar. The results show that single atoms and small ad-atom clusters are highly mobile on the surface. Single Cd/Te atoms or small CdTe clusters diffuse rapidly on the surface until they meet other clusters and form a bigger cluster which is less mobile. The diffusivity is significantly reduced at the size of clusters contain at least 4 atoms, as we do not observe any transitions of movements for more than four atoms. The single Cd atom is more mobile than single Te atom and clusters on the (111) Cd-terminated surfaces are more mobile than on Te-terminated ones. However the detailed growth mechanisms on Cd- and Te-terminated surfaces are different. On the (111) Cd-terminated surfaces, the deposited CdTe clusters stand up on the surface, and the new double-layers are formed together with the depositions. Line chain shape clusters are observed during the simulations. On the other hand, on the (111) Te-terminated surfaces, the deposited CdTe clusters lie down on the surface. Both Cd and Te atoms stay at the same layer, while the double-layer structure is formed later when bigger clusters are formed. Zig-zag chain shape clusters are observed during the simulations. We conclude that at the room temperature, the deposition energy does not change the thin film growth mechanisms much on the (111) CdTe surfaces, however the species of surface atoms matters. The Te layers attract deposited clusters more than Cd layers, where the single molecule deposition test results also supported.

The OTF-KMC method is not valid when simulating the CdTe thin film growth on the (100) Te-terminated dimerised surfaces, due to the large number of defects created because of the Te dimerisation on the surface. Therefore we use the MD method with accelerated deposition rate to simulate the thin film growth on the (100) Te-terminated dimerised surfaces. The deposition energy varies from 0.1 eV to 10 eV. The simulation results show that higher deposition energy gives better new layers with fewer defects. Probably because when the second double-layer begin to form, high deposition energy provide enough energies for the deposited cluster to penetrate the second double-layer to fill vacancies in the first double-layer. The results also show that when the new layers start to form, the Te dimers underneath split and move to their crystal sites. Once the first new double-layer is complete, almost all of the Te dimers on the original surface
layer split and move to their correct sites. To further reduce defects, post annealing is applied at temperature varies from 500 K to 650 K. The post annealing successfully reduced the number of off-site atoms in the newly formed layers. During the annealing process, line chain shape defects are observed. The defects are usually reduced by “attracting” interstitials from other layers to fill the vacancies, and/or “pushing” the interstitials in the same layer along the defect line chain direction to fill the vacancies.

This work has provided an excellent insight into the CdTe thin film growth with different conditions. Single molecule deposition tests explained the reason why the growth mechanisms on Cd- and Te-terminated surfaces are different. OTF-KMC with superbasin method provided a precise understanding of the process during the thin film growth. Specific transitions of the growth mechanisms are studied on each surface to understand how the thin film growths. MD studies on the annealing process provides an insight into the defect reduction. The computer simulations provide the insight of thin film growth mechanisms where the real life experiments cannot do. They become ideal partners with experiments.

8.2 Future Work

Though the superbasin method works well in most cases, there are several modifications which is necessary for further improvement of the developed OTF-KMC technique. In the superbasin method, we use the hash key of a defect volume (DV) as a label. Sometimes a small movement of the atoms, especially atoms near the boundary of DVs, can result in different hash keys. In this case, several hash keys are associated with the same configuration of a DV. This will cause a problem in the superbasin method while it trying to translate between superbasin states. Currently in the code, we compare positions of all atoms in the DVs and store the additional hash keys as secondary hash keys. The future improvement may also include storing all transition associated with the secondary hash keys.

Another possible improvement for the superbasin method is to revise and build translations between superbasin states. Currently the superbasin method build reverse transitions for low-barrier transitions to ensure the superbasin states are connected. During the simulations, we sometimes notice that the connectivity is not symmetric. For example, we may have two transitions hopping from superbasin
state 1 to 2, but there may be only one transition hops back. There may be missing transitions or duplicated transitions between superbasin states. Further work on checking superbasin connectivities should be done in the future.

The superbasin method requires several KMC steps to construct and exit the superbasins. Thus the configurations of systems at every end of KMC steps are no longer how the simulations evolve. The process of constructing superbasins is meaningless to the simulations, because we only care about where and how the simulations exit the superbasin. Future improvement can be done by only visualising systems at KMC steps which are not constructing superbasins, and also visualise how the simulations exit the superbasins.

As for the CdTe thin film growth simulations, we still do not get any complete new layers in the simulations of thin film growth on the (111) surfaces. The superbasin method is able to speed up the OTF-KMC simulations, but not enough. We need other techniques to speed up the simulations further.

In this work, our simulations are based on magnetron sputtering technique. There are many other thin film growth techniques such as closed space sublimation (CSS). The OTF-KMC technique have the ability to simulate other deposition techniques by altering the parameters. For example, CSS requires high temperature, and pulsed laser deposition can be simulated by applying short pulses of depositions. In the future, more simulations for different deposition techniques can be undertaken to gain more knowledge of thin film growth. The simulations results are helpful for the experimentalists to know what happened during the growth, and therefore find possible improvements.
Appendix A

Research Cell Efficiency Records

Large print of Figure 1.1: Chart of research cell efficiency records over years. Blue curves represent the efficiency records of the crystalline silicon cells, and green curves the efficiency records of the thin-film technologies. Yellow dots with green boundaries represent for the efficiency records of the CdTe thin film cells. The efficiencies improved over the years, but thin-film PVs are still less efficient than crystalline silicon cells. Chart taken from[12].
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Appendix B

Single Deposition Result Data

Details of single deposition result data mentioned in Chapter 5 are presented here. All data in the following tables are in percentage. E.g. 19.8±1.1 means 19.8% of the tests fall into this category with standard error 1.1%. Illustration of categories in the following tables is shown in Figure 5.3.
### APPENDIX B: SINGLE DEPOSITION RESULT DATA

#### (100) Cd-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>Cd</th>
<th>Te</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 eV</td>
<td>10 eV</td>
</tr>
<tr>
<td>Reflect</td>
<td>19.8±1.1</td>
<td>14.6±0.9</td>
</tr>
<tr>
<td>Sputter</td>
<td>0±0.</td>
<td>4.8±0.6</td>
</tr>
<tr>
<td>Sit on</td>
<td>0.4±0.2</td>
<td>0.7±0.2</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0.1±0.1</td>
<td>23.8±1.1</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>79.7±1.1</td>
<td>55±1.3</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0±0.</td>
<td>0±0.</td>
</tr>
<tr>
<td>Replace</td>
<td>0±0.</td>
<td>1.1±0.3</td>
</tr>
</tbody>
</table>

#### (100) Te-terminated dimerized surface (2x1)

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>Cd</th>
<th>Te</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 eV</td>
<td>10 eV</td>
</tr>
<tr>
<td>Reflect</td>
<td>5.5±0.7</td>
<td>13.1±1</td>
</tr>
<tr>
<td>Sputter</td>
<td>0.5±0.2</td>
<td>0.7±0.3</td>
</tr>
<tr>
<td>Sit on</td>
<td>66±1.5</td>
<td>52.5±1.5</td>
</tr>
<tr>
<td>Penetrate</td>
<td>21.9±1.3</td>
<td>24.2±1.3</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>1±0.3</td>
<td>2.1±0.4</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0±0.</td>
<td>0±0.</td>
</tr>
<tr>
<td>Replace</td>
<td>5.1±0.7</td>
<td>7.4±0.8</td>
</tr>
</tbody>
</table>
### (111) Cd-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>Cd</th>
<th>Te</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 eV</td>
<td>10 eV</td>
</tr>
<tr>
<td>Reflect</td>
<td>75.3±1.3</td>
<td>36.1±1.5</td>
</tr>
<tr>
<td>Sputter</td>
<td>0±0.</td>
<td>13.1±1.</td>
</tr>
<tr>
<td>Sit on</td>
<td>24.7±1.3</td>
<td>5.9±0.7</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0±0.</td>
<td>16.5±1.1</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>0±0.</td>
<td>24.1±1.3</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0±0.</td>
<td>0±0.</td>
</tr>
<tr>
<td>Replace</td>
<td>0±0.</td>
<td>4.4±0.6</td>
</tr>
</tbody>
</table>

### (111) Te-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>Cd</th>
<th>Te</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 eV</td>
<td>10 eV</td>
</tr>
<tr>
<td>Reflect</td>
<td>0.1±0.1</td>
<td>13.3±1.</td>
</tr>
<tr>
<td>Sputter</td>
<td>0±0.</td>
<td>0±0.</td>
</tr>
<tr>
<td>Sit on</td>
<td>99.9±0.1</td>
<td>62.1±1.5</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0±0.</td>
<td>8.9±0.9</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>0±0.</td>
<td>2.9±0.5</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0±0.</td>
<td>0±0.</td>
</tr>
<tr>
<td>Replace</td>
<td>0±0.</td>
<td>12.8±1.</td>
</tr>
</tbody>
</table>
## APPENDIX B. SINGLE DEPOSITION RESULT DATA

### (100) Cd-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflect</td>
<td>2.6±0.4</td>
<td>6.7±0.7</td>
<td>6.3±0.7</td>
<td>5.6±0.6</td>
</tr>
<tr>
<td>Sputter</td>
<td>0.1±0.1</td>
<td>3.6±0.5</td>
<td>12.1±0.9</td>
<td>28.1±1.2</td>
</tr>
<tr>
<td>Sit on</td>
<td>89.±0.8</td>
<td>13.6±0.9</td>
<td>2.9±0.4</td>
<td>0.6±0.2</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0.±0.0</td>
<td>3.9±0.5</td>
<td>13.7±0.9</td>
<td>21.7±1.1</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>0.2±0.1</td>
<td>18.9±1.1</td>
<td>12.6±0.9</td>
<td>3.1±0.5</td>
</tr>
<tr>
<td>Dissociate</td>
<td>7.8±0.7</td>
<td>20.±1.1</td>
<td>10.6±0.8</td>
<td>1.9±0.4</td>
</tr>
<tr>
<td>Replace</td>
<td>0.3±0.1</td>
<td>33.2±1.3</td>
<td>41.9±1.3</td>
<td>38.9±1.3</td>
</tr>
</tbody>
</table>

### (100) Te-terminated dimerized surface (2x1)

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflect</td>
<td>0.4±0.2</td>
<td>2.9±0.5</td>
<td>6.4±0.8</td>
<td>6.9±0.8</td>
</tr>
<tr>
<td>Sputter</td>
<td>0.±0.0</td>
<td>0.6±0.2</td>
<td>2.±0.4</td>
<td>9.4±0.9</td>
</tr>
<tr>
<td>Sit on</td>
<td>43.3±1.5</td>
<td>7.9±0.8</td>
<td>4.4±0.6</td>
<td>2.±0.4</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0.±0.0</td>
<td>15.6±1.1</td>
<td>23.4±1.3</td>
<td>33.4±1.5</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>4.7±0.7</td>
<td>3.8±0.6</td>
<td>3.3±0.6</td>
<td>1.9±0.4</td>
</tr>
<tr>
<td>Dissociate</td>
<td>47.8±1.5</td>
<td>33.1±1.5</td>
<td>18.±1.2</td>
<td>5.1±0.7</td>
</tr>
<tr>
<td>Replace</td>
<td>3.9±0.6</td>
<td>36.2±1.5</td>
<td>42.6±1.5</td>
<td>41.3±1.5</td>
</tr>
</tbody>
</table>

### (111) Cd-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflect</td>
<td>76.5±1.3</td>
<td>48.4±1.5</td>
<td>20.7±1.2</td>
<td>11.1±0.9</td>
</tr>
<tr>
<td>Sputter</td>
<td>0.±0.0</td>
<td>1.5±0.4</td>
<td>12.3±1.1</td>
<td>20.6±1.2</td>
</tr>
<tr>
<td>Sit on</td>
<td>23.1±1.3</td>
<td>18.6±1.2</td>
<td>6.5±0.7</td>
<td>0.5±0.2</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0.±0.0</td>
<td>0.2±0.1</td>
<td>4.±0.6</td>
<td>9.3±0.9</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0.4±0.2</td>
<td>14.8±1.1</td>
<td>19.1±1.2</td>
<td>9.5±0.9</td>
</tr>
<tr>
<td>Replace</td>
<td>0.±0.0</td>
<td>16.5±1.1</td>
<td>37.3±1.5</td>
<td>49.±1.5</td>
</tr>
</tbody>
</table>

### (111) Te-terminated surface

<table>
<thead>
<tr>
<th>Deposited cluster</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
<th>CdTe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflect</td>
<td>0.5±0.2</td>
<td>3.2±0.5</td>
<td>5.9±0.7</td>
<td>9.4±0.9</td>
</tr>
<tr>
<td>Sputter</td>
<td>0.±0.0</td>
<td>0.4±0.2</td>
<td>1.6±0.4</td>
<td>4.9±0.7</td>
</tr>
<tr>
<td>Sit on</td>
<td>99.5±0.2</td>
<td>57.6±1.5</td>
<td>17.3±1.1</td>
<td>7.5±0.8</td>
</tr>
<tr>
<td>Penetrate</td>
<td>0.±0.0</td>
<td>0.5±0.2</td>
<td>3.4±0.5</td>
<td>10.6±0.9</td>
</tr>
<tr>
<td>Join 1st layer</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
<td>0.±0.0</td>
</tr>
<tr>
<td>Dissociate</td>
<td>0.±0.0</td>
<td>26.4±1.3</td>
<td>33.8±1.4</td>
<td>15.5±1.1</td>
</tr>
<tr>
<td>Replace</td>
<td>0.±0.0</td>
<td>11.9±1.1</td>
<td>38.±1.5</td>
<td>52.±1.5</td>
</tr>
</tbody>
</table>
Appendix C

Post-Annealing Defect Analysis Data

Defect analysis data for Te-terminated dimerised (100) surface post-annealing process mentioned in Chapter 7 is presented here. We have three systems to anneal at 500 K, 600 K and 650 K, respectively. We count the number of atoms, off-site atoms, vacancies, interstitials and antisites in each double-layer, namely the original surface double-layer (‘+0’ in the table), the complete first new double-layer (‘+1’ in the table), the incomplete second new double-layer (‘+2’ in the table) and the incomplete third new double-layer (‘+3’ in the table). Note that there are 144 atoms in each double-layer for a perfect lattice.
<table>
<thead>
<tr>
<th>Deposition Energy</th>
<th>0.1 eV</th>
<th>1 eV</th>
<th>10 eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Which Double-Layer</td>
<td>+0</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>Number of Atoms/Defects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atoms</td>
<td>152</td>
<td>131</td>
<td>99</td>
</tr>
<tr>
<td>Off-Sites</td>
<td>9</td>
<td>85</td>
<td>90</td>
</tr>
<tr>
<td>Vacancies</td>
<td>1</td>
<td>76</td>
<td>125</td>
</tr>
<tr>
<td>Interstitials</td>
<td>2</td>
<td>70</td>
<td>79</td>
</tr>
<tr>
<td>Antisites</td>
<td>0</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>Before Annealing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atoms</td>
<td>150</td>
<td>138</td>
<td>96</td>
</tr>
<tr>
<td>Off-Sites</td>
<td>6</td>
<td>75</td>
<td>84</td>
</tr>
<tr>
<td>Vacancies</td>
<td>0</td>
<td>62</td>
<td>122</td>
</tr>
<tr>
<td>Interstitials</td>
<td>3</td>
<td>57</td>
<td>78</td>
</tr>
<tr>
<td>Antisites</td>
<td>0</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>Anneal at 500 K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atoms</td>
<td>150</td>
<td>135</td>
<td>111</td>
</tr>
<tr>
<td>Off-Sites</td>
<td>6</td>
<td>52</td>
<td>76</td>
</tr>
<tr>
<td>Vacancies</td>
<td>0</td>
<td>41</td>
<td>98</td>
</tr>
<tr>
<td>Interstitials</td>
<td>1</td>
<td>37</td>
<td>65</td>
</tr>
<tr>
<td>Antisites</td>
<td>0</td>
<td>19</td>
<td>12</td>
</tr>
<tr>
<td>Anneal at 600 K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atoms</td>
<td>150</td>
<td>134</td>
<td>103</td>
</tr>
<tr>
<td>Off-Sites</td>
<td>4</td>
<td>43</td>
<td>69</td>
</tr>
<tr>
<td>Vacancies</td>
<td>0</td>
<td>41</td>
<td>97</td>
</tr>
<tr>
<td>Interstitials</td>
<td>1</td>
<td>35</td>
<td>56</td>
</tr>
<tr>
<td>Antisites</td>
<td>0</td>
<td>11</td>
<td>13</td>
</tr>
</tbody>
</table>
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