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Abstract

By identifying lip movements and characterizing their associations with speech sounds, the performance of speech recognition systems can be improved, particularly when operating in noisy environments. In this paper, we present a geometrical-based automatic lip reading system that extracts the lip region from images using conventional techniques, but the contour itself is extracted using a novel application of a combination of border following and convex hull approaches. Classification is carried out using an enhanced dynamic time warping technique that has the ability to operate in multiple dimensions and a template probability technique that is able to compensate for differences in the way words are uttered in the training set. The performance of the new system has been assessed in recognition of the English digits 0 to 9 as available in the CUAVE database. The experimental results obtained from the new approach compared favorably with those of existing lip reading approaches, achieving a word recognition accuracy of up to 71% with the visual information being obtained from estimates of lip height, width and their ratio.

1. Introduction

Automatic speech recognition (ASR) systems are starting to play an important role in human computer interfaces (HCI); for example Siri, marketed as the intelligent personal assistant for the iPhone 4S, is able to respond to spoken user requests [1]. In controlled environments, modern ASR systems are capable of producing reliable results, but in many real-world situations the intrusion of acoustic noise adversely affects performance and the resulting recognition rates are often adversely affected [2]. As many potential ASR users will use mobile devices in noisy environments such as vehicles, offices, airport terminals and train stations, solutions that provide reliable operation at high ambient noise levels will become increasingly important.

Humans are often able to compensate for noise degradation and uncertainty in speech information by augmenting audio with visual information to aid the recognition task [3]. People with hearing impairments may have a reduced ability to receive information in the audio domain, so they rely more heavily on the visual domain for speech recognition. The mechanism employed is often termed either ‘lip reading’ or ‘speechreading’. Lip reading is the ability or skill to understand speech through information gleaned from the lower part of face, typically by following lip, tongue and jaw movement patterns. Speechreading may include lip reading information, but may provide additional understanding of the speech by interpreting whole face expressions, gestures and body language [4–6], as well as environmental conditions, such as specific characteristics of the speaker and the time and physical location at which the conversation took place [7].

When integrating lip reading or speechreading into an ASR system, one of the fundamental issues to address is the selection of the visual features that will be the most advantageous in enhancing recognition performance. Research centers on two different types of feature, namely appearance-based and shape-based features. Appearance-based features are used to model characteristic within the mouth region, typically capturing information related to spatial frequencies, whereas shape-based features extract geometrical measurements normally relating to the shape of the lips. In the work presented in this paper, we have chosen to concentrate on extracting shape-based features from the lip region, as these are likely to contain the visual information most closely related to the spoken sounds, and the lip movements will be highly correlated with the speech sounds themselves, making integration with speech features more straightforward.

⇑ Corresponding author.
E-mail addresses: zamri@ump.edu.my (M.Z. Ibrahim), d.j.mulvaney@lboro.ac.uk (D.J. Mulvaney).
Several lip reading approaches have been described in the literature. In [8], the results of visual ASR experiments involving the use of the IBM ViaVoice database were presented in their comparison of four types of visual features, namely discrete cosine transform (DCT) [9], discrete wavelet transform (DWT) [10], principal components analysis (PCA) [11], and active appearance models (AAM) [12]. A solution using hidden Markov models (HMMs) [13] as the classifier found that DCT based visual features were the most promising for the recognition task. In [14], both appearance and shape based visual features were obtained using PCA applied to facial animation parameters (FAPs) [15] obtained from outer and inner lip contours that in turn were found by tracking using a combination of a gradient vector field (GVF) [16] and a parabolic template. The experiments show that under challenging visual conditions (involving changes in head pose and lighting conditions), the lip reading performance of appearance-based visual features suffered. It was also shown that the features obtained from inner-lip FAPs did not provide as much information useful for lip reading as did those obtained from the outer-lip FAPs.

In [5], hue and canny edge detection [17] were used to segment the lip region, extracting shape-based features including lower and upper mouth width, mouth opening height and distance between horizontal lip line and upper lip. These features were used in experiments to recognize 78 isolated words using an HMM classifier. Ten subjects from the Carnegie Mellon University database [18] were used to evaluate the performance of the system, with a best classification performance of 46% accuracy being attained when all the geometrical information and delta features were included and when operating in speaker dependent mode. The performance was found to fall to 21% in the speaker independent case.

In [19], the lip region was located using a Bayesian classifier [20] that held estimates of the Gaussian distributions of face, non-face and lip classes in the red, green and blue (RGB) color space. The researchers then obtained visual features, namely the affine-invariant Fourier descriptors (AIFDs) [21], the DCT, the rotation-corrected DCT (rc-DCT) and the B-Spline template (BST) [19]. Due to their greater sensitivity to lip shape, the appearance-based features, DCT and rc-DCT, demonstrated good performance compared to that obtained using the shape-based features, AIFDs and BST. The system used HMM as a classifier and the performance was evaluated using the CUAVE database [19].

In [22], the authors proposed an appearance-based lip reading approach that generated dynamic visual speech features, termed the motion history image (MHI) [23], that were classified using artificial neural network (ANNs). The approach captured movement in image sequences and generated a single grayscale image to represent the whole image sequence using accumulative image subtraction techniques. However, this technique proved highly sensitive to environmental changes. In addition, information about the timing of movements was lost following the combination of sequences into a single image, resulting in lower performance. In [24], the authors reported a technique that computed the optical flow (OF) of lip motions in a video data stream. The statistical properties of the vertical OF component were used to form feature vectors suitable for training a support vector machine (SVM) classifier. However, as is the case for OF methods in general, the performance was adversely affected by sensitivity to scaling and rotation of the images.

The literature suggests that appearance-based features are generally able to produce better classification results as they carry more information, but also because of the difficulty found in shape-based approaches to extract accurate geometrical features [19]. However, the appearance-based features exhibit greater sensitivity to environmental condition changes such as illumination and head pose [14]. The main aim of the work described in this paper is to develop an approach that offers the classification performance of an appearance-based method, yet is able to provide a solution robust to environmental changes.

This paper presents a new lip reading system that has been designed to recognize speech using high-quality geometrical information obtained from the lips of the speaker. There are three novel aspects to the work. Firstly, the application of a border following technique and the construction of a convex hull was able to provide lip extraction of an accuracy that improved considerably on previously reported results. Secondly, the features extracted from the lip geometry are determined over the duration of the video sequences and pattern matching with respect to stored templates is performed according to the dynamic variations characteristic of individual word utterances. Thirdly, the lip geometry features are classified using a novel template probabilistic multi-dimensional dynamic time warping (TP-MDTW) approach that is able to adapt to the differences in the way words are uttered by speakers. As far as the authors are aware, this is the first time a template probabilistic geometrical-based lip reading system has been described in the literature.

The paper is organized as follows. Section 2 briefly describes the background of lip reading systems described in the literature. Section 3 gives details of the architecture of the new lip reading system. The experimental results are given and discussed in Section 4. Section 5 provides the principal conclusions of the work and makes recommendations for future enhancements.

2. Background

There are three important issues that need to be considered when designing and implementing a lip reading system. The first is to identify the method used to locate the position of the mouth in the image; the second is the choice of visual features and the third is the speech classification method to adopt. The techniques commonly applied in research described in the literature are introduced in this section.

2.1. Mouth detection

The methods to locate the mouth can be categorized into four types: (a) template matching; (b) feature invariant; (c) machine learning and (d) knowledge based.

Template matching techniques are widely used in image processing for object detection, involving normalized cross-correlation between a known template image (an object in the training set) and an unknown new image to be classified. Such a technique has been used to detect the face [25], as well as the eyes and mouth [26].

Feature invariant methods incorporate features of target objects that do not alter even when substantial changes are made to environmental conditions such as image brightness or the pose of the subject. The methods applied include color content, object shape and motion characteristics [27].

Machine learning methods can be trained to recognize complex patterns and make intelligent decisions. Since mouth identification is often complicated by variances that arise from actions (such as opening, closing or smiling) and pose (resulting from head rotation or changes in target distance), large sample sizes are normally required to generate a high-quality machine learning data set. Popular machine learning approaches include ANNs [28], radial basis functions (RBF) [29] and the Viola Jones object recognizer [30].

Knowledge-based approaches tend to adopt techniques used by humans to locate the position of the mouth. For example, it is often reasonable to assume that the mouth is positioned in the lower part of the head below the nose and on a line of vertical symmetry. This information can be used to supplement other techniques thereby improving overall accuracy [28].
2.2. Lip visual features

Lip visual features are generally grouped into three categories [31–33]: (a) appearance-based features; (b) shape-based features and (c) a combination of both appearance and shape features.

In the extraction of appearance-based features, it is assumed that the entire mouth region is informative as far as lip reading is concerned and the region itself is isolated as a rectangle containing the mouth. As the area covered by such a mouth region can contain a large number of pixels (for example, assuming each color is represented in 8 bits, a 128 × 128 pixel region in RGB space will have a total of 49,152 pixels), a transformation to fewer dimensions is needed to make appearance-based approaches computationally manageable. Such transformations are typically borrowed from the image compression and pattern classification literature, such as principal components analysis (PCA) [11], the discrete cosine transform (DCT) [9], the discrete wavelet transform (DWT) [10] and linear discriminant analysis (LDA) [34].

Meaningful shape-based features for lip reading can be extracted from the inner and outer lip contours, such as the height, width, perimeter and area. These visual features can be obtained following the application of one of the parametric or statistical lip-tracking algorithms. Some popular methods for this task are edge detection [5,19], snakes [35], GVF [16], AAM [12] and the active shape model (ASM) [36].

A combination of appearance-based and shape-based features can be used in an attempt to improve the quality of the description by avoiding the main disadvantages of the two approaches, namely that appearance-based methods degrade more significantly when affected by environmental influences resulting from changes in illumination or head-pose [37] and shape-based methods generate less reliable features because of the need to extract physical measurements. For example in [33], two shape-based features (height and width) were combined with appearance-based features obtained from an intensity profile of the central mouth region expected to contain information about teeth and tongue movements.

2.3. Speech classification based on lip features

The viseme is used to describe the lip shapes, positions and movements relevant to speech in the visual domain [38]. Since only a small part of the vocal tract is visible when we speak, only partial physical information is available regarding the generation of visemes and not all can be mapped to a unique phoneme [32], the basic unit of speech in the audio domain.

A viseme may be represented by a time sequence of lip shapes, but the actual set of lip shapes and their durations are dependent on the speaker. For example, although it would be expected that the visual representation of the word ‘hello’ may vary between speakers (inter class), there are also likely to be differences if the word is spoken again by the same speaker (intra class), for example if on the second occasion the individual circumstances of the speaker changes, perhaps they now shout the word or they find themselves in a stressful situation.

As the application domain is the same, lip reading classification techniques are often the same as those applied in the audio speech recognition (ASR) field and, consequently, dynamic time warping (DTW) [39,40] and HMMs [10,18,41], are popular. Moreover, by using a method common to both the audio and visual aspects of speech, there is the potential for a more straightforward combination of results obtained from separate audio and visual investigations and such integration has often been carried out using machine learning techniques, such as time delay neural network (TDNN) [42], support vector machines (SVM) [43] and AdaBoost [44].

3. System architecture

The geometric-based approach for the proposed lip reading system described in this paper is shown in Fig. 1. The system can be divided into the following four stages.

- The face and then the mouth regions are extracted from the images contained in the video sequences of the speakers.
- The mouth region is segmented into lip and non-lip areas.
- A new approach is applied that uses border following and convex hull computation to extract the lip geometry and to generate shape-based features.
- A novel technique termed TP-MDTW is used to classify dynamic geometry information.

The component parts of each stage are described in detail in the following sub-sections. The software for this work was developed using Microsoft Visual C# 2010 [45] and utilized the open source image processing library, OpenCV [46].

3.1. Face and mouth detection

The speaker images as acquired from the video files are cropped to the mouth region using a face-detection process followed by a mouth-detection process. As discussed in the previous section, many techniques are available for extracting the face and mouth region. The Viola Jones object recognizer (machine learning) [30] was employed both to distinguish between the upper and lower parts of the face and to isolate the mouth region in the lower part of the face and mouth detection.
of the face, using the (knowledge-based) assumption that the mouth can be found here, as shown in Fig. 2. The Viola Jones approach was chosen because of its known robustness and a computational efficiency which allows operation in real-time on most target platforms [47].

The Viola Jones object recognizer uses simple rectangular Haar features [48] that are applied to each image in a wide range of translations and at many different scales. To select specific Haar features, Adaboost [49] is used to train a weak classifier. Single strong object classifiers can then be formed by cascading such weak classifiers as shown in Fig. 2. The advantage of weak classifiers operating in cascade is that early processing can highlight regions more likely to contain an object of interest, and these identified regions can then be subjected to concentrations of effort in subsequent operations. Also note that by adopting integral images, the Haar multiplication operations can be reduced to those involving only addition and subtraction, thereby shortening the execution time on many platforms. The approach was applied in two stages, first to obtain the face region and second to find the mouth region based on the assumption that it is located in lower half of the face as shown in Fig. 3.

3.2. Lip segmentation

Skin detection is employed to remove the skin-colored pixels from the images and so narrow the focus to the remaining lip-colored regions. The color spaces that are in common use are red, green, blue (RGB), cyan, magenta, yellow, black (CMYK) and hue, saturation and value (HSV). Of these, the HSV color model was chosen for the segmentation operations, as this model has been found to come closest to mimicking how humans perceive color [50,51]. Furthermore, the transformation of the original RGB images to HSV is invariant to intensity at white lights, ambient light and surface orientations relative to the light source [52].

Skin colors tend to cluster in a small region of the color space. Hence, one of the easiest and most-often applied methods for lip segmentation is to define skin color cluster decision boundaries for each of the color space components. The pixel values that fall within the predefined ranges are deemed to be skin pixels and the remaining regions (including the lips) are assumed to form non-skin segments. As the lips can normally be assumed to be surrounded by skin, identification of skin pixels will isolate the mouth region. The investigations carried out in [53] found it most suitable to take as skin pixels those having hue and saturation values in the ranges $H=[0,50]$ and $S=[0.23,0.68]$ for the Far Eastern and Caucasian subjects found in the M2VTS database [54]. In the current work, the assessment of images from the CUAVE video database found that the detection of hue values alone, in particular a hue threshold of 7, was suitable for separating the skin pixels. The extracted pixels were then processed using a morphological operation (erode and dilate) to minimize high-frequency ‘salt and pepper’ noise content, followed by the application of a smoothing filter (down-sample and up-sample) to soften the image edges. At the end of this process a binary image was formed showing only the lip and non-lip areas as depicted in Fig. 4.

3.3. Lip geometry feature extraction

To the binary image containing the lip region a contour extraction algorithm was applied using a border following technique [55]. From the collection of contours produced, the largest is selected to generate the lip outline. Although this contour generally followed the outline of the lips, because it is generated as a simple polygon with many non-intersecting edges it remains a poor representation of the actual lip shape. However, a complex polygon such as that shown in Fig. 5(a) can be reduced to a simpler convex polygon using the convex hull algorithm [56]. This algorithm determines the convex polygon of smallest area such that it contains all the vertices of the original polygon, as shown in Fig. 5(b). Fig. 5(c) is the single final polygon. The results showed that the convex hull solution was able to extract the outline shape of the lips to an accuracy sufficient for the estimation of good quality lip geometrical features such as height, width and perimeter.

Fig. 6 shows a single video frame to illustrate the five space-based features that were obtained in the current work, namely height, width, ratio (height/width), area and perimeter. The perimeter is that of the polygon generated from the convex hull operation while the area is the region bounded by this polygon.

The geometrical information obtained from the lips was used for the lip reading process. However, the information obtained from single images is not generally able to generate good quality speech recognition results and dynamic feature information is needed to more accurately follow the time changing nature of speech. Consequently, a speaker model is needed that is also dynamic in form and which is obtained from the lip information during enrollment. If $G_i$ are the geometrical features obtained from video frame $i$, then

![Fig. 2. Face detection using Viola–Jones object recognizer.](image2)

![Fig. 3. Block diagram of the face and mouth detection process.](image3)

![Fig. 4. The geometrical features extracted from a single face image.](image4)
The version of DTW utilized in this paper follows the approach found in [59,60]. In this approach, a two-dimensional $M$ by $N$ cost matrix $D$ is constructed, where each of the $D(i,j)$ values is the minimum distance warped path at time $i$ for the time series $x$ and time $j$ for time series $y$, where $x = (x_1, \ldots, x_M)$ and $y = (y_1, \ldots, y_N)$ are time series. The value at $D(M,N)$ will contain the minimum distance warped path between the time series $x$ and $y$.

If the absolute difference between any two pairs of values in the time series $x$ and $y$ is given by

$$d(i,j) = |x_i - y_j| \quad 1 \leq i \leq M, 1 \leq j \leq N$$

then the values in the cost matrix $D$ are defined as follows

$$D(1,1) = d(1,1)$$

$$D(1,j) = D(1,j-1) + d(1,j) \quad 2 \leq j \leq N$$

$$D(i,1) = D(i-1,1) + d(i,1) \quad 2 \leq i \leq M$$

$$D(i,j) = d(i,j) + \min \left\{ \begin{array}{l}
D(i,j-1) \\
D(i-1,j-1) \\
D(i-1,j) \\
\end{array} \right\} \quad 2 \leq i \leq M, 2 \leq j \leq N$$

DTW as defined in the literature is only applicable to problems requiring single feature alignment. To provide alignments in the current work that can include up to five shape-based features, the conventional approach would be to apply DTW operations to each feature separately and then subsequently select the one exhibiting the shortest distance (lowest error). However, as the features are obtained independently and there is no synchronization between them, the results obtained from the initial experiments were unsatisfactory [61].

Consequently, a further novel extension termed the multi-dimensional DTW (MDTW) was made to the DTW algorithm to allow it to operate with multiple features simultaneously in providing synchronization between the time series. The experimental results for MDTW showed a marked improvement in lip reading accuracy compared to those obtained using DTW [61]. In the MDTW method, the two time series $x$ and $y$ must first be reconstructed as multi-dimensional matrices where each column represents one series of the $G_i$ features. These matrices can be generated from Eq. (2) and can be re-written as

$$x = \begin{bmatrix}
x_{1,1} & \cdots & x_{1,M} \\
x_{2,1} & \cdots & x_{2,M} \\
\vdots & \ddots & \vdots \\
x_{K,1} & \cdots & x_{K,M}
\end{bmatrix} \quad y = \begin{bmatrix}
y_{1,1} & \cdots & y_{1,N} \\
y_{2,1} & \cdots & y_{2,N} \\
\vdots & \ddots & \vdots \\
y_{K,1} & \cdots & y_{K,N}
\end{bmatrix}$$

where $M$ is the length of the reference video sequence, $N$ is the length of the unknown video sequence and $K$ is the number of geometrical features evaluated.

In this work, Eq. (3) also needs to be modified in order to operate in the multi-dimensional case and is given by

$$D(i,j) = d(i,j) + \min \left\{ \begin{array}{l}
D(i,j-1) \\
D(i-1,j-1) \\
D(i-1,j) \\
\end{array} \right\} \quad 2 \leq i \leq M, 2 \leq j \leq N$$
The similarity between the templates can be calculated using any suitable distance measurement technique. In the current implementation, MDTW is used to find the distance \( e_{ij} \) between the features in the reference templates. For any pair of unknown and reference templates \( T_i \) and \( T_j \) in the form given in Eq. (8), the distance \( e_{ij} \) between the features is found using MDTW and is given by

\[
e_{ij} = MDTW(T_i, T_j) \quad 1 \leq i, j \leq R
\]

Since the distances between pairs of templates is the same regardless of the starting point

\[
e_{ij} = e_{ji} \quad j \neq i
\]

\[
e_{ii} = 0 \quad j = i
\]

To find the similarity between any one given template and the remainder, the cumulative distance to other templates can be computed by

\[
\alpha_i = \sum_{j=1}^{R} e_{ij} \quad 1 \leq i \leq R
\]

Based on the cumulative distance between the templates, the probability of a template being the best match to an unseen example can be calculated using

\[
P(T_i) = \frac{1}{\sum_{i=1}^{R} \left[ \frac{1}{\alpha_i} \right]} \quad 1 \leq i \leq R
\]

where

\[
\sum_{i=1}^{R} P(T_i) = 1
\]

To make best use of the alternative approaches that are available at this stage, these have been implemented as models able to process inputs (template probability, reference template and unknown sample), as shown in Figs. 8 and 9. This work introduces four lip reading models whose operations were designed based on a series of preliminary experiments.

The objective of model 1 is to determine the accuracy of the system assuming there is a uniform probability in the distribution for each template as shown in Eq. (16).

\[
P_1(T_i) = \frac{1}{R} \quad 1 \leq i \leq R
\]

The output for model 1 for an unknown sample \( \phi \) is

\[
O_1(\phi) = \sum_{i=1}^{R} [P_1(T_i) \cdot MDTW(\phi, T_i)]
\]

Model 2 selects the template with the largest probability of the all reference templates in the database by using Eq. (18).

\[
P_2(T_i) = \begin{cases} 
1 & \text{if } P(T_i) = \max_{1 \leq k \leq R} P(T_k) \\
0 & \text{otherwise}
\end{cases} \quad 1 \leq i \leq R
\]

The assumption is that this template gives the closest representation to the features from the unknown example. The output for model 2 is given by

\[
O_2(\phi) = \sum_{i=1}^{R} [P_2(T_i) \cdot MDTW(\phi, T_i)]
\]

The objective of model 3 is to measure performance based on the template probability that is calculated from the accumulated distance from other templates as found by Eq. (14). The output of model 3 is given by

\[
O_3(\phi) = \sum_{i=1}^{R} [P(T_i) \cdot MDTW(\phi, T_i)]
\]

Model 4 measures performance based on the template probability calculated from the accumulated distance, but also gives emphasis to the reference template that has the highest probability. Its performance calculation is given by

\[
O_4(\phi) = \sum_{i=1}^{R} [(P(T_i) + P_2(T_i)) \cdot MDTW(\phi, T_i)]
\]
Clearly, the number of models is not limited to these four cases and further models could be developed to implement additional operations.

4. Results and discussion

In order to investigate the effectiveness of the proposed approaches in practical applications, the CUAVE corpus database was used to provide examples of speech and video sequences of the speakers [19]. The database consists of 7000 utterances of connected and isolated digits spoken by 36 individuals, where 19 speakers are male and the remainder are female. The speakers also have a range of skin and lip tones as well as face and lip shapes and a number of the subjects wear additional visual features such as glasses, facial hair, and hats. Lighting was controlled and a green background was employed to allow custom video backgrounds to be added using chroma-keying if required. The video sequences were recorded at a resolution of 720/480 in MPEG-2 format at 29.97 frame/s and encoded at a data rate of 5000 kbit/s.

4.1. Face and mouth detection

Fig. 10 shows sample results of the face and mouth detection process. Fig. 10(a) shows initial face detection using the original database image and Fig. 10(b) shows Viola Jones method that used to identify candidate mouth regions. By incorporating the knowledge that the mouth can be found in the lower half of the face, as shown in Fig. 10(c), the calculation time needed to isolate the mouth region is effectively halved and also reduces the risk of false detection that can arise from the erroneous classification of the eyes as a mouth. The resulting detection of the mouth is shown Fig. 10(d). Fig. 10(e) shows an image that has been superimposed using chroma-keying to replace the green background with one more complex and, although there are three faces visible in the image, the algorithm selects the largest face region in the frame based on the assumption that the target speaker is likely to be the one nearest to the camera. Fig. 10(f) shows the detection process is able to perform correctly for a speaker wearing a hat.

4.2. Lip segmentation

Values of hue suitable for lip segmentation were determined using a two-stage qualitative evaluation approach. In the first stage, it was found that hue values outside the range 6–9 consistently yielded poor segmentation results. In the second stage, hue values within this range were investigated in further experiments carried out on a data set containing 180 face images from the CUAVE database (five for each speaker) selected to exhibit a range of facial expressions. For the qualitative assessment a visual inspection is normally conducted; for example in [62] four benchmark points were defined for the lips (left, right, top and bottom) and their locations were used to grade performance as ‘wrong’, ‘poor’, ‘fair’, ‘good’ or ‘perfect’. In the current work, the four grades used to define performance are ‘wrong’, ‘poor’, ‘satisfactory’ and ‘good’, with the selection depending on how closely the lip region boundary has been determined and the accuracy of fit of the four benchmark points (left, right, top and bottom of the lips). Fig. 11 shows examples of grading and classification carried according to the scheme shown in Table 1. It was found that the detection of hue values alone, where the threshold was set at a hue value of 7, was appropriate to separate the skin pixels in mouth region. The number of images that resulted in good visual lip segmentation quality is over 75% with no image wrongly segmented (as the mouth region was found in all cases).

4.3. Lip geometry feature extraction

Fig. 12 shows the results of lip geometry extraction from color images for three different speakers. Binary lip images, as shown
in Fig. 12(b), are generated using the convex hull process shown in Fig. 5. A border following technique [55] was used to generate a collection of contours with different size and shape throughout the border of binary image as shown in Fig. 12(c). Our experiments show that the largest contour generated by this process will most closely contain the lip area as shown in Fig. 12(d). Using the largest contour, it can be seen that the convex hull approach is able to generate a close approximation to the actual lip shape in the original image.

In order to obtain good quality height and width information for later classification purposes, the lip shape must be consistently aligned. As the image used in this paper involved only frontal pose, alignment can be achieved by rotation so that the left and right vertices of the lip contour are at the same vertical position in the

Fig. 10. Face and mouth detection process.

Fig. 11. Examples of the grading classification used in the qualitative assessment.
image, as shown in Fig. 13. The vertical and horizontal dimensions of the bounding box that encapsulates the entire shape represents the lip height and width respectively while the area and perimeter can be extracted from the convex polygon.

To produce an initial confirmation of the performance of the new approach, it was compared to both the GVF technique previously used to extract geometrical-based information from the lip region in [14] and the active contour (‘snakes’) approach as found in [63]. The binary lip image in Fig. 12(b) for speaker ‘s04f’ using GVF and active contour techniques can be seen in Fig. 14 and 15. For this example, both techniques were unable to convergence to the lip shape, despite repeating the experiments using a range of different configuration parameters. The main problems encountered were that the pattern of external energy generated was not closely related to the shape of the mouth and the outcome was unreliable, depending greatly on the initialization region and the termination criteria set during detection. In addition, the calculation time taken to converge to a final result consistently took longer than the convex hull method and the actual calculation time needed varied significantly and unpredictably depending on

<table>
<thead>
<tr>
<th>Hue value</th>
<th>Grade classification (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Good</td>
</tr>
<tr>
<td>&gt;6</td>
<td>43.9</td>
</tr>
<tr>
<td>&gt;7</td>
<td>75.0</td>
</tr>
<tr>
<td>&gt;8</td>
<td>50.0</td>
</tr>
<tr>
<td>&gt;9</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Fig. 12. Convex hull results for subject ‘s04f’ (top row), ‘s05f’ (middle row) and ‘s01 m’ (bottom row).

Fig. 13. Automatic alignment using left and right vertices.

Fig. 14. Lip contour detection using the Gradient Vector Field (GVF) method for speaker ‘s04f’. 

Table 1
Qualitative evaluation of lip classification.

image with initial contour

external energy

external force field

contour movement


the parameters chosen. The results present here for the convex hull method also visually performed better than BST technique described in [19] when using the same data corpus.

Quantitative evaluations were conducted to assess the accuracy of the lip extraction method used in this paper to generate geometrical features. For this evaluation, a data set containing five different facial expressions for each speaker (a total of 180 images) was established from the 36 speakers in the CUAVE database.

The method used for the quantitative evaluation was based on that described in [64], where four key lip points (top, bottom, left and right) are defined in both the original image and the convex hull contour. The distance between corresponding points (in pixel units) defines an error that is normalized according to the distance between the mouth corners. For comparison purposes, the ASM technique proposed by Cootes et al. [36] was also used to determine the same four lip points in the original image. The ASM technique has a tendency not to be able to escape from local minima and to produce unreliable results under certain initial conditions. So, for fair comparison, the shape model was pre-initialized using prior information regarding the location of the eyes and mouth obtained from the Viola–Jones object recognizer used in our system. Fig. 16 shows the lip outline recognition performance for the convex hull and ASM methods when compared with a manual annotation of the lip outlines. In Fig. 16(a) and (b), the shape produced by the convex hull matches the outline of the lips, while the ASM results show errors compared to the expected shape both for the top and the bottom lip. Fig. 16(c) shows an example in which the two techniques exhibit similar performance.

Table 2 shows a quantitative evaluation of the convex hull and ASM techniques for 180 image samples. It shows that, compared to a manual annotation of the lips, the convex hull method has an error of 7.5% in height and 3.2% in width. The fact that the height error is larger, is likely to be due to a small number of the subject images in the database having a shadow under their bottom lip because of the illumination angle (an example of this can be seen for the first ‘satisfactory’ speaker in Fig. 11), thus increasing the uncertainty in the determination of the height measurement. Nevertheless, the quantitative results also confirm that the lip extraction approach based convex hull is suitable for determining features. The results shown in Table 2, demonstrate that the ASM approach is significantly worse than the Convex Hull method at extracting the outline of the lips.

The geometrical information obtained from the lips is used as input to the lip reading process, but the performance can be substantially improved using information not just from single images, but from dynamic information generated from a sequence of feature values obtained during the speech utterance. By finding the convex hull contour for each video frame, a time-series of feature values can be derived, as shown in Fig. 17. This information is stored as speaker models (templates) during training for later use in the lip reading system in which the models are compared with test series.

Fig. 18 shows the time-domain changes in the height, width and ratio of the lips when a number of different speakers uttered the

<table>
<thead>
<tr>
<th>Method</th>
<th>Relative errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Height</td>
</tr>
<tr>
<td>Convex hull</td>
<td>14.42</td>
</tr>
<tr>
<td>ASM</td>
<td>21.95</td>
</tr>
</tbody>
</table>

Table 2 Quantitative evaluation of the lip classification.
digit ‘five’. The results confirm that a similar underlying time-varying pattern was produced by all the speakers, indicating the potential of this method in its ability to identify the words being spoken.

Calculation time is also an important consideration in lip reading systems, particularly for real-time recognition in which the elapsed processing time must be less than the time interval between consecutive frames of the video. The CUAVE database has an interval between frames of 33.37 ms and Fig. 19 demonstrates that our proposed system is able to complete its operations within this time when running 64-bit Windows 7 on a 3.2 GHz Intel i5 processor and 4 GB memory. The processing time for producing the results for each of the subjects is comfortably within the frame interval time and shows good repeatability.

4.4. Classification

The CUAVE database consists of five sessions, in each of which the subject speaks the words ‘zero’ to ‘nine’. In the investigations, data from sessions 1, 2 and 3 (30 samples) were employed for training and the data from sessions 4 and 5 (20 samples) were used for testing. All the 36 speakers from the database were used in this work making a total of 1800 samples for use in demonstrating the utility of the new approach. Two investigations have been designed to measure the performance of the lip reading system, namely classification using single features and classification using multiple features.

The classification performance using the TP-MDTW technique for the five lip geometrical features operating individually, namely height, width, ratio of height to width, area and perimeter, are shown in Table 3. Model 1 provides the ground truth regarding the accuracy of the system, employing a uniform probability distribution for each template. Of the models investigated, it can be seen that model 4 (based on the template probability calculated from accumulative distance) provides the best single feature classification. It can be seen that using lip area feature produced the best performance, providing almost 62% correct lip reading identification using model 4.

Investigations of the classification results obtained using various combinations of lip geometry features were carried out to improve further the lip reading system performance. The results of the classification using TP-MDTW shown in Table 4 demonstrate that the combination of height, width and ratio information gave the best performance, improving the classification performance up to 70.69% correct when using model 4.

To demonstrate the performance of TP-MDTW, a comparison with existing DTW and HMM classifiers was made using model 4. Left–right HMM models with eight states were used to develop word models, each state having an observation probability distribution modeled by a single Gaussian with diagonal covariance. The same lip images used to extract lip geometry for TP-MDTW were used to generate the DTW and HMM results and the recognition results are shown in Fig. 20. Compared to DTW and HMM, the classification results show a significant improvement, and the combination of height, width and ratio (HWR) performed the best, with 70.69% of the classification being successful using model 4, and the corresponding figures being 55.97% for HMM and 52.22% for DTW. From the results, it can be seen that the simple measures of height and width and their ratio was sufficient to represent the lip dynamic information and proved suitable for the lip reading system.

In order to analyze the recognition results, hypothesis testing based on McNemar’s test [65] was used to decide whether the differences in performance between two algorithms applied to the same database is statistically significant. By using McNemar’s test, it was found that the performance difference between TP-MTDW using Model 4 and the baseline DTW classifier is significant at the 0.001 level. Moreover, a comparison between TP-MTDW using Model 4 and the HMM classifier also exhibited a significance in performance difference at a level of 0.001.

To assess the performance of the new shape-based approach with respect to motion-based and appearance-based techniques, both OF and DCT methods were implemented in the manner described in [24] and [66]. The same lip images used to extract the lip geometry were supplied to the OF and DCT implementations, producing respectively recognition rates of 28.94% and
Using McNemar’s test, the shape-based results exhibited a significant difference from the OF and DCT implementations, both at the 0.001 level.

**Fig. 18.** Dynamic lip information showing changes in lip height, lip width and the ratio of height to width for digit ‘five’ obtained from the CUAVE database.

**Fig. 19.** Processing time using the proposed method for the first 10 subjects in the CUAVE database.

**Table 3**

<table>
<thead>
<tr>
<th>Model type</th>
<th>Geometry features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Height (%)</td>
</tr>
<tr>
<td>Model 1</td>
<td>53.33</td>
</tr>
<tr>
<td>Model 2</td>
<td>53.75</td>
</tr>
<tr>
<td>Model 3</td>
<td>54.31</td>
</tr>
<tr>
<td>Model 4</td>
<td>56.53</td>
</tr>
</tbody>
</table>

57.92%. Using McNemar’s test, the shape-based results exhibited a significant difference from the OF and DCT implementations, both at the 0.001 level. Fig. 21 shows a direct comparison of the confusion matrices from digit ‘0’ until ‘9’ obtained for OF, DCT and HWR features classified using TP-MDTW (model 4). It is important to note that the recognition results obtained in this work only use three geometrical features (height, width and ratio), while OF and DCT require 8192 features and 16 features respectively.
For any classification approach, an important issue is that of scalability. It is known that extra calculation time will be needed to accommodate applications that may require additional features or dimensions and it is important to demonstrate that TP-MDTW is capable of such an extension. We used the determination of OF motion-based features to estimate the effect of scalability, with the number of features being increased in stages to 200 and each timing measurement carried out 10 times. Fig. 22 shows the time needed for pair-wise comparison of the features in TP-MDTW and it can be seen that the time taken to complete the underlying operations is only 0.442 ms, with an additional 3.477 ms needed for each additional feature. It is clear that the calculation time increases approximately linearly with the number of features. For the application of TP-MDTW to the lip reading application reported in this paper, classification involves just three shape-based features and it took 0.45 ms to complete the operation. In comparison, the OF motion-based method with 8192 features took approximately 29 ms, while the DCT appearance-based with 16 features took around 0.49 ms. As appearance-based and motion-based methods generally use far more features than shape-based methods, the latter approach is generally much less computationally intensive.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Geometry feature combinations(a)</th>
<th>HW</th>
<th>HWR</th>
<th>AP</th>
<th>HWRA</th>
<th>HWRP</th>
<th>HWRAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td>55.56</td>
<td>61.39</td>
<td>57.36</td>
<td>57.78</td>
<td>54.58</td>
<td>58.19</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td>56.81</td>
<td>62.78</td>
<td>59.44</td>
<td>60.83</td>
<td>57.64</td>
<td>61.11</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td>57.50</td>
<td>65.42</td>
<td>59.72</td>
<td>59.44</td>
<td>56.67</td>
<td>59.86</td>
</tr>
<tr>
<td>Model 4</td>
<td></td>
<td>60.42</td>
<td>70.69</td>
<td>61.94</td>
<td>62.64</td>
<td>58.75</td>
<td>63.33</td>
</tr>
</tbody>
</table>

\(a\) H = height, W = width, R = ratio, A = area, P = perimeter.

Fig. 22. Mean calculation times of pairwise comparisons of the features in TP-MDTW using samples from speaker ‘s01 m’ in session 1. The error bars indicate ±1 standard deviation for measurements obtained using 1, 10, 20, 40, 80 and 200 features.

![Figure 20](image-url)  
**Fig. 20.** Performance of different classifiers using single and combinations of geometrical features.

![Figure 21](image-url)  
**Fig. 21.** Confusion matrices using (a) OF, (b) DCT and (c) HWR features.
4.5. Comparison with other studies

The studies carried out by Benhaim et al. [67] using the CUAVE database reported a speech recognition accuracy of 85% in speaker independent experiments. For visual features the approach used histogram-based descriptors around twelve lip landmarks determined using an AAM fitting technique and the classification involved multiple kernel learning and SVM. Similar results were reported by Papandreou et al. [68] who achieved a best recognition rate of 83% in speaker independent experiments when using AAM visual features obtained from the entire lower face with six shape and six texture coefficients and when using HMM for classification.

Both performance figures are better than those obtained in the current study, and this can largely be attributed to the greater number of visual speech parameters used in the approaches, including non-lip feature points, histogram-based information, as well as differences in the visual classification method. Both works utilized an AAM fitting technique to extract visual speech features, including those in the mouth region. Although AAM is known to perform well in extracting visual face features, the shape and appearance of the objects of interest are learned from a training set that requires the manual annotation of a very large number of images in order to construct a suitable statistical model. Such a supervised learning approach is extremely tedious and time consuming, and is in contrast to the approach presented in our work that implements an unsupervised learning method to accomplish a robust and accurate segmentation of the lips. Furthermore, the approach introduced in this paper uses a significantly less computationally intensive method allowing the classification to be achieved in real time.

Furthermore, the performance of the AAM approach is known to suffer if the target object is partly occluded, as the fitting algorithm has the tendency to become stuck in local minima. This problem is likely to be particularly apparent if the set of target objects has a large variability as will occur for human faces, not only due to the wide range of facial shapes and features in a normal population, but also because subjects are known to wear spectacles, make-up or beards, whose variability cannot normally be fully captured at the training stage. In the method presented in this paper, the region of interest (lip region) is identified using a Viola–Jones object detector whose application is substantially independent of image variability at the test stage.

5. Conclusion and future work

This paper has described a new approach for extracting lip geometry from the mouth region using a skin color filter followed by a border following method and the application of a convex hull technique. Compared to earlier techniques, this solution has the advantage of reliably extracting the lip contour without needing to make any a priori geometrical model assumptions while still being able to processes images in real time. Five geometrical features were extracted from each image in CUAVE database which are height, width, ratio, area and perimeter and these were used as input to TP-MDTW, a novel technique to classify lip dynamic geometry information using the probability of matching a reference template in the database while performing multi-dimensional DTW. Four models have been proposed to work with this technique.

The goal stated in the introduction, namely of delivering a shape-based model with the performance of appearance-based method has been achieved. This has been demonstrated in the performance of the new method in the lip reading of 10 English digits available in the CUAVE database. The experiments showed that the proposed method provides a high performance lip-feature extraction technique and that TP-MDTW is a promising classifier for lip reading.

Although performance of the lip reading system presented in this work achieved best recognition results just using three lip geometry features (height, width and its ratio), the potential exists to further enhance the current system by including additional visual parameters especially in lower face to augment those already presented, with the aim of improving the performance and robustness of the lip reading system as well as providing a high-performing visual component in an audio-visual speech recognition system.

As a future work, we are currently investigating scale invariant features based on the lip geometry. One possible scale invariant feature is the multiple lip angles that can be derived directly from the lip height and width. A further advantage of using lip invariant features is that speaker independent experiments can be performed more easily as the features are effectively normalized automatically for all the speakers in the database. We are also investigating the integration of visual feature into speech recognition system and analyzing its performance under noisy condition.
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