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A Novel Distributed Scheduling Algorithm for Time-Critical Multi-Agent Systems

Amanda Whitbrook, Qinggang Meng, and Paul W. H. Chung

Abstract — This paper describes enhancements made to the distributed performance impact (PI) algorithm and presents the results of trials that show how the work advances the state-of-the-art in single-task, single-robot, time-extended, multi-agent task assignment for time-critical missions. The improvement boosts performance by integrating the architecture with additional action selection methods that increase the exploratory properties of the algorithm (either soft max or ε-greedy task selection). It is demonstrated empirically that the average time taken to perform rescue tasks can reduce by up to 8% and solution of some problems that baseline PI cannot handle is enabled. Comparison with the consensus-based bundle algorithm (CBBA) also shows that both the baseline PI algorithm and the enhanced versions are superior. All test problems center around a team of heterogeneous, autonomous vehicles conducting rescue missions in a three-dimensional environment, where a number of different tasks must be carried out in order to rescue a known number of victims that is always more than the number of available vehicles.

I. INTRODUCTION

A. Motivation

Multi-agent task allocation problems in the Single-Task, Single-Robot, Time-Extended Assignment (ST-SR-TA) class are strongly NP-hard [4] as they represent complex, combinatorial decision problems, and, even when these problems are small, there is an exponential solution space [3]. These drawbacks mean that the Linear Programming (LP) approach, which guarantees optimality, is not suitable for problems of this type. Much research effort has thus been directed toward designing heuristic-based methods that can provide fitter solutions than those generated by greedy algorithms.

The contribution of this paper is the development and testing of extensions to the work carried out in [1] to enhance the performance of a distributed heuristic algorithm that uses the novel concept of performance impact (PI) to allocate time-critical tasks among a heterogeneous set of vehicles. The baseline PI algorithm is expanded to include an appropriate combination of PI task selection and either soft max or ε-greedy task selection. For each problem, the parameter that determines the best action-selection combination is obtained by repeatedly solving between start and end values in suitable steps, until the best solution is found. Extensive testing under several different scenarios is carried out to show empirically that the enhancement can improve the performance of the baseline PI algorithm by up to 8%, and enables solution of some problems that the baseline cannot handle. Comparison with the state-of-the-art CBBA algorithm is also included and it is shown that the baseline PI is superior to it. The enhancements suggested here thus advance the state of the art in task assignment for multi-agent, time-critical systems even further. The increased effectiveness can be attributed to enabling escape from local minima by improving the exploration properties of the algorithm. However, the search for an optimal parameter introduces a trade-off between increasing solution time and boosting solution quality.

B. Related Work

The choice of either a centralized or distributed communication system is of paramount importance when designing task allocation algorithms, as robots continually need to share information about their current task set. Centralized approaches, for example [6] and [7], incur a high communication overhead for larger systems, and are vulnerable to single-point failure. In addition, the vehicles need to communicate with a central server in a fixed location, limiting the range of the mission. However, these systems are generally simpler to implement and tend to run faster as no consensus processing stage is required to ensure that the vehicles have identical situational awareness (SA) or identical solutions. Alternatively, distributed systems, where a planner is instantiated on each vehicle, require less communication bandwidth, allow extension of the mission range, and have no single-point failure vulnerability. However, in real networks, where communication is sometimes limited, inconsistencies in the SA or the generation of different local solutions can lead to conflicting assignments [8], meaning that some form of consensus algorithm is necessary [9]. These consensus-before-planning algorithms provide an additional computational and data processing burden, which can slow down performance, but they have been shown to be robust to different network topologies [2].

Many methods designed for the solution of ST-SR-TA problems involve iterative task allocation, for example market-based decision strategies [5], where each robot is modelled as a self-interested agent, and the whole fleet as an economy. The robots must maximize their own profit by making deals with others in the form of bidding for different tasks. Globally, the profit (revenue minus cost) must be maximized.

Auction-based algorithms (see [10], [11]), which are a subset of market-based methods, have also been applied to
ST-SR-TA problems. In these algorithms, each robot bids on a task based on information from its own SA, and the highest bidder wins the task assignment. Either a central system or one of the bidders can act as the auctioneer. A disadvantage with the method is that each agent needs to communicate directly with the auctioneer, limiting the choice of network topology that can be employed. To avoid this difficulty the auctions can be run within a set of direct neighbors only, although this can compromise mission performance. Auction-based methods are generally robust to inconsistencies in the SA, and have been shown to produce sub-optimal solutions efficiently [2]. For a full discussion of centralized and distributed auction methods see [12].

In [2] Choi et al. have shown that their distributed consensus-based bundle algorithm (CBBA, suitable for solving time-critical SR-ST-TA problems) effectively combines the positive properties of auction-based and consensus-before-planning approaches, producing conflict-free solutions independent of inconsistencies in the SA. Task selection is implemented via a decentralized auction phase, and agreement on the winning bids (rather than the SA) is achieved through a consensus phase that also serves to release tasks that have been outbid. Application of the auction method to TA problems is made possible by grouping common tasks into bundles, and allowing the vehicles to bid on the bundles rather than individual tasks. Bundles are continuously updated as the auction proceeds. The authors show that the method produces the same solution as some centralized sequential greedy procedures, and 50% optimality is guaranteed. Task bundling auction methods are also described in [13] and [14].

In CBBA the bundles are formed by logically grouping similar tasks, as it would be too computationally costly to enumerate all possible bundles. The architecture in [1] uses a similar approach to CBBA, but considers a set of tasks to have a positive synergy for a vehicle if the combined cost of executing them together is less than the sum of the individual costs incurred by carrying them out separately (and vice versa for a negative synergy). The method uses a key novel concept called performance impact (PI) in order to exploit the synergies between tasks to increase optimality. This is a measure of the importance of a task to a vehicle’s local cost. Global cost is decreased by satisfying certain criteria on the performance impact when switching tasks between vehicles. The distributed PI algorithm has been shown empirically to solve task allocation problems more effectively than the CBBA method. When solving a number of time-critical ST-SR-TA problems with different network topologies, different numbers of vehicles and tasks, and randomly generated locations for survivors and vehicles, the PI approach demonstrates a consistently lower average rescue time, and is able to solve many problems that the CBBA method cannot.

This paper develops the PI algorithm further and tests performance against both CBBA and baseline PI. It is arranged as follows; section II summarizes the problem domain and describes the baseline PI architecture. Section III details the additional action selection mechanisms and shows how they are integrated into baseline PI. Section IV provides the experimental methodology and presents a detailed result comparison for the algorithms using several different scenarios. Section V concludes the paper and suggests possible extensions for the work.

II. PROBLEM DESCRIPTION AND PI ARCHITECTURE

A. Summary of the Problem

The problem of interest in this paper is formulated mathematically by defining a set of n heterogeneous rescue vehicles \( V = [v_1, ..., v_n] \), a set of m tasks \( T = [t_1, ..., t_m] \) with \( m > n \), and a set of ordered task allocations \( A = [a_1, ..., a_n] \), where \( a_i \), \( i = 1, ..., n \), is the task list assigned to vehicle \( v_i \). Note that the actual size of a task list \( a_i \) may vary between vehicles, for example vehicle \( v_1 \) may be assigned a single task, whereas vehicle \( v_2 \) may be assigned three tasks. However, mathematically \( |a_i| \equiv m \) as the remaining elements of each assignment vector are set to \( -1 \). A compatibility matrix \( H \) with entries \( h_{ij} \in [0,1] \) defines whether vehicle \( v_i \) is able to perform task \( t_j \) as there may be different task types (the value is 1 if it is able, 0 otherwise). In addition, a maximum start time \( S = [s_1, ..., s_m] \) is randomly defined for each task in each test scenario. After this time has elapsed the task cannot commence, i.e. the problem has the additional complexity of being time-limited. Thus, the time cost for a particular task is defined as the time taken to arrive at the scene; the time taken to carry out the current task is fixed for each task type and is not included; only previous task times affect the current time cost. Each task requires only one vehicle, and each vehicle can complete only one task at a time, although it can complete other tasks afterwards, provided that there is enough time. The problem is to find a conflict-free assignment of vehicles to tasks that maximizes some global reward. It falls into the general category of Single Task–Single Robot (ST-SR) task allocation problems, as defined in [3], and since there are always more victims to find than vehicles available, the problem is also a Time-Extended Assignment (TA) type, i.e. it is an ST-SR-TA system under the same taxonomy.

In this particular case, the global objective function is to minimize \( \varphi \) the average single task time over all tasks, i.e.

\[
\varphi = \frac{1}{m} \sum_{i=1}^{n} \sum_{k=1}^{a_i} c_{ik}(a_i),
\]

(1)

where \( a_i \) is the number of tasks assigned to vehicle \( v_i \), and \( c_{ik}(a_i) \) is the time cost incurred by vehicle \( v_i \) servicing the \( k^{th} \) task in its task list.

The particular scenario used here is based on the rescue aspect of urban search-and-rescue (USAR). The vehicles are either Unmanned Air Vehicles (UAVs) supplying food or helicopters supplying medicine, and each vehicle must find its way to a victim that requires the supplies it is carrying. The start locations of the UAVs and helicopters are known in advance, as are the 3-dimensional locations and requirements of the victims. Different test scenarios can be created by using different seed values to set the vehicle and task locations randomly. The following problem details hold throughout this paper unless stated otherwise:

1. The number of tasks is always exactly double the number of vehicles, and the numbers of helicopters and
UAVs are always equal.

2. The world x and y coordinates range from -5000m to 5000m and the z coordinates range from 0m to 1000m.
3. The helicopters travel at 30m/s and the UAVs travel at 50m/s.
4. All vehicles are available straight away at the start of the mission.
5. The mission time limit (the time window within which the mission must finish) is set at 2000s and the earliest start time is always 0s for all tasks.
6. The maximum start time s is generated for each task using a random fraction of 2000s.
7. The times to execute delivery of medicine and food are fixed at 300s and 350s respectively.

Note that real USAR missions do not conform to the above assumptions; they are made merely to simplify the analysis and enable general conclusions to be drawn more easily.

B. The PI Architecture

PI is a distributed algorithm that runs independently on each board vehicle. It uses the basic framework of the distributed CBBA auction architecture [2], but introduces the novel concept of performance impact (PI) as a score function to determine the bundles and hence allocate the tasks. As in the CBBA algorithm, there is a local task allocation phase in which each vehicle generates a bundle of tasks, and a task consensus phase that resolves conflicts through local communication between connected vehicles. The two phases are repeated until convergence, i.e. until a conflict-free task assignment is reached.

There are two types of performance impact, which are now explained. The removal performance impact (RPI) \( w_k(a_i \ominus t_k) \) of task \( t_k \) to its assigned vehicle \( v_i \) is the cost of performing a removed task plus the difference in cost (with and without the removed task) of performing future tasks. It represents the contribution of a task to the local cost generated by a vehicle. RPI is defined as:

\[
c_i(b, t_k) = \sum_{r=b+1}^{\alpha_i} \{ c_{i,r}(a_i) - c_{i,r-1}(a_i \ominus t_k) \},
\]

where \( a_i \ominus t_k \) symbolizes removal of task \( t_k \) from the task list \( a_i \) of vehicle \( v_i \), and \( b \) denotes the position of task \( t_k \) in the task list, i.e. \( a_{i,b} = t_k \). The summation term represents comparison of the time cost with the task \( t_k \) included in the task list (first term) and the time cost without it (second term). It is a summation since this is calculated for all the tasks following \( t_k \) in the task list. An RPI list \( Y_p = [w_1, ..., w_n] \) is thus compiled for each vehicle.

To facilitate consensus, a vehicle list \( \beta_p = [\beta_1, ..., \beta_n] \) is also composed for each vehicle. This list records the local view of which vehicle is assigned to which task.

When a task is removed from a vehicle’s task list it must be added to the task list of another. Thus, it is necessary to define inclusion performance impact (IPI) to measure the task’s contribution to the local cost generated by the new vehicle. The IPI \( w_k^e(a_i \oplus t_k) \) of task \( t_k \) to vehicle \( v_j \) is the cost of performing the additional task plus the difference in cost (with and without the added task) of performing future tasks. It is defined as:

\[
w_k^e(a_i \oplus t_k) = \min_{i=1}^{\alpha_j} w_k^e(a_i), \quad \text{where } a_i \oplus t_k \text{ symbolizes adding task } t_k \text{ to the task list } a_i \text{ of vehicle } v_j, \text{ at the } k \text{th position. The value of } w_k^e(a_i) \text{ in } (4) \text{ is calculated for each possible value of } l \text{ and } w_k^e(a_i) \text{ is taken as the minimum of these. Again, the summation term represents comparison of the time cost with the task } t_k \text{ now included in the task list (first term) and the time cost without it (second term). This is calculated for all the tasks including and following position } l \text{ in the task list. An IPI list } \gamma_p = [\gamma_1, ..., \gamma_m] \text{ is thus compiled for each vehicle.}
\]

Intuitively, the RPI and IPI values in (4) have the same value when a task is removed from a vehicle’s task list and is then added back into the same task list in the same position, i.e. when \( i = j \) and \( b = l \).

When removing a task \( t_k \) from the task list \( a_i \) of \( v_i \) it is obvious that there is benefit in adding it to the task list \( a_j \) of vehicle \( v_j \) if

\[
w_k(a_i \ominus t_k) > w_k^e(a_i \oplus t_k)
\]

as this will decrease the overall cost by the difference between the two values. The novelty of the PI algorithm is the RPI and IPI concepts; its full structure, which is similar to the CBBA algorithm [2] and written in MATLAB code, is now described.

At the start of the PI algorithm, the locations of the tasks and vehicles and the maximum start times are randomly generated, and the network topology (row, circular, mesh or hybrid) is defined. Also, the vehicle RPI lists and IPI lists are initialized to an \( m \)-sized vector holding the maximum MATLAB real number. The task lists, time cost lists and vehicle lists are initialized to an \( m \)-sized vector of -1, -1 and 0 values respectively.

During the consensus phase the vehicles exchange RPI lists, vehicle lists and also time stamps with all other vehicles in their range. When all the lists have been received, the consensus takes place, i.e. the RPI and vehicle lists are recomputed according to an adaptation of the CBBA action rules specified in Table 1 of [2], which stipulates conditions for updating (adopting another vehicle’s lists), leaving (keeping the same lists), and resetting. These rules are based on comparing RPI values and determining which vehicle has the most up-to-date information. For example, if vehicle \( j \) is the sender and vehicle \( i \) is the receiver, and both vehicles claim task \( k \) then if \( w_{jk} < w_{ik} \) the receiver’s action is to update so that \( w_{jk} = w_{ik} \) and \( \beta_{jk} = \beta_{ik} \). If the sender claims task \( k \) but the receiver credits it to a different vehicle \( p \) then, if either the time stamp for the information exchange between vehicles \( j \) and \( p \) is more recent than that between vehicles \( i \) and \( p \), or if \( w_{jk} < w_{ik} \), then the receiver’s action is the same.
After the consensus phase, the task removal phase of the algorithm begins. Tasks are marked as candidates for removal from a vehicle’s task list if there is disagreement between the vehicle list computed in the consensus phase and the current task list, i.e. if a task is recorded on the task list, but that task is assigned to a different vehicle on the vehicle list. The RPI list \( Y^r_i = [w^1_i, ..., w^m_i]^T \) is then calculated according to (2) and iteratively compared with the previous RPI list \( Y_i = [w^1_i, ..., w^m_i]^T \) that emerged from the consensus phase, for all candidate tasks \( d_i \), i.e. the following is computed:

\[
z = \max_{k=1}^{n} |Y^r_{lk} - Y_{lk}|. \tag{5}
\]

If \( z \geq 0 \) then the task yielding the maximum \( z \) is removed from both the task list and the candidate list, and the time cost is then re-calculated. In addition, \( Y^r_i \) is computed again from (2) as its value changes following the removal of the task. Equation (5) is re-evaluated, and the process repeats until \( d_i = \emptyset \). Any unremoved tasks are assigned to \( v_i \) in the vehicle list, i.e. \( \beta_i(d_i) = v_i \) and the RPI list \( Y_i \) set as the final \( Y_i^r \).

The next phase is the task inclusion phase, where the IPI list \( Y^i_i = [w^1_i, ..., w^m_i]^T \) is computed according to (3) and (4), and compared with the RPI list \( Y_i = [w^1_i, ..., w^m_i]^T \) computed in the task removal phase, i.e. the following is calculated:

\[
q = \max_{k=1}^{n} |Y_{lk} - Y_{lk}^i|. \tag{6}
\]

If \( q > 0 \) then the task \( t_i \) yielding the maximum \( q \) is added to the task list of \( v_i \) at the position \( l \) that returns the minimum \( w^*_i \), and the time cost is re-calculated. The RPI of the task for \( v_i \) becomes the IPI of the task for \( v_i \) and the vehicle list \( \beta_i \) is adjusted accordingly. The IPI is recalculated, (6) is re-evaluated, and the process repeats until there are no more tasks in the task list. Finally, the RPI \( Y_i = [w^1_i, ..., w^m_i]^T \) is recalculated at the end of the phase. The communication exchange, consensus, task removal and task inclusion phases continue iteratively until suitable stopping criteria is met, for example, until no actions have been taken in the task removal and inclusion phases for more than two iterations. For further details of the PI algorithm see [1].

### III. ACTION SELECTION MECHANISMS

#### A. Soft Max and \( \epsilon \)-Greedy Action Selection

In the baseline PI algorithm task allocation is governed only by comparing the calculated RPI and IPI values using (5) and (6). This approach can restrict the solution search space to local minima. There is thus a need to provide an additional mechanism that permits further exploration of the solution space.

There are two variants of the modified PI algorithm; one that uses \( \epsilon \)-greedy action selection, and one that uses Boltzmann soft max selection. In \( \epsilon \)-greedy selection the best option is selected for a proportion \( 1 - \epsilon \) of trials, and a random option (with uniform probability) is selected for a proportion \( \epsilon \), \( 0 \leq \epsilon \leq 1 \). In the Boltzmann soft max method, selection is based on a fitness score \( f \) for the various options. If there are \( m \) items, and the fitness for item \( k \) is \( f_k \), then the probability \( p_k \) of selecting item \( k \) is given by

\[
p_k = \frac{f_k}{e^{\frac{1}{\tau}}} \sum_{j=1}^{m} \frac{f_j}{e^{\frac{1}{\tau}}} \tag{7}
\]

By varying the parameter \( \tau \) it is possible to alter the selection strategy from picking a random item (\( \tau \) infinite) to assigning higher probabilities for higher fitness (\( \tau \) small and finite), to choosing only the item with the best fitness (\( \tau \) tending to 0).

#### B. Integration with the PI Algorithm

In the proposed approach \( \epsilon \)-greedy or Boltzmann soft max action selection routines are integrated into the PI algorithm and a loop is constructed around the main program. Within the loop different values of \( \epsilon \) and \( \tau \) respectively are trialed (in appropriate steps) until the best solution (i.e. that yielding the minimum \( \varphi \) value from (1)) is obtained. Pseudo code for the modified main program is presented in Algorithm 1.

---

**Algorithm 1** Main Program

1. Initialize \( \bar{\varphi} \), \( \bar{\epsilon} \) (\( \epsilon \)-greedy) or \( \bar{\epsilon} \) (soft max) to large values, Set Seed
2. for \( \epsilon \in [\tau] \) between start value and end value
3. Reset Seed,
4. Define World, Vehicles, Tasks, Network Topology
5. for each vehicle \( i \)
6. Initialize \( a_i, c_i, w^*_i, w_i, \beta_i \)
7. next
8. while not converged
9. Communicate \( w_i \) and \( \beta_i \) between vehicles
10. Re-compute \( w_i \) and \( \beta_i \) according to CBBA rules
11. for each vehicle \( i \)
12. Carry out \( \epsilon \)- greedy [soft max] task removal
13. Carry out \( \epsilon \)- greedy [soft max] task inclusion
14. next
15. Check convergence
16. if converged
17. Compute \( \varphi \) from (1)
18. Results set = \( \mathcal{R} \)
19. Mark as converged
20. end if
21. end while
22. if \( \varphi < \bar{\varphi} \) AND problem has not failed
23. \( \bar{\varphi} = \varphi \), \( \bar{\epsilon} = \epsilon [\bar{\epsilon} = \tau] \), \( \mathcal{R} = \mathcal{R} \)
24. end if
25. next
26. Show final \( \bar{\varphi} \), \( \bar{\epsilon} \) [\( \bar{\epsilon} \) selection, \( \mathcal{R} \)]

---

In the \( \epsilon \)-greedy variant selection is modified when the RPI and IPI are calculated in the task removal and task inclusion phases respectively. In the task removal phase, after \( w_k \) has been calculated from (2) there is a probability \( \epsilon_k \), \( 0 \leq \epsilon_k \leq 1 \) of multiplication of \( w_k \) by random factor \( \delta \), \( 1 \leq \delta \leq 1.5 \). For example, if \( \epsilon = 0.25 \) there is a 25% probability that \( w_k \) is modified for each task in the task list and a 75% probability (1 - \( \epsilon \)) that \( w_k \) is unaffected. The modification means there
is a probability that the task yielding \( z \) in (5) will differ from the equivalent task in the baseline PI algorithm. Task inclusion works in a similar way. Pseudo codes for the \( \epsilon \)-greedy task removal and task inclusion routines are presented in Algorithms 2 and 3 respectively. Note that the upper and lower limits for \( \delta \) were determined from pre-trials. Use of a fixed \( \delta \) represents a more common form of \( \epsilon \)-greedy selection, but the pre-trials demonstrated advantages (in terms of solution quality) when using a variable \( \delta \) with minimum value 1 and maximum 1.5.

**Algorithm 2  \( \epsilon \)-greedy Task Removal**

1: Compute candidate tasks for removal
2: \textbf{while} candidate list is not empty
3: \textbf{for} each task in the task list
4: \hspace{1em} \textbf{if} vehicle and task are compatible
5: \hspace{2em} Set previous (and next) task and time cost
6: \hspace{2em} Compute \( w_k \) from (2)
7: \hspace{2em} Set \( \rho, 0 \leq \rho \leq 1.0 \) and \( \delta, 1 \leq \delta \leq 1.5 \)
8: \hspace{2em} \textbf{if} \( \rho < \varepsilon \)
9: \hspace{3em} Set \( w_k = \delta w_k \)
10: \hspace{1em} \textbf{end if}
11: \hspace{1em} \textbf{end if}
12: \hspace{1em} next
13: Compute \( z \) from (5)
14: \textbf{if} \( z \geq 0 \)
15: Remove task yielding max \( z \) from task list
16: Remove task yielding max \( z \) from candidate list
17: Recalculate time cost list
18: \textbf{end if}
19: \textbf{end while}
20: Put unremoved tasks back into vehicle list

**Algorithm 3  \( \epsilon \)-greedy Task Inclusion**

1: \textbf{while} tasks in task list not at upper limit
2: \textbf{for} each task in problem
3: \hspace{1em} \textbf{if} vehicle and task are compatible
4: \hspace{2em} \textbf{if} task not already in task list
5: \hspace{3em} \textbf{for} each insertion position
6: \hspace{4em} Set previous task and time cost
7: \hspace{4em} Compute \( w_k \) from (3) and (4)
8: \hspace{4em} Set \( \rho, 0 \leq \rho \leq 1.0 \) and \( \delta, 1 \leq \delta \leq 1.5 \)
9: \hspace{4em} \textbf{if} \( \rho < \varepsilon \)
10: \hspace{5em} Set \( w_k = \delta w_k \)
11: \hspace{4em} \textbf{end if}
12: \hspace{1em} \textbf{end if}
13: \hspace{1em} \textbf{end if}
14: \hspace{1em} \textbf{end for}
15: \hspace{1em} next
16: Compute \( q \) from (6) and \( l \) from (3) and (4)
17: \textbf{if} \( q > 0 \)
18: Add task yielding max \( q \) to task list at position \( l \)
19: Update vehicle list
20: Set \( w_k = w_k^* \)
21: Recalculate time cost list
22: \textbf{end if}
23: \textbf{end while}
24: Recalculate \( \gamma_i \)

In the Boltzmann soft max version selection is modified in a different way. The RPI and IPI are calculated for each task as in the baseline PI algorithm. For task removal the arrays \( \lambda, \xi \) (fitness) and \( \sigma \) (related to the top term in (7)) are then determined from:

\[
\lambda = \gamma'[d] - \gamma'[d],
\]
\[
\mu = \min(\lambda),
\]
\[
\mu^* = |\mu| \forall \mu < 0,
\]
\[
\mu^* = 0 \forall \mu \geq 0,
\]
\[
\xi = \lambda + \mu^*,
\]
\[
\sigma = e^{\xi}.
\]

For task inclusion \( \lambda \) is calculated from

\[
\lambda = \gamma - \gamma^*.
\]

Calculation of \( \mu \) (the adjustment factor to remove negative values) is slightly more complex for task inclusion, as some of the members of the \( \lambda \) array may have values equal to MATLAB’s largest possible value \( R \) from initialization. Thus, \( \lambda \) is first adjusted so that any such members have their values scaled by a factor \( R \). If \( \lambda^* \) represents the adjusted \( \lambda \) array, then

\[
\mu = \min(\lambda^*),
\]

and \( \mu^* \) is given by (10) and (11) as before. The fitness is defined as

\[
\xi = \lambda^* + \mu^*,
\]

and \( \sigma \) is given by (13) as before. For both task removal and task inclusion, the probability \( p_k \) of task \( k \) being selected is given by

\[
p_k = \frac{\sigma_k}{\sum_{j=1}^{m} \sigma_j}
\]

from (7). To facilitate this, a random number \( \rho \) is generated for each iteration of the task removal and task inclusion phases, and this number determines which task is selected for removal or inclusion according to (17). By varying \( \tau \) in (13) it is possible to control the reliance of the strategy upon probability. Pseudo codes for the Boltzmann soft max task removal and task inclusion routines are presented in Algorithms 4 and 5 respectively. Note that the value of \( z \) is still calculated from (5) for task removal, even if a different task is selected (i.e. if the task yielding the maximum value is not selected). For task inclusion \( q \) is not calculated from (6); instead, it is taken as \( \lambda_j \) where \( j \) represents the selected task. The position of insertion in the task list \( l \) is still taken as that yielding the minimum \( w_k^* \) from (3). Note that, in theory, parameter reselection could be carried out at any time, to cope with dynamic changes in the environment. Although this would impose an additional computational burden during run time, minimization of impact is possible by limiting the search to a region close to the original optimal parameter, assessing overall mission time, and imposing suitable stopping criteria.
**Algorithm 4** Soft Max Task Removal

1: Compute candidate tasks for removal
2: while candidate list is not empty
3: for each task in the task list
4: if vehicle and task are compatible
5: Set previous (and next) task and time cost
6: Compute \( w_k \) from (2)
7: end if
8: next
9: Set \( \lambda, \mu, \mu', \xi, \sigma \) from (8) to (13)
10: Compute probabilities of task selection from (17)
11: Generate \( \rho, 0 \leq \rho \leq 1.0 \)
12: Select task for removal based on probabilities
13: Compute \( z \) from (5)
14: if \( z \geq 0 \)
15: Remove selected task from task list
16: Remove selected task from candidate list
17: Re-calculate time cost list
18: end if
19: end while
20: Put unremoved tasks back into vehicle list

**Algorithm 5** Soft Max Task Inclusion

1: while tasks in task list not at upper limit
2: for each task in problem
3: if vehicle and task are compatible
4: if task not already in task list
5: for each insertion position
6: Set previous task and time cost
7: Compute \( w_k \) from (3) and (4)
8: next
9: end if
10: end if
11: next
12: Set \( \lambda, \lambda', \mu, \mu' \) from (14-15), (10-11)
13: Set \( \xi, \sigma \) from (16) and (13)
14: Compute probabilities of task selection from (17)
15: Generate \( \rho, 0 \leq \rho \leq 1.0 \)
16: Select task for inclusion based on probabilities
17: Calculate \( \lambda_j \) for selected task \( j \)
18: Compute \( l \) from (3) and (4)
19: if \( \lambda_j > 0 \)
20: Add task \( j \) to task list at position \( l \)
21: Update vehicle list
22: Set \( w_k \) = \( w_k' \)
23: Recalculate time cost list
24: end if
25: end while
26: Recalculate \( \gamma_t \)

### IV. EXPERIMENTS

**A. Methodology**

In the experiments nine seeds were used to create different 3-dimensional cases with 4, 6, 8, 10, 12, 14, and 16 vehicles, i.e. 63 different problems were tackled, each using a row communication topology. The problems were solved using CBBA, the baseline PI algorithm, and the two proposed PI variants in this paper. If the problem was solved, i.e. each task was completed on time, then \( \varphi \) was calculated and recorded. If some tasks were not completed then the number of failed tasks for each task type was recorded instead.

For \( \epsilon \)-greedy selection, \( \epsilon \) values of between 0.01 and 0.99 were trialed in steps of 0.01. However, pre-trials showed that the program execution time for all 99 \( \epsilon \) values was becoming too large as \( n \) increased. To avoid delays the stopping values were changed to 0.35 and 0.15 for 10/12 and 14/16 vehicles respectively. For the same reason soft max selection \( \tau \) values between 1 and 100 in steps of 1 were used for up to 8 vehicles, but the stopping value was adjusted to \( \tau = 50 \) for 10, 12 and 14 vehicles, and to \( \tau = 20 \) for 16 vehicles. These adjustments meant that run time never exceeded 7 minutes for \( \epsilon \)-greedy selection (3 minutes for soft max selection, which proved to be a faster algorithm) in the MATLAB implementations used here.

In CBBA values of 0.001 were used for \( \lambda \) and also for \( F \) (the vehicle fuel penalty) to match the scale of the worlds generated. The CBBA score function used was:

\[
\mathcal{H} e^{-\lambda t} - F d,
\]

where \( \mathcal{H} \) is the reward associated with a task (\( \mathcal{H} = 100 \) for all tasks) and \( d \) is the distance between vehicle and task.

**B. Results**

Table I shows the calculated \( \varphi \) values for each algorithm and scenario and, in the case of the PI variants, the \( \epsilon \) and \( \tau \) values that produced the best solution are also displayed. The percentage improvement of the best algorithm (highlighted in bold) over baseline PI is also shown in the last column, where appropriate. If the best algorithm is able to solve when baseline PI cannot, then a ‘+’ symbol is shown. If no algorithm can solve, then a ‘−’ symbol is displayed.

Table II shows the time taken in seconds for 15 iterations of the \( \epsilon \)-greedy and soft max PI variants when case 4 is solved. This is the time taken when the maximum \( \epsilon \) is set to 0.15 and a step-size of 0.01 is used, and when the maximum \( \tau \) is set to 15 with increments of size 1. These times are compared with the corresponding run times of the baseline PI algorithm, which only executes a single iteration. For comparison purposes this value is also multiplied by 15 in the next column. If an ‘F’ is shown in the table then the algorithm failed to solve the problem and, if a ‘T’ is shown, this indicates that the run was terminated because a 600 second limit was reached.

**C. Discussion**

CBBA demonstrated a high failure rate and out of the 63 problems trialed it was only able to solve 12. It offered the best solution in only 1 problem (for 4 vehicles, case 8), but in this case, the \( \epsilon \)-greedy and soft max PI variants also produced the same solution.

The PI variants consistently out-performed the original in terms of the average rescue time; up to about 8%
improvement was observed. In addition, there were 3 and 4 problems respectively that the ε-greedy and soft max variants could solve that the baseline could not. They improved the average solution time (or were able to offer solutions when the baseline could not) for 92% of the problems; the remaining 8% of problems could not be solved by any algorithm.

Table I. $\varphi$ VALUES

<table>
<thead>
<tr>
<th>n</th>
<th>Case</th>
<th>CBBA</th>
<th>PI</th>
<th>$\varphi_{\text{max}}$</th>
<th>$\varphi_{\text{greedy}}$</th>
<th>$\varepsilon$</th>
<th>Soft $\varphi_{\text{max}}$</th>
<th>$\tau$</th>
<th>% PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
<td>4.33</td>
<td>4.63</td>
<td>4.33</td>
<td>4.63</td>
<td>4.33</td>
</tr>
<tr>
<td>2</td>
<td>2/1</td>
<td>296.75</td>
<td>282.23</td>
<td>0.6</td>
<td>281.24</td>
<td>3</td>
<td>5.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>312.05</td>
<td>301.23</td>
<td>0.29</td>
<td>298.74</td>
<td>5</td>
<td>4.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/1</td>
<td>274.27</td>
<td>33</td>
<td>288.94</td>
<td>4</td>
<td>4.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1/1</td>
<td>261.77</td>
<td>255.25</td>
<td>0.11</td>
<td>270.10</td>
<td>15</td>
<td>2.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0/1</td>
<td>276.20</td>
<td>268.32</td>
<td>0.16</td>
<td>271.44</td>
<td>2</td>
<td>2.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0/1</td>
<td>280.76</td>
<td>262.05</td>
<td>0.28</td>
<td>260.28</td>
<td>7</td>
<td>7.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1/1</td>
<td>261.86</td>
<td>256.13</td>
<td>0.35</td>
<td>256.28</td>
<td>12</td>
<td>7.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1/1</td>
<td>261.86</td>
<td>256.13</td>
<td>0.35</td>
<td>256.28</td>
<td>12</td>
<td>7.79</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In terms of average rescue time $\varphi$, the $\varepsilon$-greedy variant generally performed better than the soft max variant, especially when vehicle and task numbers were low (less than 16 vehicles). However, for higher numbers of vehicles the search space had to be narrowed more for the $\varepsilon$-greedy variant to improve run time efficiency, which led to a decrease in its performance compared to the soft max variant. For example, for 8 vehicles the $\varepsilon$-greedy variant produced the best average rescue time in all cases. However, it is worth noting that, for this number of vehicles, the $\varepsilon$-greedy variant took much longer than the soft max variant to find the best solution, yet the soft max version was still able to outperform the baseline in most cases.

Table II. ALGORITHM RUN TIMES IN SECONDS

<table>
<thead>
<tr>
<th>n</th>
<th>PI</th>
<th>PI*15</th>
<th>$\varepsilon$-soft</th>
<th>Soft $\varphi_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.1</td>
<td>1.7</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>3.5</td>
<td>2.7</td>
<td>3.0</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>9.1</td>
<td>9.6</td>
<td>9.2</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>13.4</td>
<td>11.7</td>
<td>18.8</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>22.5</td>
<td>44.8</td>
<td>29.8</td>
</tr>
<tr>
<td>14</td>
<td>3.2</td>
<td>48.5</td>
<td>189.6</td>
<td>54.9</td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>-</td>
<td>1</td>
<td>83.5</td>
</tr>
</tbody>
</table>

The values of $\varepsilon$ and $\tau$ that produced the best solutions varied greatly. For example, for 6 vehicles, the best $\varepsilon$ value was 0.01 in one case, but it was 0.91 in another. Similarly, for 8 vehicles the best $\tau$ was 2 in one of the cases but was 94 in another. Unfortunately, this means that it is not possible to narrow the scope of the search to save run time whilst still guaranteeing the best solution; if the scope of the search is reduced then the opportunity to find the best solution may be missed. Thus, there is a compromise between obtaining the best possible solution and minimizing run time. In these experiments as the number of vehicles increased, it was necessary to reduce the ranges of $\varepsilon$ and $\tau$ values that were searched to preserve run-time efficiency. This meant that the best solutions were sometimes missed. For example, for 10 vehicles the maximum $\varepsilon$ was set to 0.35, and this produced a best solution of 261.09 with $\varepsilon = 0.15$ for case 8. However, if the maximum $\varepsilon$ had remained at 0.99, then a better solution (258.95) would have been obtained when $\varepsilon$ reached 0.89.

Table II shows that the baseline PI algorithm runs almost instantaneously, for example, it takes only about a second when there are 10 vehicles, and the run time increases steadily as the number of vehicles rises. The run time of the soft max variant is comparable with column 3 of the table, which multiples baseline PI’s run time by 15. It suggests that running the soft max variant is approximately equivalent to running the baseline the same number of times, i.e. soft max takes longer only because it executes a search; there are no additional complications in its architecture that slow it down. This is not the case for the $\varepsilon$-greedy variant; for smaller numbers of vehicles (< 10) it behaves in a similar manner to the soft max variant, but begins to reveal much longer run times for higher numbers of vehicles (≥ 10). Moreover, these run times show erratic behavior, i.e. they do not rise steadily with the number of vehicles. For example, when 10 vehicles are used with case 4 the algorithm takes about 117s to run, but converges in about 45s when 12 vehicles are used. Further investigation has shown that the problem is caused by the number of inner iterations of the task allocation phase. For some problems this number can become very high for the $\varepsilon$-greedy variant because new probability parameters are
generated each time the RPI and IPI are calculated for each task in the task list. With the soft max variant, the RPI and IPI are calculated for each task in the list first before the probability parameters are created. Limiting the number of internal iterations in the $\varepsilon$-greedy variant should overcome this problem. Additionally, the time efficiency of both variants could be improved by terminating the search once the objective function has reached a given percentage of the best value computed so far.

An important consideration is that neither of the proposed algorithms is as efficient as the original PI algorithm in terms of actual run time. This matters for the problems considered here, where the maximum mission time is 2000s (about half an hour), and mean rescue times are at about 280s (about four and a half minutes). In these problems any savings in mean rescue time offered by the amended algorithms are counter-balanced by run-time losses. For example, if there is a 4% saving in mean rescue time, this equates to about 11s for each task. If there are 28 tasks the total saving is 308s or about 5 minutes. However, if the modified algorithm takes 5 minutes to run, then any gain is eliminated. For smaller time-scale problems this means that it is important to reduce the search space accordingly as $n$ increases, even if this means missing fitter solutions.

For more realistic larger-scale problems, for example, problems with a maximum mission time in terms of days and mean rescue start times in terms of hours, the algorithm’s initial run-time efficiency is not as important as it runs in terms of minutes and seconds, and thus has much less impact on overall mean rescue time. In these cases, it would be possible to examine a wider range of the spectrum of possible $\varepsilon$ and $\tau$ values to be certain of finding the optimal or near optimal solution without compromising the effectiveness or efficiency of the mission. In addition, if a new parameter search is required because new information has become available then the computational burden can be reduced by using prior knowledge of the original optimal parameters, i.e. the search can be conducted within a much smaller range that centers on the previously selected parameter. This means that problem solution using modified PI is possible online, and can be applied to dynamically changing problems.

V. CONCLUSIONS AND FUTURE WORK

In this paper, the distributed Performance Impact (PI) task-allocation algorithm has been enhanced to include a degree of either $\varepsilon$-greedy or soft max action selection, thus introducing a level of exploration to the architecture, much like a genetic algorithm, which uses random cross-over and mutation to obtain more variation in the solution. These variations can permit new areas of the search space to be explored and hence can improve solution fitness. Indeed, in the experiments performed here the introduction of more exploration improved baseline PI’s task allocation performance by up to about 8%, and enabled the algorithm to solve additional problems that failed using the baseline version. Baseline PI has been shown to outperform the popular state-of-the-art CBBA algorithm [2] in this paper and also in [1]. The additional action selection mechanisms detailed in this paper enable improved performance at relatively low cost. This work thus represents an advance in the state-of-the-art in ST-SR-TA multi-agent task planning.

Future work will aim to improve the time efficiency of the $\varepsilon$-greedy and soft max PI variants. This will be achieved by limiting the number of inner iterations in the task allocation phase in the $\varepsilon$-greedy variant and stopping the search in both variants when the objective function has already improved by a given percentage of its best value. The tests carried out in this paper will also be repeated using different network topologies and the effects of introducing uncertainty into key parameters will also be explored. Finally, the baseline PI algorithm will be adapted to allow it to reschedule tasks as soon as new information becomes available.

This work was supported by EPSRC (grant number EP/J011525/1) with BAE Systems as the leading industrial partner.

REFERENCES