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Abstract

The PASS-IT Project (Project on ASsessment in Scotland using Information Technology) has organised a series of experiments to measure the effectiveness of on-line assessments in a range of subjects and levels across Scottish schools and colleges (PASS-IT, 2003). In order to analyse the data from these experiments properly it has proved invaluable to prepare electronic reports on candidate performances in the on-line assessments. This paper describes the work of PASS-IT, the role of e-reports to enlighten research findings and how such e-reports can enhance the teaching and learning process.

Some background

In the year 2000 the Scottish education system adopted a two-stage approach to the measurement of learning in schools and colleges. Each traditional annual course was sub-divided into units; typically three units make up one annual course. Each unit, roughly one per term, would have minimum competencies assessed at the end of term with a pass/fail as the only outcome. Only students who gain a pass in all three units of the course are entitled to take the end of course assessment. This end of course assessment contains questions to measure both lower and higher order skills as defined by Bloom et al (Bloom et al 1956/1964). The teacher in the classroom marks the unit tests, taken from what is called the National Assessment Bank (NAB) of questions, and then reports to the Scottish Qualifications Authority (SQA) which of the pupils are eligible to take the end of course assessment. The SQA moderates this process.

The PASS-IT Project is preparing assessments in Scotland using information technology across a wide range of national qualifications for students at both
secondary schools and further education colleges. The two-phase project started in August 2002 with phase one ending at the end of October 2003. The £1M funded project brings together the leading educational agencies in Scotland including the SQA, Learning and Teaching Scotland (LTS), the Scottish Further Education Unit (SFEU), BBC Scotland and the Scottish Centre for Research into On-Line Learning and Assessment (SCROLLA) at Heriot-Watt University.

In phase one, on-line assessments were created to test the minimum competencies in selected units of Higher National Computing, Advanced Higher and Higher Mathematics and Higher Chemistry (Advanced Higher and Higher in Scotland correspond respectively to the A and AS levels in England, Wales & Northern Ireland).

In phase two of PASS-IT, between November 2003 and the end of October 2004, further e-assessments are planned in Access 2/3 and Intermediate 1/2 Mathematics (levels at or below GCSE in England), Higher French (both Reading and Listening), Intermediate 1 English, and Higher Music. For further details about PASS-IT the reader is directed to the website at http://www.pass-it.org.uk.

The status of reports pre PASS-IT

The reporting system used in the PASS-IT project has evolved from the embryonic work undertaken at Heriot-Watt University as part of the CALM Project in the middle 1980s (CALM). During the development of learning resources for a first course in Calculus, a formative test, as part of the CALM package, was delivered every week of a 25-week course. The students on this course chose, on average, to spend three-quarters of their tutorial time on the weekly test section and the tutor used a reporting system on performance to feed back his comments to the 250 - 300 students on the course. This supplemented the automatic feedback provided by the tests themselves. This crude but effective reporting system gave the tutor access to marks in all versions of the test (typically three modes of delivery providing different levels of help), the chance to look at an individual student’s progress across the range of tests and, if necessary, to go into a particular test to view the answers being input to each step of a question. This level of detail enabled the tutor to make meaningful comments and report them back to groups of students on a weekly basis. It was an efficient way for one person to monitor the performance of such a large group of students but in those early days the data was not saved onto a database for further analysis.

Just before PASS-IT began Heriot-Watt University had undertaken a major educational development to produce high quality, interactive teaching and learning materials in the SCHOLAR Programme (SCHOLAR). SCHOLAR set out to create on-line resources at the levels of Higher and Advanced Higher in Biology, Chemistry, Computing, Mathematics, and Physics and at Advanced Higher in French. These resources included a number of formative
assessments within each unit. The success of SCHOLAR has ensured that all 32 of the Scottish educational authorities have become members of the SCHOLAR Forum, putting over 40,000 students and teachers on-line in this comprehensive programme of on-line education.

As part of SCHOLAR a reporting system was put in place in which students and their teachers could view the record of achievement as the course progressed. Experience at continuing professional development (CPD) events reveals that many teachers are still not aware of the power of the SCHOLAR reporting system, but those who do use it find it most helpful in keeping track of student progress. For students themselves the ability to see how they are performing can also be a driver towards independent learning.

Versions of the SCHOLAR material are used internally at Heriot-Watt University in Physics and Chemistry to teach first year undergraduates. Here the reporting system is employed to supply information on student performances in the end-of-topic tests (typically ten topics per unit). The marks in such tests are saved onto the database of results, are reported back to both the students and their tutors, are transferred into Excel and form 25% of the overall mark for that module of work. In this incarnation of SCHOLAR on the Riccarton campus of Heriot-Watt University, the tests at the end of each topic perform both a continuous formative and summative role.

At the start of the PASS-IT Project both candidates and their teachers could view summary reports showing highest/average/first/last percentage marks. In addition to the summary reports information could be filtered by unit or assignment, for individual students and classes, showing question and assessment marks. Figures 1 and 2 below show screen shots of the kind of data that was available.

![Figure 1: A student report on an individual assessment showing multiple attempts and summary data](image-url)
The PASS-IT Process

PASS-IT has adopted a cyclic process for the development of online assessment questions. There are five main stages (Figure 3), briefly described below.

### Question & Test Design

This is generally the start of the process. This stage begins with subject specialists and learning technologists reviewing the learning points that need to be assessed. Once these are well defined, the process of working together to develop one or more approaches for the online assessment of each point begins. This process often involves the review of previous, usually paper based, assessment items. Numerous iterations of evaluation, reflection and
development occur, resulting in one or more assessment items associated with a learning point. These individual items can then be combined into an assessment. It should be noted that this process is also influenced by the research questions under investigation.

**Question Testing & Evaluation**

To ensure the reliability and validity of the question and marking scheme design, learning technologists and subject specialists carry out rigorous quality assurance testing. Usability and accessibility evaluations are also carried out at this stage. Naturally this informs the design process and may lead to modification to the question design. Finalised assessments are then signed off by learning technologists and subject specialists.

**On-line Assessments**

A number of different types of pilots are run as part of the project, depending on the area of research. Papers detailing the pilots for phase one are available (PASS-IT, 2003; Ashton et al, 2004\(^1,\)\(^2\)).

**Results Moderation**

Following use in pilot studies the student responses and questions are reviewed. At this stage it is important to ensure the validity and reliability of both the question design and marking scheme. Experienced markers check student responses and the marks awarded to ensure that marks have been awarded correctly, and report instances where correct answers have been omitted from the marking scheme.

**Results Analysis**

Question responses, marks and usage data are analysed in accordance with the research objectives. In particular, part of the research was to analyse whether the use of steps was an alternative method of awarding partial credit normally associated with follow through marking. This necessitated a review of the student responses, and rough working, to ascertain what marks a human marker, applying follow through would award.

**Utilisation of Reporting in the PASS-IT Project**

The PASS-IT assessment engine records all navigation and submission events during an individual student’s assessment. Naturally, each assessment will differ in the number of questions and parts, but for a typical single assessment an individual student would trigger approximately 100 events – this figure will vary depending on the strategy the student takes i.e. in pre-reading all questions first, in reviewing etc. Given that a teacher will typically have between 20 and 30 students in their class, taking many tests, this quickly becomes an unmanageable figure for manual processing. To
cope with the amount of data, and the increase in detail required during the research phase, the existing reporting system needed to be improved.

The remainder of this paper provides examples of some of the uses of the new reporting system in the PASS-IT project, and the potential benefits that a reporting system of this nature could provide to the teaching and learning process.

**Reporting for Results Moderation**

Results moderation assesses the validity of questions and marking schemes by ensuring that

- the appropriate mark has been awarded according to the specification;
- the marking specification is appropriate;
- the question is not open to misinterpretation.

From the range of responses obtained to a question it is possible to gauge confidence in the question's ability to measure the desired learning points. In the traditional marking process this type of moderation is usually a by-product of the marking process, often resulting in modifications to the marking scheme, or remarking/mark adjustment. As the teacher is no longer marking the students' responses in an automatically marked assessment, there is an inherent danger for this part of the process to be overlooked. The importance of this is best illustrated by the following example.

In this instance a review of actual student responses to a specific part was instrumental in a review of the marking scheme. Figure 4 shows a typical set of answers to a single question in a Chemistry assessment.

![Figure 4: A typical set of answers to a Chemistry question](image-url)
In this example it was anticipated that students would enter FCl as the correct answer. However, it can be seen that one student gave the answer Fluorine Chloride. A chemistry subject specialist would know that FCl is the symbolic way to write Fluorine Chloride. A human marker would automatically make a judgement as to whether Fluorine Chloride should be awarded a mark. In making this judgement there are two decisions to be made – firstly, given the question that was presented to the student, have they submitted a correct response? Secondly, if Fluorine Chloride was not a desirable response, does the design of the question need to be revisited? For example, was the intention to evaluate knowledge of the chemical name or the formula? Furthermore Figure 4 illustrates other submitted answers that would require additional scrutiny; FCL: is capitalisation important?; Flourine Cloride: is spelling important?

Once the appropriate decisions have been made this information can be used to re-specify the marking scheme, and to inform revision of the assessment item. One of the advantages of an on-line assessment is that where changes are made to the marking scheme the responses can be quickly re-marked.

With a computer based system it is not until the marked answers are moderated that many of these issues come to light. The variety of student answers provides useful insight that can be used to review both the marking scheme and the question to ensure clarity, validity and reliability.

When designing questions for online delivery, the challenge is to ensure that question specifications include both explicit and implicit details in the marking scheme. Most people are not yet skilled in this manner of specifying a marking scheme, making informative reports that support the process of moderation and review even more vital.

**Reporting for Results Analysis**

Over the years 2000 - 2002 researchers at Heriot-Watt University worked with SQA colleagues to determine whether results in paper-based tests in mathematics could be replicated by ICT tests (Fiddes et al, 2002; McGuire & Youngson, 2002; McGuire et al, 2002). This work highlighted the need for strategies for awarding partial credit. Initial work on partial credit (Beever et al, 1995; Beever et al, 1999) led to the following approach in mathematics.

A typical question with optional steps is shown in Figure 5. This question consists of 3 keyparts. When the question is first presented the student only sees the 3 keyparts, and a steps button for key part 2.
Considering keypart 2 only, the student can take one of two approaches:

1. Provide an answer to the part without obtaining any further information.

2. Choose to use the optional steps for keypart 2.

The optional steps break down the problem into smaller parts, providing extra scaffolding and support for the student as well as a mechanism to obtain partial credit (Figure 6). This approach has previously been discussed by McGuire et al (McGuire et al, 2002) and Ashton et al (Ashton et al, 2003, 2004).
As part of the research into partial credit it was important to understand the students' responses during an assessment. More specifically it was not only necessary to have the marks per question but also: what the students' answers were to each part of a question; how many times they had submitted an answer; all their attempts at answers; and whether they had used steps. This needed to be available on both an individual and a class basis to recognise the pattern of common errors or questions that caused many difficulties. The previous reporting system, which only reported question marks, was not adequate for the task.

Figure 7 shows a screenshot of a section of a typical student report for a single attempt at one assessment. This report contains a number of important features:

- It shows individual part marks awarded and the accumulative question mark (N.B. Q1 KP2 was worth 3 marks, constructed from 0.5 marks for the keypart and 2.5 marks for the steps. If steps are not taken a correct keypart answer is also automatically awarded the marks for the steps.).

- Individual answers to parts can be viewed.

- Mathematical answers are shown in the string input format and a rendered mathematical formula (i.e. Q3, KP1, string format: \(-\frac{2}{x}\), rendered format: \(\frac{-2}{x}\)).
• Last submitted answer to each part can be seen.

• It shows the number of attempts to a part (right hand column), and links to all attempts by that student.

• There are links (via Part ID) to all answers from a class to a single part.

• If steps have been used the report would show as STEPS in Steps Used column.

Figure 7: A student report for a single attempt at an assessment

It is worth pausing on Q3, KP1 for a moment. Two interesting features can easily be identified from the report above. Firstly, an example of partial credit being awarded without the use of steps can be noted. In this case the student has got part of the answer correct \((-2/x)\), but has forgotten the \(+C\) part. Secondly, a demonstration of one of the features of the assessment engine – the ability to mark mathematically equivalent answers \((-2/x\) and \(-2x^{-1}\) are equivalent).

From a teacher’s perspective being able to see where students have needed to use steps can inform future teaching practice. If students consistently use steps in a particular question or question type this would indicate that students are having difficulty starting this question. This may be due to a poorly designed question or it may indicate that students have not yet understood the strategy for this type of question.

Previously the use of reporting in moderation was discussed, and showed how reviewing all answers to a question part can be useful. An additional use of this type of report is in identifying common errors and misconceptions. Being able to see all the answers a student has submitted for a question part can help the teacher understand any strategies or misconceptions that a student or class has. This is especially useful when assessments are being
taken in a formative mode, essentially the teacher is being given access to a type of 'rough working' only previously available from written submissions.

One such example of identifying problem areas can be illustrated using the question shown in Figure 5. Most students can manage to answer the first keypart, giving a correct answer of \( \sin(x+10) \). The student must then use this to find \( x \). The correct value of \( x \) in this case is 31.8. However, sometimes students forget to, or do not know how to, deal with the +10 in the answer to KP1, giving an answer for \( x \) that is greater by 10, i.e. 41.8. By simply scanning all answers to this keypart this mistake can easily be identified (Figure 8). If the student in this case was struggling with the concepts involved, the option of steps (Figure 6) could prove helpful.

<table>
<thead>
<tr>
<th>Username</th>
<th>Answer Submitted</th>
<th>StudentAnswer</th>
<th>Correct Answer</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firstname Surname</td>
<td>01 Oct 2003 11:24:13</td>
<td>31.8</td>
<td>31.8</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.8</td>
<td>31.8</td>
<td></td>
</tr>
<tr>
<td>Firstname Surname</td>
<td>01 Oct 2003 11:24:49</td>
<td>31.8</td>
<td>31.8</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.8</td>
<td>31.8</td>
<td></td>
</tr>
<tr>
<td>Firstname Surname</td>
<td>01 Oct 2003 11:28:30</td>
<td>31.8</td>
<td>31.8</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.8</td>
<td>31.8</td>
<td></td>
</tr>
<tr>
<td>Firstname Surname</td>
<td>01 Oct 2003 11:27:56</td>
<td>41.8</td>
<td>31.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>41.8</td>
<td>31.8</td>
<td></td>
</tr>
<tr>
<td>Firstname Surname</td>
<td>01 Oct 2003 11:17:35</td>
<td>31.8</td>
<td>31.8</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.8</td>
<td>31.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: A set of student answers to 8.2 (Figure 5)

Supplementary Features and Benefits

There are a number of other features of the reporting system that have been useful in the research, to researchers and subsequently teachers. A number of these will be discussed here along with some of the benefits.

As can be seen in Figure 7, the system shows both the mathematical string answer \((-2/x)\) and renders this into a more familiar form \((\frac{-2}{x})\). This is consistent with the assessment engine which shows submitted mathematical answers in both string and rendered forms. This is important for a number of reasons: it enables the teacher to spot patterns in answers; it ensures teachers see the answer in the same manner as the student; it improves usability; and it enables common input errors to be identified.

In order to become familiar with the assessment system, students who took part in the project trials were given access to practice electronic assessments of a similar standard to those that would appear in the trials. These assessments utilised features of the system such as random parameters and different feedback modes to encourage repeated practice. During this process it was important to inform the teachers of usage and potential areas of difficulty. One report that was useful for this purpose can be seen in Figure 9. The graphical nature of this report allows for various levels of information
to be ascertained quickly. For example as each row represents a single attempt at an assessment, it is possible to see how far a student has progressed through an assessment and if any specific questions seem to be causing problems. Where a student has not visited a question the column is left blank. A similar report is also available for class wide analysis.

In a formal summative assessment where usage is prescribed, e.g. students have a finite time in which to complete as many of the available questions as possible, overall assessment marks and question marks can provide useful information to student and teacher. However, marks should be interpreted with care, especially in formative assessments where the reasoning behind a student’s behaviour may not be obvious.

For example, different approaches by an individual student can be seen in Figure 9. The report shows that this student began by attempting the majority of the questions in the assessment, and then to repeatedly target specific questions until they were ready to move on (as each question was randomised the student could get different parameters to practise with each time they sat a test). If teachers were only to review summary marks for an assessment a student may appear to be scoring very poorly whereas visual representations such as that shown in Figure 9 allow patterns like this to be identified.

<table>
<thead>
<tr>
<th>Attempt</th>
<th>Duration</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>Q11</th>
<th>Q12</th>
<th>Q13</th>
<th>Total Mark</th>
<th>Student Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:33:46</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>00:33:46</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>27.09</td>
</tr>
<tr>
<td>3</td>
<td>00:39:48</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>00:23:02</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>16.59</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>00:01:28</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>00:02:53</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>00:01:46</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>00:02:32</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>00:01:47</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>00:01:53</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>00:01:51</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>00:01:35</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>00:00:50</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>00:01:20</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>00:00:30</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>00:00:25</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>00:01:30</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>00:03:42</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>00:02:33</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>00:01:15</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>00:01:15</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>00:01:21</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>00:01:27</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>00:00:03</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>00:00:40</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>00:02:20</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>00:01:20</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>00:02:28</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>00:01:36</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 9: Graphical representation of assessment performance
Summary

Reporting functionality is one of the key benefits of delivering assessment online, especially as CAA is introduced to schools and colleges on a large scale. On the simplest level, reporting is just a summary of the assessment delivered, but analysis of responses could be used to provide many benefits to both students and teachers as well as to aid the development of online assessments. A more detailed reporting system places a lot of powerful information in the hands of both teachers and students. It can enable both teachers and students to reflect on progress, and can inform teachers of problem areas and common misconceptions. A good, informative reporting system is key with on-line assessments where students are often carrying out independent learning. In these situations there is a danger that the teacher may become removed from the learning process and it becomes increasingly difficult for a teacher to be involved in, or even aware of what learning a student is doing outside their classroom.

It is clear that sharp, accurate reports can only enhance the teaching and learning process. Individual students will adopt their own learning style in tackling assignments and will benefit from viewing their own progress. However, bringing the teacher into this cycle retains the teacher at the centre of the learning process, where they have always been in traditional teaching. What becomes essential for on-line education is to maintain this position by giving the teachers (and their students) what they want in the way of reports, information and records so that the human can further supplement any automatic feedback mechanism. Students become empowered to learn in a manner that suits them whilst safe in the knowledge that a teacher is able to enter a learning dialogue without the need ‘to remember’ what they entered as an answer to each question.

Some of developments of the PASS-IT reporting system have been outlined, however these have been primarily research driven. It is hoped that future work will involve students and teachers in the design process and focus on their requirements in presenting the vast amount of information that is available.
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