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Abstract. This paper describes various illumination and image processing techniques for yarn characterization. Darkfield and back-lit illuminations are compared in terms of depth of field tolerance and image quality. Experiments show that back-lit illumination is superior in terms of depth of field tolerance and contrast. Three different back-lit illumination configurations are studied: one simply employing a light source placed behind the yarn, the other incorporating a field lens to increase the light intensity passing through the aperture, and the third using a mirror placed at 45° to the optical axis to enable imaging of two orthogonal views of the yarn core. Problems in defining the hair–core boundaries in high resolution yarn pictures are addressed and a filtering process is introduced for back-lit images. A comparison of the diameter and diameter coefficient of variation percentage measurements for different illumination and image processing techniques is given for several yarn samples. The data are also correlated with Premier 7000 diametric irregularity tester and Uster Tester 3 irregularity measurements. © 2005 SPIE and IS&T. [DOI: 10.1117/1.1902743]

1 Introduction

Irregularity is probably the most important yarn characteristic affecting the processes subsequent to yarn spinning and the end fabric properties. An irregular yarn suffers more breakages in spinning, winding, warping, as well as weaving and knitting.1 This will reduce the efficiency and increase the cost of all these processes. Irregularity in a yarn also creates appearance faults in fabrics due to uneven yarn diameter and different dye absorption levels.2 Measuring yarn irregularity has been an important issue for the textile instrument developers and researchers. Among numerous methods developed to measure yarn irregularity, two methods are commonly used today in the textile industry: one employing optical sensors to measure the diametric irregularity and the other uses capacitive sensors to measure the variation in mass. Charge-couple device (CCD) sensors are likely to replace conventional optical sensors owing to much higher resolution capabilities and versatility. Figure 1 shows a yarn picture where various hairiness types and the diametric irregularity can be seen. It can be argued that many yarn characteristics including hairiness, diameter, and their variations can be extracted simultaneously by employing suitable image acquisition and processing techniques. Numerous researchers have introduced different illumination and image processing techniques for yarn characterization. However, there is a lack of research on the comparisons of these different techniques and this paper aims to address this issue.

One of the early methods used to obtain diametric irregularity was to compare the amount of light measured by a photocell before and after insertion of a yarn; the difference being proportional to the diameter.3 The photocell readings were calibrated using wires with known diameters. This technique was, however, affected by the surface hairs resulting in a significant and inconsistent rise in the diameter measurements. Modern commercial testers such as Zweigle G5804 and Premier 70005 rely on a similar principle. These testers have resolutions of 2 and 1 mm, respectively. Another common method was direct measurement of yarn diameter manually, using magnified images obtained from a microscope or the projection of the shadow on a...
screen through some magnifying lenses. However, this method was not favored due to its tedious nature. An interesting approach was adopted by van Issum and Chamberlain where they photographed a running yarn in such a way that a considerable length of the specimen passed before the camera while the shutter was open. The resultant picture was a uniform profile with no hairs but with blurry edges. By examining the edge profiles, they calculated minimum and average diameters of the yarn section. Another approach to determine the diametric irregularity is by means of optical filtering. Rodrigues et al. explain that by using a special filtering mask with coherent dark-field imaging, it is possible to separate the hairs from core. A similar technique that incorporates a special low-pass filter is adopted by the Keisokki Tester.

Chu and Tsai addressed one of the main restrictions in traditional optical methods that use photoelectric sensors as the light source emitting inhomogeneous intensity. They introduced an area compensation method to overcome this problem. Zweigle also addressed the issue in Zweigle G580 using two sensors first one measuring the light intensity partly blocked by yarn and the other a reference unblocked intensity value. On the other hand, the transmission of light through yarns, monofilament yarns in particular may lead to smaller diameter readings obtained from optical sensors as reported by Wulfhorst and Bergmann.

One of the major concerns in diameter measurement is the cross-sectional profiles of yarns seldom being circular. Slater indicates that the asymmetrical yarn sections would tend to be presented to the light source in preferential direction of alignment, rather than in a random manner, because of the guide rollers, etc., of the transport mechanism. A common method to minimize the asymmetry problem is to measure the diameter from two orthogonal views of the yarn section. Chu and Tsai used a sensor device with two incident beams of light perpendicular to each other. They found that the coefficient of variation percentage values calculated from elliptical diameters were smaller than those obtained from single view diameters and only slightly higher than the Uster’s CV% values.

Computer vision techniques have been used for more than 20 years for yarn characterization research. Several studies have been reported using computer vision to measure one or more characteristics simultaneously such as hairiness, diameter, twist, and density. Recently, some commercial testers such as Uster Tester 4SX and Lawson Hemphill YPT have introduced testing modules with CCD sensors. Computer vision probably provides the widest range of possibilities for hairiness assessment enabling both simulation of current indices and development of new ones.

It is evident that the light and the illumination arrangement together play an important part in the acquisition and overall pre-processing of yarn images. The illumination methods in the literature used for yarn imaging can be categorized in three main groups, which are back-lit (e.g., Zweigle G565), front-lit (e.g., Cybulski), and dark field (e.g., Uster Tester Hairiness Attachment) illuminations. Back-lit illumination is the most common method especially for diameter measurement.

The main problem in yarn image processing is the definition of the boundaries between the core and the surrounding hairs. For back-lit and front-lit images, the most common approach is to set a certain threshold value and identify the longest interval of yarn pixels as the core. However, the diameter measurements will strongly be affected by this threshold level. Further, when
using high resolutions, the assumption that the longer duration signals represent the core can sometimes cause hairs lying along the scan line to be identified as the core. At high resolutions, there is also generally no significant change in the intensity of the CCD signal between highly dense surface fibres and the core. This increases the core diameters if a single threshold is applied. Cybulska\textsuperscript{16} presented a technique to define core boundaries for front-lit yarn images. The method initially found the core edges from the connected intervals of foreground pixels having the greatest length by scanning each line in the image perpendicular to the core axis. These initial boundaries are then corrected according to some predefined curves along which points generating the edge of the yarn core are assumed to be randomly distributed.

This paper describes and compares various illumination methods used for yarn imaging in conjunction with a CCD device. Eight different adaptive thresholding algorithms are tested on back-lit yarn images and the results are discussed. A two-level adaptive thresholding method is described which enables detection of defocused fibers while identifying the isolated background pixels around the yarn core. A filtering process is also introduced in order to minimize the effect of the hairs surrounding the core on the diameter measurements. The diametric variations are correlated with the diametric variations from Premier 7000 and the mass variations from Uster Tester 3 for several yarn samples.

### 2 Experimental Setup

A Dalsa Spark 2048-pixel line scan camera with a 100 mm macro lens set at 1:1 magnification is used for image acquisition. The maximum line rate of the camera is 18.8 kHz. The images are transferred to a P3-800 PC through a Viper Digital frame grabber. The pixel size of the camera is 14 μm×14 μm and the fill factor is 100%. The line acquisition is triggered using an optical encoder attached to the yarn transfer system.

The yarn transfer speed can be set to a speed of up to 80 m/min at 14 scans/mm resolution. This resolution can be increased by decreasing the yarn transfer speed. Images are processed using WIT 7.1 image processing software and C programming language.

For yarn illumination, two basic illumination types are tested which are dark-field and back-lit illuminations. The dark-field illumination arrangement is similar to the one used by Bamforth et al.\textsuperscript{22} for the lace scalloping system. Forty-six LED lights are placed around a ring with a 55 mm radius. Some improvements are found necessary over Bamforth’s design for yarn illumination such as rotating the LED lights 45° toward the optical axis in order to increase the intensity of light falling onto yarn as shown in Fig. 2. Further, a field aperture placed between the yarn and the camera is found necessary, which provided a significant enhancement on the image background. The size of the field aperture is set to 30 mm, which is slightly larger than the field of view (28 mm). An important drawback of this illumination was the poor light intensity enabling a maximum shutter speed of 10\(^2\) s\(^{-1}\), which is not adequate to achieve the 18.8 kHz maximum line rate of the camera.

For back-lit illumination, the simplest case was placing the yarn between a light source and the camera. The background formation in back-lit illumination is due to the blurring of the light source and the nature of the shadow of the yarn is governed primarily by the diffraction effect of the fibers. The effects of light source parameters such as the size and the wavelength and the distance between the yarn and the light source are studied in detail based on the Fresnel diffraction theory.\textsuperscript{23} (Figure 6 shows an image acquired using a 20 W tungsten filament bulb placed 550 mm from the yarn.) At the maximum light intensity, the shutter speed could be set as high as 2×10\(^4\) s\(^{-1}\), which is adequate to achieve the maximum line rate of the camera.

In order to increase the light energy arriving to the sensor in back-lit illumination, a field lens is tested as shown in Fig. 3(a). The basic principle in this arrangement is to focus the light source to the aperture of the camera lens. Figure 3(b) shows an image captured using a halogen lamp and a 30 mm field lens. It can be seen that the background was not quite uniform in the images acquired using this setup because of the nonuniformity of the light source. However, this can be enhanced using flat field correction, which is implemented simply by subtracting the background image from the yarn image or by dividing the intensities of every single pixel by the corresponding background intensity and weighing by a certain factor. The allowable shutter speed in this setup was quite satisfactory allowing the maximum line rate of the camera even at 1/5th of the maximum light intensity.

Since the shape of the yarn core is not always circular, measurement of the yarn diameter and the diametric irregularity from a single view might be erroneous. A similar arrangement to that described by Jackson et al.\textsuperscript{24} has been implemented as shown in Fig. 4(a). An important problem with this arrangement is that if the camera is focused to one
side of the yarn, then the other side will be out of focus by a distance of $\delta$ as shown in Fig. 4(a). To equalize the optical path lengths for both sides, the camera is focused to $OPL + \delta/2$. However, in this case the images of both sides will have a defocusing error corresponding to a distance of $\pm \delta/2$. In order to minimize the defocusing error, $\delta$ is kept as low as possible, at $\sim 1.4$ mm, assuming that the core diameter is always below this value. This distance allowed separation of two orthogonal views in the images for the entire range of yarns used for the experiments. Further, the light source is placed $\sim 700$ mm away from the mirror to minimize the edge blurring due to defocusing. Based on Fresnel diffraction calculations the error for a 400 $\mu$m diameter at 0.7 mm defocusing will be 12 $\mu$m which can be omitted due to the effect of digitization at the magnification used. If a larger $\delta$ is necessary, one solution could be inserting a glass medium to the optical path of one view in order to equalize the optical path lengths as suggested by Millman.25 Figure 4(b) shows the image of an Ne10 (Tex 59) 100% cotton yarn acquired using this setup.

Figure 5 shows the defocus profiles of a 45 $\mu$m polypropylene fiber for dark-field, back-lit, and field lens illuminations. It can be seen that simple back-lit illumination is significantly superior to others in terms of depth of field tolerance and the fiber is clearly visible even at 40 mm defocusing whereas the fiber is barely detectable at 5 and 6 mm for dark-field and field lens illuminations, respectively. Depth of field tolerance is especially important for hairiness measurement.

3 Processing of Back-Lit Yarn Images

The histogram (gray level distribution) of a back-lit yarn image has a bimodal shape as shown in Fig. 6. The first peak in the histogram belongs to the core pixels along with the in-focus hairs which appear dark in a back-lit image. The second and larger peak arises from background pixels, which gets narrower for increasing uniformity of the background, allowing a clearer distinction from the first peak. There are also some pixels falling between these two peaks that come from two different sources, which are (i) out-of-focus hairs and (ii) isolated background pixels in between dense fibers occurring especially in close vicinity of the core. Figure 7 shows a horizontal image profile where these two types of pixels can be seen.

In order to separate the background from the yarn pixels, we tested eight common adaptive thresholding algorithms in the literature. These methods include the global methods of Otsu,26 Kittler and Illingworth, 27 Kapur et al., 28 and Abutaleb29 and local methods of Niblack,30 Sauvola and Pietikäinen,31 Bernsen,32 and Yanowitz and Bruckstein.33 Figure 8 shows the outputs of these methods for a yarn image. For the algorithms that require additional parameters the optimum input values are dictated by trial and error.

The local thresholding methods were more successful in terms of detecting defocused hairs while correctly classifying the isolated background pixels. Nevertheless, the actual yarn picture is altered in the methods of Niblack,30 Sauvola and Pietikäinen,31 and Bernsen,31 all of which identify the core region as the background. This might be helpful if the hairiness is of interest only. The method of Yanowitz and Bruckstein33 on the other hand was quite successful in terms of lack of background noise and classification of defocused hairs and isolated pixels. However, the ghost removal process involved in this technique erased some core regions as can be seen in Fig. 8(i). Further, this technique requires too many input parameters. Locally adaptive thresholding techniques also require more processing times compared to the global methods as can be seen in Table 1.

Owing to the good contrast and background uniformity in back-lit yarn images, global thresholding methods were
quite adequate in terms of separating the background from the yarn pixels. However, the problem with using a single threshold level is that if the threshold approaches the background intensity, the isolated pixels, especially those around the core, are more likely to be identified as yarn pixels. On the contrary, when the threshold approaches the foreground region, the defocused hairs tend to disappear. It can be seen that the threshold values found from the methods of Kittler and Illingworth and Abutaleb enable detection of defocused fibers, however, the core and the hairs appear thicker compared to other methods. Because of the big difference in number of foreground and background pixels, the entropy based thresholding by Kapur et al. exhibited an extreme case giving a threshold within the background region of the histogram resulting in excessive background noise. The method of Otsu on the other hand gave a threshold value that is closer to the foreground peak resulting in loss of defocused hairs while giving clearer core edges. In order to overcome the contradiction in classification of defocused hairs and isolated background pixels, a two-level thresholding approach is adopted. The first threshold value is ideally selected close to the background peak to separate all yarn regions including out of focus hairs from the background, and the second one closer to the foreground peak in order to identify isolated background pixels.

A simple algorithm is implemented that tracks the histogram upward through the y axis, starting from the minimum y value, and for each y value tracks it leftwards parallel to the x axis starting from the pixel intensity having the maximum number of pixels. This tracking continues until a tracking line parallel to the x axis intersects exactly three points on the histogram provided that the distance between the first two points is more than 20 units. This condition check is deemed necessary to avoid three intersection points to be found because of the small fluctuations at the bottom of the histogram and it does not affect the threshold values found. Figure 9 shows this algorithm and selection of the threshold values. The x coordinate of the first intersection point is the bottom point of the background peak and all the intensities above this value belong to the background. The first threshold value is found by subtracting an empirical constant of 10 from this point due to the background noise. The midpoint of the valley between the two peaks is found from the average of the first threshold value and the x coordinate of the second point intersecting the histogram and selected as the second threshold value. Figure 10 shows the images thresholded at these two different levels. It can be seen that the hairs are defined better in the first thresholded image whereas the core edges are clearer in the second thresholded image. The total processing time of the algorithm was around 2 ms.

The core axis is located from the second thresholded image. This is done by first integrating each column for the first 25 rows of the binary yarn image. The integration results in 0 along the columns in the vicinity of the core axis and the hairs lying parallel to the core axis. For hairs extending parallel to the core the interval of zero sums will be shorter than the one corresponding to the core, therefore the longest interval gives the minimum width of the core whereas its center gives the core axis as shown in Fig. 11. Since the hairs perpendicular to the core have diameters less than 25 pixels, the integrations in those regions is always above zero.

One of the methods implemented to locate the core–hair boundaries is based on morphological filtering. A back-lit yarn image and its histogram.

Fig. 7 A horizontal profile showing an isolated background pixel and a defocused hair.

A simple algorithm is implemented that tracks the histogram upward through the y axis, starting from the minimum y value, and for each y value tracks it leftwards parallel to the x axis starting from the pixel intensity having the maximum number of pixels. This tracking continues until a tracking line parallel to the x axis intersects exactly three points on the histogram provided that the distance between the first two points is more than 20 units. This condition check is deemed necessary to avoid three intersection points to be found because of the small fluctuations at the bottom of the histogram and it does not affect the threshold values found. Figure 9 shows this algorithm and selection of the threshold values. The x coordinate of the first intersection point is the bottom point of the background peak and all the intensities above this value belong to the background. The first threshold value is found by subtracting an empirical constant of 10 from this point due to the background noise. The midpoint of the valley between the two peaks is found from the average of the first threshold value and the x coordinate of the second point intersecting the histogram and selected as the second threshold value. Figure 10 shows the images thresholded at these two different levels. It can be seen that the hairs are defined better in the first thresholded image whereas the core edges are clearer in the second thresholded image. The total processing time of the algorithm was around 2 ms.

The core axis is located from the second thresholded image. This is done by first integrating each column for the first 25 rows of the binary yarn image. The integration results in 0 along the columns in the vicinity of the core axis and the hairs lying parallel to the core axis. For hairs extending parallel to the core the interval of zero sums will be shorter than the one corresponding to the core, therefore the longest interval gives the minimum width of the core whereas its center gives the core axis as shown in Fig. 11. Since the hairs perpendicular to the core have diameters less than 25 pixels, the integrations in those regions is always above zero.

One of the methods implemented to locate the core–hair boundaries is based on morphological filtering. The
method described here involves tracking every line in the image in both directions from the core axis perpendicular to it until the first threshold value is reached. Figure 12(a) shows the extracted core through this process. It can be seen that this method overestimates the diameter at many regions because of the fibers protruding from the core as mentioned before. To overcome this problem, a filtering process is applied, which limits the change in diameter if a sudden increase or decrease is observed between successive lines. The parameters for this filtering are determined experimentally through observation of many images and it is found that at 1:1 magnification and 1:1 aspect ratio, displacements of edge boundaries by more than 3 pixels between successive scans were often due to the surface fibers. In such cases, it is found appropriate to limit the increase to 1/7 pixels to ensure that a protruding fiber did not affect the core boundary. Further, if the change was because of a thin or thick place this allowed a gradual change to catch this trend. The maximum displacement can be changed for different magnification and aspect ratio settings. The core boundaries are corrected at two passes, first top to bottom and then bottom to top. Figure 12(c) shows the core profile after this correction process. Figure 12(d) shows the core and the hairs as segmented by the algorithm.

An important drawback of the filtering process is that the change in diameter is limited to around 280 μm within a 1 mm of yarn section. This causes an underestimation of faults like neps (thick sections) and such regions in the yarn increase the measured hairiness rather than the diameter.

<table>
<thead>
<tr>
<th>Method</th>
<th>Processing time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsu</td>
<td>12</td>
</tr>
<tr>
<td>Kittler and Illingworth</td>
<td>12</td>
</tr>
<tr>
<td>Kapur et al.</td>
<td>19</td>
</tr>
<tr>
<td>Abutaleb</td>
<td>93</td>
</tr>
<tr>
<td>Niblack</td>
<td>233</td>
</tr>
<tr>
<td>Sauvola and Pietaksinen</td>
<td>782</td>
</tr>
<tr>
<td>Bernsen</td>
<td>212</td>
</tr>
<tr>
<td>Yanowitz and Bruckstein</td>
<td>848</td>
</tr>
</tbody>
</table>

Table 1 Processing times of different thresholding methods.
Fig. 9 (a) Selection of threshold values T1 and T2 from the histogram and (b) the algorithm to determine T1 and T2.

Fig. 10 Yarn image after applying (a) first threshold (T1) and (b) second threshold (T2).

Fig. 11 Integrated columns for the first 25 rows of second thresholded image and location of the core.

Fig. 12 Edge tracking method. (a) Second thresholded image, (b) core extracted by tracking, (c) (b) after correction, and (d) (c) overlaid on the first thresholded image showing hairs and the core.

Fig. 13 (a) A faulty yarn region, (b) effect of filtering on the fault, (c) identification of fielted regions, and (d) extracted faulty region.
Figures 13(a) and 13(b) show a faulty yarn section and the processed image. It can be seen that the algorithm only allows a certain increase in the diameter creating triangular profiles at the core edges.

To overcome the problem, the regions on the yarn core that are affected from the filtering process are identified and successive filtered rows that correspond to more than 1 mm yarn length are reprocessed with no filtering and identified as a yarn fault. The fault length and the average diameter within the faulty region are then calculated. Figure 13(c) shows the filtered regions in a yarn image. In Fig. 13(d), a fault is shown as identified by the algorithm. This technique probably provides a better measure of the fault lengths compared to conventional optical sensors since a fault can start at any point in the yarn and can be at any length. If the diameter was to be measured using a conventional sensor say with 2 mm resolution, a fault with 1 mm length falling in a 2 mm section would be identified as being twice the length and half the magnitude. If the faulty section falls in the middle of two successive 2 mm sections, this effect would be more. Such a problem would not occur in the developed method.

4 Processing of Dark-Field Yarn Images

Yarn images under dark-field illumination do not exhibit a bimodal histogram since there are three major regions in the image arising from the background, hairs, and the core. Therefore, pre-processing algorithms developed for back-lit images cannot be applied for dark-field yarn images. In order to separate the background from yarn pixels, a threshold value of 25 is found suitable after examination of the background intensities when no yarn was present. It is not found necessary to use an adaptive method to find this threshold value, since the background intensity is not affected from the intensity of the light source as in the back-lit illumination case. Figure 14 shows a dark-field image before and after applying this threshold.

The basic principle of the core–hair separation method developed for dark-field images is to integrate 70 rows corresponding to 1 mm yarn section at 1:1 scanning aspect ratio along every column and then to find the core edges from the obtained profile. Figure 15(b) shows a typical profile obtained by integrating 70 rows along each column in a dark-field image. It can be seen from this profile that there are two major peaks arising from the surface hairs on the left- and right-hand sides of the core. The processing algorithm automatically locates these two peaks and the left and right edges of the core are taken as the columns corre-
Table 2 Specifications of the yarn samples.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Blend</th>
<th>Count</th>
<th>Twist (T/m)</th>
<th>Color</th>
<th>Tests*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65/35 cotton/polyester</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>850</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>2</td>
<td>100% cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>485</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>3</td>
<td>100% cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>410</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>4</td>
<td>65/35 cotton/polyester</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>779</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>5</td>
<td>65/35 polyester/cotton</td>
<td>Ne 20/1 (Tex 30/1)</td>
<td>633</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>6</td>
<td>65/35 polyester/cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>448</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>7</td>
<td>65/35 cotton/polyester</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>485</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>8</td>
<td>100% cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>448</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>9</td>
<td>65/35 polyester/cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>484</td>
<td>Undyed</td>
<td>●</td>
</tr>
<tr>
<td>10</td>
<td>60/40 acrylic/wool</td>
<td>Nm 30/1 (Tex 33/1)</td>
<td>480</td>
<td>Black</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>11</td>
<td>60/40 acrylic/wool</td>
<td>Nm 30/1 (Tex 33/1)</td>
<td>380</td>
<td>Red</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>12</td>
<td>100% cotton</td>
<td>Ne 10/1 (Tex 59/1)</td>
<td>435</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>13</td>
<td>100% cotton</td>
<td>Ne 20/1 (Tex 30/1)</td>
<td>600</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>14</td>
<td>100% cotton</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>770</td>
<td>Purple</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>15</td>
<td>100% cotton</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>880.4</td>
<td>Red</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>16</td>
<td>100% cotton</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>864.4</td>
<td>Gray</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>17</td>
<td>100% cotton</td>
<td>Ne 18/1 (Tex 33/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>18</td>
<td>100% cotton</td>
<td>Ne 12/1 (Tex 49/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>19</td>
<td>100% cotton</td>
<td>Ne 30/1 (Tex 20/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>20</td>
<td>100% cotton</td>
<td>Ne 28/1 (Tex 21/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td></td>
<td>60/40 acrylic/wool</td>
<td>Nm 30/1 (Tex 33/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td></td>
<td>100% cotton</td>
<td>Ne 28/1 (Tex 21/1)</td>
<td>—</td>
<td>Undyed</td>
<td>● ● ● ●</td>
</tr>
</tbody>
</table>


Fig. 17 Comparison of dark-field diameter and CVd% values with P7000 tester (the dotted curves show the 95% confidence bands).

Fig. 18 Comparison of back-lit diameter and CVd% values with P7000 tester (the dotted curves show the 95% confidence bands).
Figure 15(c) shows a dark field image after hair–core background separation process.

5 Processing of Two-Orthogonal Images

The processing of two orthogonal images is almost the same as that used for processing the back-lit images. The core boundaries are found for each orthogonal view and an elliptical diameter is found from the left and right diameters $d_l$ and $d_r$ by taking the square root of their product. Figure 16 shows a two-orthogonal image before and after processing. The gray parts in the processed image are the extracted core regions for two orthogonal views, whereas the black part in the center is generated using the elliptical diameters for each row. It can be seen from the picture that the elliptical diameter is more uniform than the diameter from single side views.

6 Results and Discussion

A series of tests were carried out using 20 ring spun yarn samples shown in Table 2 using dark-field and back-lit illuminations and two-orthogonal imaging. For each setup 1250 images corresponding to a 25 m yarn length were stored in the computer for the analysis. This length was found adequate following the observation of change in average diameter and diameter variation for increasing test lengths which were stabilized after a test length of around 10 m for all samples. For real-time storing of the images, the test speed was kept low at 5 m/min. The results are compared with those from a Premier 7000 diameter tester and a Uster Tester 3 (UT3) irregularity tester. Only 100% cotton yarn samples are considered for the comparisons with UT3 mass variation values. Dark-field imaging setup is also tested on 100% cotton samples as shown in Table 2. Figure 17 shows the comparison of diameter and diameter variation values between the various imaging setups and mass variation values.
variation values obtained using dark-field illumination with the measurements from P7000. The diameter CV% values (CVd%) are calculated for 1 mm sampling length as in P7000. It can be seen that, although there is a very good linear relation ($R^2 = 0.99$) for diameter measurements there is an offset of about 50 µm favoring the P7000 diameter values. The reason for this is most likely to be due to the difference in definition of the core boundaries in back-lit and dark-field illuminations, where the surface fibers covering the core account for the core in back-lit illumination whereas identified as hairs in dark-field illumination. The CVd% values obtained from dark-field images exhibited a poor correlation ($R^2 = 0.69$) with P7000 diameter CVd% values. P7000 gave significantly higher CVd% values for all of the samples. This again is probably due to definition of core boundaries in dark-field images, where there is a constant contribution to diameter from surface fibers which is likely to decrease the overall variation.

Figures 18(a) and 18(b) show the comparison of diameter and CVd% values, respectively, from back-lit illumination and P7000. Almost a perfect linear relation with an $R^2$ value of 0.98 is found between diameter measurements from two testers and the measurements were of the same order of value as can be seen from Table 3. The variation values from two testers were also of the same order of value exhibiting a significant relation with an $R^2$ value of 0.84.

The effect of the core filtering process described in the previous section can be seen in Fig. 19 where the comparison of diameter and CVd% values obtained with and without filtering are given. It can be seen that the filtering process decreases the diameter by around 4% for all yarns. The CVd% values are also decreased by around 23%. However, the CVd% of one particular yarn (No. 10) seems to be affected more severely from the filtering process than the other samples. This was found due to dense surface hairs present on the yarn. The P7000 CVd% value of this yarn was in better agreement with the filtered CVd% value.

The average diameters calculated from one and two orthogonal views exhibited almost the same values as shown in Fig. 20. The CVd% values on the other hand, were higher for single views. This shows that the ellipticity of the yarn is not very important in diameter measurement due to the fact that the yarn is viewed at thin and thick sides with the same probability and the resulting average diameter is similar to the elliptical diameter for long test lengths. However, this randomness of thin and thick sides viewed by the camera brings about an increase in the diameter.
variation compared to the variation of elliptical diameter. The comparison of the dark-field CVd% values and Uster CVm% values is given in Fig. 21(a). Although the overall correlation exhibited an $R^2$ of 0.73, an important offset of nearly 5 is seen favoring the dark-field CVd% values. Further, by observing the scattering of the points on the graph, a different trend can be seen for some samples. These samples are 8, 12, 15, 16, 18, and 19. Nevertheless, a larger set of data is required for verification and explanation of these trends. The back-lit CVd% values were in a better agreement with UT3 CVm% ($R^2 = 0.77$) with an offset of 3.2 as shown in Fig. 21(b). There were again different trends for different samples as in the dark-field case. The correlation between UT3 CVm% and the elliptical diameter CV% values on the other hand was quite reasonable with an $R^2$ of 0.87 and almost zero offset as shown in Fig. 21(c). This verifies that the elliptical diameter has a better relation with the linear density compared to the diameter from single view.

Fig. 21 Comparison of Uster CVm% values with CVd% values from different illumination methods for 8 mm sampling lengths (the dotted curves show the 95% confidence bands).

7 Conclusions

The back-lit illumination is found superior compared to the dark-field illumination setup described in the paper in terms of depth of field tolerance and allowable shutter speeds. Different adaptive thresholding algorithms commonly used in the literature are tested and evaluated for back-lit yarn images. Global thresholding methods are found to fail in classifying either the defocused hairs or the isolated background pixels. Locally adaptive thresholding methods are found quite time consuming for a real-time application. Further, the local methods based on statistical calculations within small neighborhoods are seen to alter the yarn image classifying the core region as the background. A simple two level adaptive thresholding method is introduced that enables correct classification of defocused hairs and isolated background pixels around the core. Image processing techniques for hair-core separation are described for back-lit and dark-field images.

The yarn diameters are found to be smaller from dark-field images compared to back-lit images. The diameter and diametric variation data exhibited a very good correlation with the measurements from a Premier 7000 diametric irregularity tester. The diameter variation measured from back-lit images for 8 mm sampling length also exhibited a reasonable correlation with the mass variation measured on Uster Tester 3 for 100% cotton samples. The average diameter measurements obtained from the elliptical diameter are found to be in perfect agreement with those from single views. However the diametric variations were significantly lower in the former case. Further, the diametric variations obtained from two orthogonal views exhibited a better correlation with UT3 mass variations compared to single-side diameter variations.
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