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Abstract
This paper considers the situational awareness function associated with an Unmanned Aerial Vehicle (UAV) arriving at an uncontrolled airfield. Given no air traffic control service available within such a terminal area, the UAV needs to establish a good level of situation awareness by using its onboard sensors to detect and track other traffic aircraft. Comparing to existing works which mainly use sensor observations in the filtering process, this paper exploits the circuit flight rules to provide extra knowledge about the target behaviour. This is achieved by using the multiple models to describe the target motions in different flight phases and characterising the phase transition in a stochastic manner. Consequently, an interacting multiple model particle filter with state-dependent transition probabilities is developed to provide the required situation awareness function.

1 Introduction
With the advantages of using Unmanned Aerial Vehicles (UAVs) in areas such as search and rescue, border security, law enforcement, aerial photography and environmental monitoring and the associated commercial implications of those activities, there is a large drive for UAVs to be integrated within the national airspace system [1]. However, there are also a number of requirements and challenges associated with this process to guarantee the safety and coherency of this integration. For example, Civil Aviation Authority U.K. has stated in CAP722 that “For a UAV to operate within busy civil airspace it is required to comply with Air Traffic Control (ATC) instruction in the same way and within the same timeframe that the pilot of a manned aircraft would” [2]. This means that a UAV must be predictable, communicative, perform self-separation and see-and-avoid against other air traffics. These requirements become more critical when a UAV is flying into a terminal area around an airport with high traffic density, which in turn necessitates the development of advanced situation awareness for the UAV.

Situation awareness is the ability of a system to both perceive its environment and make inferences about its future states [3]. In the context of the terminal area operation, this means
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that a UAV is able to locate and to predict where other traffic aircraft are at the present and will be in the future, so that the UAV can maintain an acceptable separation from these aircraft, comply with the rules of the air and on an even higher level flies as efficiently as possible [4]. To enable this function, a UAV first needs to locate the traffic aircraft by combining information perceived from different sources such as onboard sensors (optical/radar systems), transponders and even radio telemetry. Then, it needs to comprehend the aircraft’s intention indicated by the phase of flights (e.g. in circuit, landing, crosswind) based on the rules of the air. Finally, from an aircraft’s initial position and intention the aircraft’s position can be projected into the future with a certain level of certainty.

The scenario concerned in this paper is that a UAV is making an arrival into an uncontrolled licensed aerodrome. Unlike a controlled aerodrome where ATC is responsible for all separation between aircraft and their navigation, in an uncontrolled aerodrome the service is completely non authoritative. Therefore, the pilots, or equivalently UAVs, are completely responsible for their own operations. Another challenge associated with uncontrolled aerodromes is that modern Automated Dependant Surveillance - Broadcast (ADS-B) system that can directly transmit aircrafts state may not be available. This means the UAV has to rely solely on its onboard sensors to first detect and track traffic aircraft and then to infer the traffic aircraft’s intention. The first part of the problem in general is considered as the sense and avoid capability for UAVs [5, 6]. Many existing research studies in this area focus on the development of sensor systems to detect and track the traffic aircraft the by combing observations from different sensors such the radar [7] and vision sensors [8], where different data fusion algorithms ranging from Kalman filters to particle filters are used [9]. However, most of existing estimation algorithms only utilise the sensor observations and little has been done in terms of inference of aircraft’s intention.

To improve the situation awareness of a UAV in uncontrolled aerodrome, the main contribution of paper is to incorporate aerodrome circuit flight rules into the filtering process through probabilistic modelling, since they are able to provide an extra set of information. Therefore, the knowledge of the circuit pattern needs to be converted into a probabilistic representation so that it can be exploited by the filtering process. Specifically, two major enabling techniques are adopted in this study. First, multiple models of aircraft dynamics are adopted to characterise the behaviours at different flight phases. To further reflect the flight direction in each circuit phase, minimum velocity constraints are applied on each model by taking into account the stall speed of the aircraft. Second, the transition behaviours between consecutive flight phases are described in a state-dependent and stochastic manner. Compared with the traditional Markov jump transition techniques (see, e.g. ref [10]), the state-dependent transition (SDT) allows a more precise description of a phase transition mechanism, whereas the stochastic modelling is able to capture the uncertainties during this process.

It is a challenging task to solve the corresponding multi-mode target tracking problem after incorporating the circuit knowledge due to the nonlinear/non-Gaussian nature of this kind of problems. If both the target model and sensor model are linear and the transition behaviour can be described as a Markov jump process, a popular solution is to use an interacting multiple model (IMM) scheme based on the Kalman filters [10, 11]. In the case where nonlinear system models are involved, IMM particle filter (PF) solutions can be used [12, 13]. Moreover, when the transition behaviour are modelled as a linear state-dependent function with Gaussian stochastic uncertainties, Seah and Hwang have developed a promising hybrid estimation framework based on multiple Kalman filters under Gaussian assumptions [14, 15]. However, when both the system models and the state-dependent transition are described in
nonlinear forms, Kalman filter based algorithms are no longer applicable. To this end, this paper aims to develop a new filtering algorithm that is able to deal with nonlinear stochastic transition within the general IMM Bayesian filtering framework [16]. To actually implement the proposed Bayesian filter for the formulated knowledge enhanced target tracking, a particle filter solution is developed in this work, which is able to take into account the state constraints and calculate the transition probabilities.

The remainder of this paper is organised as follows. First, the visual flight rules applied in uncontrolled aerodrome are introduced. Then, by taking into account the knowledge of flight rules, the target tracking problem is formulated as a hybrid state estimation problem. To solve this problem, the next section develops a new IMM Bayesian filtering process, following by the particle filter implementation. To demonstrate the performance of the proposed target tracking algorithm using circuit knowledge, Monte Carlo (MC) simulations are carried out based on a case study scenario. Finally, conclusions of this study are given in the last section.

2 Visual flight rules in terminal areas

This section aims to further explain the terminal area environment considered in this study. Essentially, a terminal area is the airspace surrounding an airfield which is mainly used by aircraft arriving at or departing from that airfield [17]. There are effectively two main types of airfield, controlled and uncontrolled. Terminal areas are normally within controlled airspace such as Aerodrome Traffic Zone (ATZ) or a Controlled Traffic Region (CTR) for larger airports. In controlled airfields, ATC has full authority over all aircraft moment with in its zone, which is responsible for all separation between aircraft, and their navigation. Consequently, this means that situation awareness from an individual aircraft is much less important, given that most of the decisions are made by ATC. In contrast, uncontrolled airfields will normally be smaller and instead of an ATC will only have aircraft flight information service (AFIS), air ground radio, or no radio at all. These are non-authoritative services that provide aircraft with information about traffic weather conditions and aerodrome information. At these aerodromes the pilot, or equivalently a UAV, is completely responsible for their own operations and no clearances are required, which means a high level of situation awareness is needed. Therefore, this paper mainly consider the aerodrome in the latter case.

Given no ATC service available, aircraft landing at an uncontrolled aerodrome are required to follow the Visual Flight Rule (VFR), which consists of a number of standard procedures. The circuit flight pattern is the most significant VFR procedure. The circuit is a rectangular flight path flown by all arriving aircraft which ensures that the runway and all other traffic remain in sight at all times. There are four distinct phases of the circuit, namely crosswind leg, downwind leg, base leg and final, which are flown in that order. A typical procedure for an aircraft to join an airfield traffic circuit is the standard Over Head Joint (OHJ). An OHJ is performed by first flying overhead to observe the conditions (wind sock and runway surface) and any traffic in the circuit. Once an over flight has been conducted, a descent to circuit height (usually 1000ft Above Aerodrome Level (AAL)) is made and the aircraft joins the circuit via the crosswind leg. However, aircraft are not legally required to perform this particular approach, they may join at any point on the circuit. This is some times done to shorten the approach to save on fuel and flight time. However, as this is not the norm, the joining aircraft needs to have enough information to prevent the conflict with other traffic already in the circuit.
The exact dimensions of a circuit are not completely fixed but can be greatly constrained by a couple of rules. If an aircraft were to join on the crosswind leg they would approach it from the dead side (non traffic side) descending to circuit height before joining. At an appropriate distance from the runway the aircraft would turn either right or left by 90° depending on the circuit direction onto the downwind leg. This is normally done using a steady rate one turn, which is about 6 deg/s. The downwind leg is flown parallel to the runway, until the aircraft is at a relative bearing of 45° from the threshold point of the runway from the extended centreline [18], where another 90° turn is made to the base leg. Somewhere around the beginning of the base leg the aircraft will start descending, and slowing until the aircraft reaches $V_{FE}$ the speed where it can extend its flaps. Finally a turn on to the final leg to land is made. The aircraft will aim to be at a height of no less than 500ft at the end of the turn to final. This turn is make so that by the end of the turn the aircraft is flying straight at the runway down the extended centreline. More detailed guidance to circuit patterns under Visual Flight Rules (VFR) can be found in ref [19, 20].

As explained in the previous rectangular nature of the circuit, relating to the runway makes it easy to define the circuit pattern. Hence, to facilitate the modelling of the circuit flight rule in a terminal area, a local coordinate is defined with respect to the active runway and the current wind direction (see Fig. 1). The origin of the local coordinate is located at the runway threshold point, the $x$ axis is aligned with the runway centreline towards the downwind direction, and the $y$ axis is aligned with the base leg direction.

For a UAV intending to land at an uncontrolled airfield, it needs to be aware of other aircraft within this terminal region, especially those who are already in the landing circuit and may breach the separation criterion in the near future. In order to coordinate with other aircraft to guarantee the self-separation, it is essential to acquire the status of traffic aircraft and their intentions, i.e. the circuit phases. Generally, this problem can be cast into a target tracking problem based on the understanding of the target’s motion and the observation information from sensors. However, in the uncontrolled aerodrome the circuit flight pattern
can also provide extra knowledge about the aircraft’s behaviour, which should be exploited in the filter process.

3 Problem formulation

The target tracking problem of using UAVs’ radar sensors and general circuit flight knowledge is formulated in this section. First, the aircraft’s dynamics associated with each flight phase are modelled. Then, the phase transition behaviours are described in a novel state-dependent stochastic form. Finally, in conjunction with the sensor model, the estimation problem is formulated in a probabilistic framework.

3.1 Aircraft model

To estimate the state of a traffic aircraft in the circuit, a mathematical model is required to describe its dynamical behaviour. Although in general the aircraft’s state can be described by the position and velocity, the aircraft may possess different dynamical features in different circuit phases. To more precisely describe the aircraft motions along the circuit, multiple models are adopted which represent different circuit phases correspondingly. Since the circuit height is usually pre-determined (e.g. 1000ft) [18] and collisions are more likely to occur when aircraft join the circuit at the same height, this paper only focuses on the horizontal motions of the aircraft in 2-dimensions.

Given the aircraft position \((x, y)\) in local coordinates, the aircraft state at time index \(k\) can be defined as \(x_k = [x_k \dot{x}_k y_k \dot{y}_k]^T\), which also includes the velocity. A number of candidate models are summarised as follows.

3.1.1 Constant velocity model

The aircraft flying in the crosswind and downwind leg can be described by the constant velocity (CV) model, such that

\[
\begin{align*}
x_{k+1} &= \begin{bmatrix} 1 & T & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & T \\ 0 & 0 & 0 & 1 \end{bmatrix} x_k + \begin{bmatrix} \frac{T^2}{2} & 0 \\ T & 0 \\ 0 & \frac{T^2}{2} \\ 0 & T \end{bmatrix} w_k,
\end{align*}
\]

where \(k\) is the time index, \(T\) is the sampling time, \(x_k \in \mathbb{R}^4\) is the aircraft state, and \(w_k \in \mathbb{R}^2\) is the process noise. The noise vector \(w_k\) is assumed to be Gaussian with zero mean vector and covariance matrix \(Q_k\).

3.1.2 White-noise acceleration model

The aircraft flying in base leg and final approach are more likely to reduce their speed rather than maintaining a constant cruise. The simplest model for describing this motion is a white-noise acceleration (WA) model, which differs from the CV model (1) only in the noise level [21].
3.1.3 Coordinated turn model

The model associated with the turning phases, including turning onto the downwind leg, base leg and final approach, can be described by the coordinated turn (CT) model

\[
x_{k+1} = \begin{bmatrix}
1 & \frac{\sin(\omega T)}{\omega} & 0 & -\frac{1-\cos(\omega T)}{\omega} \\
0 & \frac{\cos(\omega T)}{\omega} & 0 & -\frac{\sin(\omega T)}{\omega} \\
0 & 1 - \cos(\omega T) & 1 & \frac{\sin(\omega T)}{\omega} \\
0 & \sin(\omega T) & 0 & \cos(\omega T)
\end{bmatrix} x_k \\
+ \begin{bmatrix}
\frac{T^2}{2} \\
\frac{T}{2} \\
0 \\
0
\end{bmatrix} \omega_k,
\]

where \( \omega \) is the nominal turning rate and the Gaussian process noise \( \omega_k \) is used to capture the uncertainties.

In addition to the multiple models which are used to distinguish between the flight phases, other information on circuit flight can also be used in the target tracking algorithm to improve the situation awareness.

3.2 Discrete mode transition

To incorporate the multiple models associated with the circuit flight, a discrete mode variable \( m_k \in M \) is introduced to indicate the current phase of the aircraft, where \( M = \{1, 2, \ldots, M\} \) is the set of \( M \) circuit phases. From the crosswind to final approach, the circuit phases and the corresponding model are summarised in Table 1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Circuit phase</th>
<th>Aircraft Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>crosswind</td>
<td>CV</td>
</tr>
<tr>
<td>2</td>
<td>turning into downwind</td>
<td>CT</td>
</tr>
<tr>
<td>3</td>
<td>downwind</td>
<td>CV</td>
</tr>
<tr>
<td>4</td>
<td>turning into base</td>
<td>CT</td>
</tr>
<tr>
<td>5</td>
<td>base</td>
<td>WA</td>
</tr>
<tr>
<td>6</td>
<td>turning into final</td>
<td>CT</td>
</tr>
<tr>
<td>7</td>
<td>final</td>
<td>WA</td>
</tr>
</tbody>
</table>

The mode transition process can be described in a probabilistic way. Suppose at time \( k \) the transition probability from mode \( i \) to mode \( j \) is denoted as \( \pi_{ij}(x_k) \), where \( i, j \in M \). A commonly used method for modelling this process assumes the Markov jump model where the probability \( \pi_{ij} \) is assumed to be a known constant and independent of the state \( x_k \). Although this method is very popular in the target tracking field, it cannot fully take into account the flight patterns in the circuit. As mentioned earlier there is no nominal circuit path for all aircraft, the pilots usually execute the circuit flight by following a number of rules. Therefore, it is necessary to develop a dedicated transition model for the circuit flight.

In this paper, the stochastic transition criterion from mode \( i \) to mode \( j \) are modelled as a nonlinear function of state \( x_k \) in conjunction with a random vector to capture the
uncertainties, such that
\[ G_{ij}(x_k) + \gamma_{ij} \leq 0, \quad (3) \]
where \( G_{ij}(x_k) \) is a general nonlinear function of \( x_k \) and \( \gamma_{ij} \) is a random vector satisfying a distribution \( p_{ij}(\gamma) \). Thus, the mode transition probability can be expressed as
\[ \pi_{ij}(x_k) = \Pr\{ G_{ij}(x_k) + \gamma_{ij} \leq 0 \} \quad (4) \]
In particular, when \( \gamma_{ij} \) follows a Gaussian distribution with zero mean and standard deviation of \( \sigma \), (4) can be written as
\[ \pi_{ij}(x_k) = \Phi(-G_{ij}(x_k); 0, \sigma^2) = 1 - \Phi(G_{ij}(x_k); 0, \sigma^2), \quad (5) \]
where \( \Phi(y; 0, \sigma^2) = \int_{-\infty}^{y} \mathcal{N}(u; 0, \sigma^2) \, du \) denotes the cumulative distribution function (CDF) with zero mean and standard deviation \( \sigma \). Note that the constructed mode transition probabilities need to be normalised such that \( \sum_{j \in \mathcal{M}} \pi_{ij}(x_k) = 1 \).

The state-dependent transition has been investigated in some pioneer works. Blom and Bloem have provided an example where the transition probability \( \pi_{ij}(x_k) \) is a piecewise linear function of state \( x_k \) [16]. Multiple Markov jump probabilities that depend on the state are used in ref [22] to distinguish transition behaviours associated with different system modes. A more detailed modelling of using random variables to capture the transition uncertainties has been shown in a series of hybrid state estimation algorithms [14, 15], where the state-dependent function and the integration of the random variables have to follow a linear form. Comparing to existing work, this paper adopts a general nonlinear state-dependent function, hence it is able to provide more flexibilities in modelling mode transition behaviours with uncertainties.

### 3.3 Hybrid state estimation

Combining the multiple models described in Eq. (1)-(2) and the transition of the discrete mode variable \( m_k \), the motions and intentions of the traffic aircraft in the circuit can be cast into a hybrid system
\[ x_{k+1} = f(x_k, m_k, w_k), \quad m_k \in \mathcal{M} \quad (6) \]
where the discrete state \( m_k \) determines the aircraft model and the associated process noise \( w_k \) that govern the evolution of continuous state \( x_k \).

In order to obtain a greater situation awareness about the traffic aircraft described in Eq. (6) without any direct measurements from transponders, a UAV needs to rely on its onboard sensors to infer the states and intentions of traffic aircraft. In this paper, a radar system is considered, which can be modelled as a range and bearing function such that
\[ z_k = \begin{bmatrix} \sqrt{(x_k - \bar{x}_k)^2 + (y_k - \bar{y}_k)^2} \\ \arctan\left(\frac{y_k - \bar{y}_k}{x_k - \bar{x}_k}\right) \end{bmatrix} + v_k \quad (7) \]
where \( (\bar{x}_k, \bar{y}_k) \) denotes the current UAV position, \( z_k = [r_k \theta_k]^T \) denotes the observation vector including the range \( r_k \) and the bearing angle \( \theta_k \) between the UAV and the target aircraft and \( v_k \) denotes the observation noise vector which is Gaussian with zero mean vector and covariance matrix \( R \).
The current situation of the traffic aircraft can be represented by the probabilistic distribution of the aircraft’s state and the associated mode. Therefore, the awareness of the aircraft involves the estimate of the distribution $p(x_k, m_k| z_{1:k})$ at time $k$ based on the observation sequence $z_{1:k} = \{z_1, \ldots, z_k\}$ and the initial distribution $p(x_0, m_0)$, which in turn can be done in a recursive probabilistic inference process.

4 Bayesian filtering

Bayesian filtering provides a generic mathematical tool for probabilistic inference. To deal with the formulated hybrid system, a new IMM filtering scheme is developed in this paper by following the general IMM framework [16]. In particular, it takes into account the probabilistic modelling of mode transition process by calculating the probabilities of mode transition based on the current system state. To implement this nonlinear and non-Gaussian filtering scheme, the sequential Monte Carlo algorithm is used which is also known as the particle filter.

4.1 IMM Bayesian framework

The recursive equations for calculating the joint conditional probability density $p(x_k, m_k| z_{1:k})$ is summarised in this subsection. The detailed derivation can be found in ref [16]. Baye’s theorem can be used to construct this conditional density into two steps:

1. State evolution, where the joint prior distribution $p(x_k, m_k| z_{1:k-1})$ is obtained from the distribution $p(x_{k-1}, m_{k-1}| z_{1:k-1})$ in the previous time step.

2. Bayes measurement update, where the prior distribution is corrected by the likelihood function to produce the posterior distribution

$$p(x_k, m_k| z_{1:k}) = \frac{p(z_k| x_k, m_k)p(x_k, m_k| z_{1:k-1})}{p(z_k| z_{1:k-1})}$$  \hspace{1cm} (8)

By the law of total probability, the state evolution step can be further detailed as

$$p(x_k, m^j_k| z_{1:k-1})$$

$$= \int_{\mathbb{R}^n} p(x_k| x_{k-1}, m^j_k, z_{1:k-1}) p(x_{k-1}, m^i_{k-1}| z_{1:k-1}) \, dx_{k-1}$$  \hspace{1cm} (9)

where $m^j_k$ denotes that the discrete mode $m_k$ takes the value of $j$.

Applying Chapman-Kolmogorov equation to the second distribution in Eq. (9) yields

$$p(x_{k-1}, m^j_k| z_{1:k-1})$$

$$= \sum_{i \in \mathcal{M}} p(m^j_k| m^i_{k-1}, x_{k-1}) p(x_{k-1}, m^i_{k-1}| z_{1:k-1}),$$  \hspace{1cm} (10)

where $m^i_{k-1}$ denotes that $m_{k-1} = i$. It can be noted that the state-dependent transition probability in Eq. (10) can be denoted as

$$\Pi_{ij}(x_{k-1}) = p(m^j_k| m^i_{k-1}, x_{k-1}), \quad \forall i, j \in \mathcal{M}$$  \hspace{1cm} (11)
Combining Eqs. (8)-(11), the Bayesian inference for the joint conditional distribution can be summarised as

\[
p(x_k, m^j_k | z_{1:k}) = \frac{1}{c_t} p(z_k | x_k, m^j_k) \int_{\mathbb{R}^n} p(x_k | x_{k-1}, m^j_k) \sum_{i \in M} \Pi_{ij}(x_{k-1}) p(x_{k-1}, m^i_{k-1} | z_{1:k-1}) \, dx_{k-1}
\]

where \(c_t\) is the normalisation factor.

To implement the above recursive equation by using a bank of mode-matched filters, the inference process is decomposed into four steps.

4.1.1 Mode transition

The evolution of the conditional model probability from \(k - 1\) to \(k\) is characterised as the mode transition step. Using the law of total probability yields

\[
p(m^j_k | z_{1:k-1}) = \int_{\mathbb{R}^n} p(x_k | x_{k-1}, m^j_k | z_{1:k-1}) \, dx_{k-1}.
\]

Substituting Eq. (10) and the subsequent derivations into the above equation gives

\[
p(m^j_k | z_{1:k-1}) = \int_{\mathbb{R}^n} \sum_{i \in M} \Pi_{ij}(x_{k-1}) p(x_{k-1}, m^i_{k-1} | z_{1:k-1}) \, dx_{k-1} = \sum_{i \in M} \int_{\mathbb{R}^n} \Pi_{ij}(x_{k-1}) p(x_{k-1}, m^i_{k-1}, z_{1:k-1}) \, dx_{k-1} \frac{p(m^i_{k-1} | z_{1:k-1})}{p(m^j_k | z_{1:k-1})}
\]

This relation shows that the predicted model probability \(p(m^j_k | z_{1:k-1})\) can be derived from the mode conditional density \(p(x_{k-1} | m^i_{k-1}, z_{1:k-1})\) and the mode probability \(p(m^i_{k-1} | z_{1:k-1})\).

4.1.2 State interaction

The initial state density \(p(x_{k-1} | m^j_k, z_{1:k})\) for each mode-matched filter is calculated in this step by considering the influence of the predicted model probability. Dividing Eq. (10) by \(p(m^j_k | z_{1:k-1})\) gives

\[
p(x_{k-1} | m^j_k, z_{1:k}) = \sum_{i \in M} \Pi_{ij}(x_{k-1}) p(x_{k-1}, m^i_{k-1} | z_{1:k-1}) p(m^i_{k-1} | z_{1:k-1}) \frac{p(m^j_k | z_{1:k-1})}{p(m^j_k | z_{1:k-1})}
\]

4.1.3 State evolution

Given the initial state for each mode-matched filter in Eq. (15), the state evolution step propagates these densities from \(k - 1\) to \(k\) through integration, such that

\[
p(x_k | m^j_k, z_{1:k-1}) = \int_{\mathbb{R}^n} p(x_k | x_{k-1}, m^j_k) p(x_{k-1} | m^j_k, z_{1:k-1}) \, dx_{k-1}
\]
where the transition density \( p(x_k|x_{k-1}, m^j_k) \) can be obtained from the corresponding models and distributions of process noises.

### 4.1.4 Correction

In this step, the latest measurement information is used to update the prior distribution in each mode-matched filter. Following Eq. (8) gives

\[
p(x_k, m^j_k|z_{1:k}) \propto p(z_k|x_k, m^j_k)p(x_k, m^j_k|z_{1:k-1}) \\
\propto p(z_k|x_k, m^j_k)p(x_k|m^j_k, z_{1:k-1})p(m^j_k|z_{1:k-1})
\]

where the likelihood density \( p(z_k|x_k, m^j_k) \) can be obtained from the corresponding observation model and its noise distribution.

To complete the recursive cycle, the required mode-conditioned state distribution and mode probability at the next time step can also be calculated such that

\[
p(m^j_k|z_{1:k}) = \int_{\mathbb{R}^n} p(x_k, m^j_k|z_{1:k}) \, dx_k
\]

and

\[
p(x_k|m^j_k, z_{1:k}) \propto p(z_k|x_k, m^j_k)P(x_k|m^j_k, z_{1:k-1}).
\]

### 4.2 Particle filter implementation

The Bayesian filtering scheme provides a general framework for state estimation of the hybrid systems. However, there is no analytical solution due to the nonlinear and non-Gaussian nature associated with the hybrid systems.

Suppose that at time \( k-1 \) there exists a set of weighted particles \( \{x_{i;n}^{k-1}; i \in \mathcal{M}, n \in \{1, \ldots, N\}\} \), which spans over the joint distribution

\[
p(x_{k-1}, m^j_{k-1}|Z^{k-1}) \approx N \sum_{n=1}^{N} \mu^i_{k-1} \delta(x_{k-1} - x_i^{k-1})
\]

where \( \delta(\cdot) \) is a Dirac delta function. For each discrete mode \( i \in \mathcal{M} \), \( N \) particles are allocated to the corresponding mode-matched filter with a total number of \( N_p = N \cdot \mathcal{M} \) weighted particles.

The development of Sequential Monte Carlo implementation involves the substitution of the empirical density Eq. (20) into four filtering cycles, respectively. Firstly, the prior mode probability in Eq. (14) is approximated as

\[
p(m^j_k|z_{1:k-1}) \approx \sum_{i=1}^{M} \sum_{n=1}^{N} \pi_{ij}(x_{k-1}^{i,n}) \mu^i_{k-1} \triangleq \Lambda^j_{k-1}
\]

where the notation \( \Lambda^j_{k-1} \) is defined to facilitate the rest of derivation.
Secondly, the initial density for each mode-conditioned filter can be approximated by inserting the particles into Eq. (15) such that

$$p(x_{k-1}^{j,n}, z_{1:k-1})$$

$$\approx \sum_{i=1}^{M} \sum_{n=1}^{N} \pi_{ij}(x_{k-1}^{i,n})\mu_{k-1}^{i,n}\delta(x_{k-1} - x_{k-1}^{i,n})/\Lambda_{k-1}^{j}$$

(22)

where the density \(p(x_{k-1}^{j,n}, z_{1:k-1})\) is approximated by \(N_p\) particles instead of \(N\). A solution to this problem as suggested in ref [16] is to perform a resampling process so that \(N\) samples \(f_{x_{k-1}^{j,n}}\) are generated for each mode.

The third step is to propagate the mode-conditioned density derived in (22) to the next time step \(k\). Following (16), new samples \(f_{x_{k}^{j,n}}\) that are drawn from \(p(x_{k}|x_{k-1}, m_{k}^{j})\) given the resampled particles \(\{x_{k-1}^{j,n}, \mu_{k-1}^{j,n}\}\) can be used to approximate the prior density

$$p(x_{k}|x_{k-1}, m_{k}^{j}) \approx \sum_{n=1}^{N} \bar{\mu}_{k}^{j,n}\delta(x_{k} - \bar{x}_{k}^{j,n})$$

(23)

The last step in the filtering cycle aims to update the weights using the likelihood function. Inserting Eq. (23) and the predicted mode probability \(\Lambda_{k-1}^{j}\) into Eq. (17) gives

$$p(x_{k}, m_{k}^{j}|z_{1:k}) \propto \sum_{n=1}^{N} p(z_{k}|x_{k}^{j,n}, m_{k}^{j})\bar{\mu}_{k}^{j,n}\delta(x_{k} - \bar{x}_{k}^{j,n})\Lambda_{k-1}^{j}.$$  

(24)

Thus, the samples remain the same, whereas the new weights can be updated as

$$\mu_{k}^{j,n} = \frac{p(z_{k}|x_{k}^{j,n}, m_{k}^{j})\Lambda_{k-1}^{j}\bar{\mu}_{k}^{j,n}}{\sum_{j=1}^{M} \sum_{n=1}^{N} \bar{\mu}_{k}^{j,n}}.$$  

(25)

5 Case study

A case study is designed to demonstrate the performance of the proposed target tracking algorithm within a terminal region where the visual flight rules apply. Specifically, it is concerned with the arrival and landing of a UAV to a licensed uncontrolled aerodrome, e.g. Wellsbourne aerodrome in UK. In order to speed up its arrival the UAV is assumed to request a straight in approach. However, this means it has to deal with other traffic aircraft and use information from the onboard radar and knowledge of arrival and circuit procedures to gain enough situation awareness to make a safe arrival. More importantly, the UAV needs to give way to any other aircraft already established and flying in the circuit pattern, which in turn requires at least awareness of the location, speed and circuit phase of the traffic aircraft.

This example scenario is illustrated in Fig 2, where three different circuit phases, namely downwind (Phase 3), turning into base (Phase 4) and the base leg (Phase 5), are considered during the simulation. It is assumed that at time \(k = 0\) a traffic aircraft is located in the downwind phase with the coordinates \((1000m, 2000m)\) and speed of \(50m/s\) when it is reliably detected by the UAV radar. It follows the nominal circuit flight rules, i.e. with constant speed...
and 0° heading angle in downwind and then turns onto base at the standard changing point at \((-2000m, -2000m)\) with a turning rate about \(6°/s\). Once established on the base leg indicated by the 90° heading angle, it starts to decrease its speed at an acceleration of \(-1m/s^2\). On the other hand, the UAV is assumed to fly toward the runway in a straight-line at the speed of \(40m/s\) starting from the coordinate \((6000m, 0)\).

![Figure 2: Target tracking scenario](image)

Following the general rules of air, the nominal transition criteria for turning into base can be described by the 45° line which can be written as \(C_{34} = x_k + y_k \geq 0\). Since a human pilot may not be able to fly the circuit perfectly, a random variable \(\gamma_{34}\) is introduced to characterise the stochastic transition behaviour. Thus, the state-dependent transition criteria can be modelled as \(C_{34} = \{x_k + y_k \geq \gamma\}\). In this paper the random variable is assumed to follow a Gaussian distribution with a zero mean, i.e. \(\gamma_{34} \sim \mathcal{N}(\gamma; 0, \sigma_{34}^2)\) which is a common engineering assumption. The standard deviation in the simulation is chosen to be \(\sigma_1 = 200m\) to capture the uncertainty in making the turning decision. The associated state-dependent transition probability can be evaluated as \(\pi_{34}(x_k) = \Pr\{C_{34}|x_k\} = \Phi(C_{34}; 0, \sigma_{34}^2)\). Similarly, the transition criteria from mode 4 to mode 5 can be written as \(C_{45} = \text{arctan}(\frac{y_k}{x_k})-85 \geq +\gamma_{45}\), where the Gaussian random variable \(\gamma_{45}\) is zero mean with standard deviation of \(5°\). To capture any exception in modelling the stochastic transition modelling, a small number of transition probabilities are added into the theoretical ones. Therefore, the state-dependent transition probability matrix \(\pi(x_k) \in \mathbb{R}^{3 \times 3}\) used in this case study can be defined as

\[
\begin{align*}
\pi_{11} &= \frac{[1 - \Phi(C_{34}; 0, \sigma_{34}^2)]}{\kappa} \\
\pi_{12} &= \frac{\Phi(C_{34}; 0, \sigma_{34}^2) + 0.005}{\kappa} \\
\pi_{13} &= 0.005/\kappa \\
\pi_{21} &= 0.005/\kappa \\
\pi_{22} &= \frac{[1 - \Phi(C_{45}; 0, \sigma_{45}^2)]}{\kappa} \\
\pi_{23} &= \frac{\Phi(C_{45}; 0, \sigma_{45}^2) + 0.005}{\kappa} \\
\pi_{31} &= 0.005, \quad \pi_{32} = 0.005 \quad \text{and} \quad \pi_{33} = 0.99.
\end{align*}
\]

and for the last row \(\pi_{31} = 0.005, \pi_{32} = 0.005\) and \(\pi_{33} = 0.99\). The normalisation factor can be calculated to be \(\kappa = 1.01\).

In the case study, the proposed SDT IMM particle filter is compared with traditional Markov jump based IMM particle filters with constant state transition matrices independent
of the system state. Two designs of this kind filters (denoted as IMM-PF-1 and IMM-PF-2, respectively) are considered where the mode transition matrices are

$$\Pi_1 = \begin{bmatrix} 0.96 & 0.02 & 0.02 \\ 0.02 & 0.96 & 0.02 \\ 0.02 & 0.02 & 0.96 \end{bmatrix}, \quad \Pi_2 = \begin{bmatrix} 0.8 & 0.1 & 0.1 \\ 0.1 & 0.8 & 0.1 \\ 0.1 & 0.1 & 0.8 \end{bmatrix}$$  \tag{28}

where $\Pi_2$ represents a higher chance of transition than $\Pi_1$.

In designing target tracking algorithms, the process noises for different flight modes are set as zero mean Gaussian with different covariance matrices defined as

$$\sigma_{cv} = \text{diag}\{(1m/s)^2, (0.5m/s)^2\},$$  \tag{29}

$$\sigma_{ct} = \text{diag}\{(1.5m/s)^2, (1.5m/s)^2\}$$  \tag{30}

and

$$\sigma_{wa} = \text{diag}\{(0.5m/s)^2, (1.5m/s)^2\},$$  \tag{31}

respectively. It can be noted that for CV and WA modes the covariances are directional to reflect the corresponding directions of motion. Moreover, to comply with the stall speed the forward speeds in those models need to satisfy the constraints $x_k \geq 20m/s$, $y_k \geq 20m/s$, respectively. These state constraints can be incorporated in the particle filter by using the constrained likelihood function[23]. The observation noise $v_k$ introduced in (7) is also assumed to be a Gaussian random variable which has zero mean and covariance matrix $\sigma_v = \text{diag}\{(20m)^2, (1^\circ)^2\}$. In this simulation, the initial state distribution for the filters is set to be Gaussian, with mean $x_0 = [450, 50, -1950, 0]^T$ and covariance $P_0 = \text{diag}\{100, 10, 100, 5\}$. The initial mode probabilities are $p(m_1^0) = 0.7$, $p(m_2^0) = 0.3$ and $p(m_3^0) = 0$. The sampling interval is $T = 1$ second and the simulation runs for 50 time steps. The particle number used in the simulation is $N = 1000$.

To demonstrate the target tracking performance on the proposed scenario, Monte Carlo simulations were carried out for $L = 100$ random generated tracks. Some example trajectories are given Fig 3, where the mode changing points can be varied in a stochastic manner. The algorithm performances in terms of the tracking accuracy were evaluated by Root Mean Square Errors (RMSE) of the position and velocity, respectively. The time histories of RMSE are given in Fig. 4 and Fig. 5. The statistics of the MC simulation results are displayed in Table 2, including average RMSE (aRMSE) for both position and velocity and the mode error count (MEC) of mode estimate. It can be observed that the proposed SDT based IMM-PF outperforms the IMM-PFs based on constant transition probabilities in both position and velocity estimation because the circuit knowledge is more effectively incorporated in the filtering process in the proposed method.

<table>
<thead>
<tr>
<th>Filters</th>
<th>aRMSE (pos.)</th>
<th>aRMSE (vel.)</th>
<th>MEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDT-IMM-PF</td>
<td>23.5</td>
<td>4.1</td>
<td>2.8</td>
</tr>
<tr>
<td>IMM-PF-1</td>
<td>25.8</td>
<td>6.1</td>
<td>13.0</td>
</tr>
<tr>
<td>IMM-PF-2</td>
<td>29.1</td>
<td>8.2</td>
<td>14.3</td>
</tr>
</tbody>
</table>

The mode estimation accuracy is also an important measure of the performance. The estimated mode probabilities for a typical simulation run are shown in Fig. 6 It can be seen
that the IMM-PF-1 with lower transition probability shows significant delays in estimating the mode transition, whereas the result from IMM-PF-2 has a very susceptible mode estimate, which is especially problematic for steady-state motion. The proposed SDT IMM particle filter on the other hand is able to demonstrate a better mode probability history. The counts of mode estimation errors during the simulation can be found in Table 2.

6 Conclusions

Inserting a UAV into an uncontrolled aerodrome requires a good level of situation awareness on other traffic aircraft in the same terminal area. In estimating the traffic aircraft’s dynamical state and intention, this paper investigates the effectiveness of incorporating the circuit flight
rules into the traditional sensor based target tracking. In formulating this target tracking problem, multiple models are used to represent the different motion behaviours in different flight phases and the stochastic state-dependent transitions are used to characterise the actual phase transition with uncertainties. The resulted hybrid estimation problem is solved by the proposed SDT IMM particle filter, where the mode transition probabilities is calculated as a cumulative density function of system state instead of using a constant matrix. This algorithm was compared with the general Markov jump based IMM PFs in the case study scenario. The MC simulations show that the proposed algorithm is not only able to obtain a better position and velocity accuracy but also a significantly improved mode estimate, which can more clearly indicate the intentions of the traffic aircraft. With the enhanced estimation accuracy on both the dynamical state and intention, the uncertainties in predicting the aircraft’s state in the future can also be reduced, which will lead to an improved level of situation awareness for UAVs in the terminal area. The future work in this area will investigate how to exploit circuit information to project the traffic aircraft’s motion into future so that autonomous decisions can be made to guarantee the self-separation for UAVs.
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