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Abstract

This thesis is concerned with rigorous computation of dynamical quantities. In particular, we provide rigorous computation of diffusion coefficients for uniformly expanding maps of the interval. Moreover, we provide a rigorous computational scheme for linear response and we apply it in the case of uniformly expanding circle maps. Our results have been implemented successfully on a computer. Examples are included to illustrate the computer implementation. The new outcomes of this thesis are based on our work in [5, 6].
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Introduction

Dynamical systems is a modern mathematical field which is concerned with studying phenomena that evolve over time. In dynamical systems, the time-evolution of the process is modelled by iterates of a map (or a flow). Most systems of interest are chaotic; i.e., their orbits are sensitive dependent to initial conditions. Thus, although chaotic dynamical systems are deterministic, their long-term behaviour is impossible to predict by following the orbit of the map.

Ergodic theory provides the probabilistic solution to this problem: the Birkhoff Ergodic Theorem states that if a map has an ergodic invariant measure then the time average of an integrable observable along the orbits of the map converges almost everywhere, with respect to the invariant measure, to the space average of the observable. Thus, it is important to get quantitative information on invariant measures to forecast statistically the long-term dynamics.

To make use of the Ergodic Theorem, one would need to select among many possible invariant measures, the most meaningful ones. This means invariant measures that provide information for a large set of initial conditions. Such invariant measures are called physical measures. For example, when the reference measure is Lebesgue, absolutely continuous invariant measures are physical measures since they provide information for a large set of initial conditions.

Recently, there have been remarkable advances in studying the existence of physical measures for different classes of uniformly hyperbolic dynamical systems [10, 13, 29, 50], and references therein. The main technique employed in [10, 13, 29, 50] is to prove that the transfer operator associated with the system is quasi-compact when acting on a suitable Banach space. Consequently, several researchers exploited the nice functional analytic results on transfer operators associated with uniformly hyperbolic systems and computed rigorously physical measures, in appropriate topologies, and found computer assisted proofs to approximate associated spectral data. The computational approach is usually based on finding a suitable finite rank approximation of the transfer operator associated
with the original system. Such techniques have proved to be robust computationally and to be successful when approximating physical measures of uniformly expanding systems [3, 26, 40, 45], uniformly hyperbolic systems [22, 25], and one-dimensional non-uniformly expanding maps [4, 26, 46]. It has also proved to be a successful approach in approximating spectral data [2, 18, 23, 24, 27, 40].

In this thesis, we will be concerned with the rigorous computation of two quantities for systems whose transfer operator admits a spectral gap on a suitable Banach space. The first quantity is the diffusion coefficient, which is the variance of the normal distribution that the corrected Birkhoff averages of an observable converges to. It is well known that in a setting like this the Central Limit Theorem holds [39]. This is done in Chapter 2 and is based on our work in [5]. In Chapter 2 we use Ulam’s method [52] to provide rigorous approximations of diffusion coefficients for expanding maps. Such coefficients are focal in the study of limit theorems for dynamical systems (see [17, 33, 39, 44] and references therein).

In [47], following the approach of [34], Pollicott used a Fourier approximation scheme to estimate diffusion coefficients for expanding maps. The approach of [47] requires the map to have a Markov partition and to be piecewise analytic. Although the result of [47] provides an order of convergence, it does not compute the constant hiding in the rate of convergence. In our approach, we do not require the map to admit a Markov partition and we only assume it is piecewise $C^2$. More importantly, our approximation is rigorous; i.e., given a map, an observable, and a pre-specified tolerance on error, we approximate the diffusion coefficient rigorously up to the pre-specified error (see Theorem 2.1.2).

The second quantity that we compute in this thesis is the so called ‘linear response’, or the derivative with respect to noise, of a physical measure. This is done in Chapter 3 and is based on our work in [6]. A question of central interest from both theoretical and applied point of views in dynamical systems is the following: given a deterministic dynamical system that admits a physical measure, how does the physical measure change if the original system gets perturbed, perhaps randomly? It is known that in certain situations the physical measure changes smoothly and a formula of such a “derivative” can be obtained [8, 11, 17, 29, 36, 48]. This is called the Linear Response formula. We refer to [9] for a recent survey and progress in this area of research. However, from a rigorous computational point of view there are no results in the literature that approximate the derivative of a physical measure up to a pre-specified error in a suitable topology. In Chapter 3 we pioneer this direction of research. This work can be considered as a starting point of rigorous numerical approaches that aim to identify tipping points in the statis-
cal behaviour of systems studied in applications, such as the the comprehensive climate
dynamics models considered in [43].

The thesis is organised as follows. In Chapter 1 we review tools from measure the-
ory, functional analysis, ergodic theory and dynamical systems. Moreover, this chapter
includes some background about stochastic matrices and computer arithmetic. These two
ingredients are essential for our rigorous computations in this thesis.

Chapter 2 is based on our work in [5]. It is concerned with the rigorous computation
of diffusion coefficients for uniformly expanding maps of the interval. In particular, in
Section 2.1, we first introduce our system and the assumptions on it. We then state the
problem and introduce the method of approximation. The statement of the main result
(Theorem 2.1.2) is given in Section 2.1. Section 2.2 contains the proofs and an algorithm.
Section 2.3 contains an example that illustrates the implementation of the algorithm of
Section 2.2.

Chapter 3 is based on our work in [6]. It is concerned with the rigorous computation
of linear response. In particular, in Section 3.1 we present a general setting in which the
formula corresponding to the linear response can be obtained. In this section we also
show how the formula of such derivative can be rigorously computed using a computer.
In Section 3.2 we apply our results to expanding circle maps. In particular, in this section
we first find suitable Banach spaces and suitable discretization schemes that can be used
to compute linear response. In Section 3.3 we present an example where we compute,
up to a pre-specified error in the $L^\infty$-norm, the derivative of the physical measure of an
expanding circle map under stochastic perturbations.

Finally, Appendix A includes proofs and tools used in the computations in the example
of Section 3.3 of Chapter 3.
Chapter 1

Preliminaries

In this chapter, we review some basic definitions and results from measure theory, functional analysis, ergodic theory, and matrix analysis. This chapter also includes background on computer arithmetic. For measure theory we mainly use [30], for functional analysis we mainly use [54], for ergodic theory we mainly use [15], [53], for matrix analysis we use [1], [12], and for computer arithmetic we mainly use [51].

1.1 Mathematical Background

1.1.1 Measure Theory

Definition 1.1.1 (σ-algebra). A collection $\mathcal{B}$ of subsets of $X$ is called σ-algebra if and only if:

1. $X \in \mathcal{B};$
2. for any $B \in \mathcal{B}$, $X \setminus B \in \mathcal{B};$
3. if $B_n \in \mathcal{B}$, for $n = 1, 2, \ldots$, then $\bigcup_{n=1}^{\infty} B_n \in \mathcal{B}.$

Elements of $\mathcal{B}$ are usually referred to as measurable sets.

The simplest example of a σ-algebra of a set $X$ is the collection of empty set and the set itself $\{\emptyset, X\}$. Let us see one more example of σ-algebra:

Example 1.1.1. For a subset $A$ of $X$, the collection $\{\emptyset, A, A^c, X\}$ is a σ-algebra, denoted by $\mathcal{B}$. In this case, it is easy to see that $\mathcal{B}$ satisfies Definition 1.1.1.

Definition 1.1.2 (Measure). A function $\mu : \mathcal{B} \to \mathbb{R}^+$ is called a measure on $(X, \mathcal{B})$ if and only if:

1. $\mu(\emptyset) = 0;$
2. for any sequence of $\{B_n\}$ with $B_n \in \mathcal{B}$ and $B_n \cap B_m = \emptyset$, $m \neq n$, we have
   $$\mu\left(\bigcup_{n=1}^{\infty} B_n\right) = \sum_{n=1}^{\infty} \mu(B_n).$$

If $\mu(X) = 1$, we say $\mu$ is a probability measure and $(X, \mathcal{B}, \mu)$ is a probability space, or a normalized measure space.
One of the most natural measures is called Lebesgue measure. It is defined using Borel \(\sigma\)-algebra. The formal definition of Borel \(\sigma\)-algebra and Lebesgue measure are presented below:

**Definition 1.1.3 (Topological Space).** Let \(X\) be a set. A topology \(Y\) on \(X\) is a collection of subsets of \(X\) (called open sets) with the following properties:

1. \(\emptyset, X \in Y\).
2. The union of any collection of open sets is an open set.
3. The intersection of any finite collection of open sets is an open set.

**Definition 1.1.4 (Borel \(\sigma\)-algebra).** Let \(X\) be a topological space. Then the smallest \(\sigma\)-algebra generated by open sets is called the Borel \(\sigma\)-algebra of \(X\). Elements of \(\mathcal{B}\) are called Borel subsets of \(X\).

**Definition 1.1.5 (Lebesgue Outer Measure).** Let \(\mathcal{B}\) be the Borel \(\sigma\)-algebra on \(\mathbb{R}\). The Lebesgue outer measure of any set \(A \subseteq \mathbb{R}\) is the non-negative real-number\[
m^*(A) = \inf \left\{ \sum_{n=1}^{\infty} l(I_n) : I_n \text{ are intervals}, A \subseteq \bigcup_{n=1}^{\infty} I_n \right\}
\]
where \(l(I) = |b - a|\), for interval \(I = [a, b]\).

**Definition 1.1.6 (Lebesgue Measurable).** A set \(E \subseteq \mathbb{R}\) is Lebesgue measurable if for every set \(A \subseteq \mathbb{R}\) we have\[
m^*(A) = m^*(A \cap E) + m^*(A \cap E^c)
\]
where \(E^c = \mathbb{R} \setminus E\). For Lebesgue measurable sets, Lebesgue outer measure is called just Lebesgue measure.

If a function \(f : X \to Y\) is measurable, it preserves the structure between measurable spaces. This means the preimage of measurable set in \(Y\) is also a measurable set on \(X\). The formal definition is the following:

**Definition 1.1.7 (Measurable Function).** Let \((X, \mathcal{B}, \mu)\) be a measure space. A function \(f : X \to \mathbb{R}\) is said to be measurable if for all \(c \in \mathbb{R}\), \(f^{-1}(c, \infty) \in \mathcal{B}\), equivalently, if \(f^{-1}(A) \in \mathcal{B}\) for any Borel set \(A \subset \mathbb{R}\).

Absolutely continuous measures play a crucial role in this thesis. The definition of absolutely continuous measure is the following:

**Definition 1.1.8 (Absolutely Continuous Measure).** Let \(\nu\) and \(\mu\) be two measures on the same measure space \((X, \mathcal{B})\). We say that \(\nu\) is absolutely continuous with respect to \(\mu\) if for any \(A \in \mathcal{B}\), such that \(\mu(A) = 0\), we have \(\nu(A) = 0\). We write \(\nu \ll \mu\).

A useful property of absolutely continuous measures is illustrated by the Radon-Nikodym Theorem which we state below.
Theorem 1.1.2 (Radon-Nikodym Theorem). [15]

Let \((X, \mathcal{B})\) be a measure space and let \(\mu\) and \(m\) be two normalized measures on \((X, \mathcal{B})\). If \(\mu \ll m\), then there exists a unique \(f \in L^1(X, \mathcal{B}, m)\) such that for every \(A \in \mathcal{B}\),

\[
\mu(A) = \int_A f \, dm.
\]

\(f\) is called the Radon-Nikodym derivative and is denoted by \(\frac{d\mu}{dm}\).

1.1.2 Matrix Analysis

In my research matrix theory is a bridge that connects the mathematical theory with the computer implementations. The objects that we study, like \(L^1\) functions, BV functions, the Frobenius-Perron operator, invariant density functions, are all objects that can not be dealt with directly on a computer. Computers can only store finite dimensional elements. A matrix can be stored and run very well on a computer and can be used to approximate operators. In my study, I use stochastic matrices to approximate Frobenius-Perron operators. In this section, I will give the definition of a stochastic matrix and explain its properties (See [12] for more details).

First of all, every element in a stochastic matrix represent a probability. Thus a stochastic matrix is supposed to be a nonnegative matrix.

Definition 1.1.9 (Nonnegative Matrix). A matrix \(A \in \mathbb{R}^{m \times n}\) is said to be nonnegative iff no element of \(A\) is negative.

Example 1.1.3. This concept is straight forward, a matrix \(A\) defined by:

\[
A = \begin{bmatrix}
1 & 2 \\
0 & 0
\end{bmatrix}
\]

(1.1.1)

is a nonnegative matrix.

Nonsingular is an important concept when we study matrices. There are many ways to define it. Here is one way to define a nonsingular matrix [12]:

Definition 1.1.10 (Nonsingular Matrix). A matrix \(A\) is said to be nonsingular if its determinant is nonzero.

We can also say an \(n \times n\) matrix \(A\) is a nonsingular matrix if all the columns contained in this matrix are linearly independent. In other words, every column in this matrix contains useful information. Thus, a nonsingular matrix can be understood as every column of it contains useful information.

Example 1.1.4. Recall the matrix (1.1.1) in the previous example. Its determinant \(\det(A) = 1 \cdot 0 - 2 \cdot 0 = 0\), so it is a singular matrix.
Let
\[ B = \begin{bmatrix} 1 & 2 \\ 1 & 0 \end{bmatrix} \] (1.1.2)

Its determinant \( \det(B) = 1 \cdot 0 - 2 \cdot 1 = -2 \neq 0 \), thus matrix \( B \) is nonsingular.

In matrix analysis, there are two kinds of eigenvectors associated with eigenvalue \( \lambda \): the left eigenvector, which is row vector, and the right eigenvector, which is a column vector.

**Definition 1.1.11 (Right Eigenvector).** Let \( A \) be a matrix. If \( x \neq 0 \) is a vector, such that there exists a number \( \lambda \) with \( Ax = \lambda x \), then \( x \) is called a right eigenvector of \( A \) and \( \lambda \) is the corresponding eigenvalue.

**Definition 1.1.12 (Spectrum).** Let \( A \) be a square matrix. The set of all eigenvalues of \( A \) it is called the spectrum of \( A \).

**Remark 1.1.1.** Unlike Definition 1.1.25, the operator here, represented by the matrix, is finite dimensional. Hence the spectrum consists only of discrete spectrum represented by the eigenvalues.

**Definition 1.1.13 (Spectral Radius).** Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be the eigenvalues of a square matrix \( A \in \mathbb{C}^{n \times n} \). Then its spectral radius \( \rho(A) \) is defined as
\[ \rho(A) = \max\{|\lambda_1|, \ldots, |\lambda_n|\}. \]

**Definition 1.1.14 (Permutation Matrix).** Let unit vector \( e_j \) be the vector with one in the \( j \)-th position and zero elsewhere. An \( n \times n \) matrix \( P \) is said to be permutation matrix if it has the form
\[ P = [e_{i_1}, e_{i_2}, \ldots, e_{i_n}] \]
where \( i_1, i_2, \ldots, i_n \) is a permutation of \( 1, 2, \ldots, n \).

**Example 1.1.5.** Let \( n = 3 \),
\[ P = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]
are both permutation matrices.

**Definition 1.1.15 (Irreducible Matrix).** Let \( A \) be a square matrix with \( n \geq 2 \). Suppose there exists a permutation matrix \( P \) such that,
\[ P'AP = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix} \]
where \( A_{11}, A_{22} \) are square matrices of dimension less than \( n \), then \( A \) is called reducible. If no such \( P \) exists, then \( A \) is irreducible.

Here is an example of a reducible matrix.
Example 1.1.6. Let matrix $A$ be a nonnegative matrix

$$A = \begin{bmatrix} 0 & 0 & 0.5 & 0 \\ 0 & 0 & 0.5 & 1 \\ 0.5 & 0 & 0 & 0 \\ 0.5 & 1 & 0 & 0 \end{bmatrix}$$

The permutation matrix $P$ and its transpose

$$P = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad P' = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}.$$ 

Compute the matrix $P'AP$

$$P'AP = \begin{bmatrix} 0 & 1 & 0.5 & 0 \\ 1 & 0 & 0 & 0.5 \\ 0 & 0 & 0.5 & 0 \\ 0 & 0 & 0.5 & 0 \end{bmatrix}.$$ 

It can be written as

$$P'AP = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix},$$

where

$$A_{11} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad A_{22} = \begin{bmatrix} 0 & 0.5 \\ 0.5 & 0 \end{bmatrix} \quad \text{and} \quad A_{12} = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}.$$ 

Thus, the matrix $A$ is reducible.

Remark 1.1.2. The irreducibility of a matrix is a important condition to use the Perron-Frobenius Theorem (See [12]). As we can see in the above example, a nonnegative matrix may be reducible, but a positive matrix is irreducible (See [12]).

Theorem 1.1.7 (Perron-Frobenius Theorem). If the matrix $A \in \mathbb{R}^{m \times n}$ is nonnegative and irreducible then:

1. $A$ has a positive eigenvalue $\lambda$, equal to the spectral radius of $A$.

2. There is a positive right eigenvector associated with the eigenvalue $\lambda$.

3. The eigenvalue $\lambda$ has (algebraic) multiplicity 1.

Definition 1.1.16 (Stochastic Matrices). Matrix $P \in \mathbb{R}^{n \times n}$ is said to be a stochastic matrix iff $P$ is nonnegative and

$$\sum_{j=1}^{n} P_{ij} = 1, \quad i = 1, 2, \ldots, n.$$ 

Theorem 1.1.8. A nonnegative matrix $A$ is stochastic iff it has dominant eigenvalue 1 with right eigenvector given by $v' = [1, 1, \ldots, 1]$. In particular, the spectral radius of a stochastic matrix is 1.

The above theorem follows from Theorem 1.1.7.

Theorem 1.1.9. Let $A$ be a nonnegative matrix with maximal real eigenvalue $\lambda$. If there is a positive right eigenvector $z$ associated with $\lambda$, then

$$A = \lambda ZPZ^{-1}$$
where $P$ is a stochastic matrix and $Z = \text{diag}\{z_1, ..., z_n\}$.

1.1.3 Functional Analysis

We first introduce the notion of a linear space.

**Definition 1.1.17 (Linear Space).** A linear space (also known as a vector space) is a set $V$ over a field $K$ together with two operations and multiply by elements of $K$, that satisfy the following:

1. For any $v_1, v_2 \in V$ we have $v_1 + v_2 \in V$.
2. (Scalar multiplication) For any $v \in V$ and $k \in K$, $kv \in V$.
3. (Commutative law of vector addition) $v_1 + v_2 = v_2 + v_1$ for each pair of vectors $v_1, v_2 \in V$.
4. (Associative law of vector addition) $(v_1 + v_2) + v_3 = v_1 + (v_2 + v_3)$ for each triple of vectors $v_1, v_2, v_3 \in V$.
5. (Identity element of addition) There is a unique vector $0$, called the zero vector, such that $v_1 + 0 = v_1$ for every vector $v_1 \in V$.
6. (Inverse elements of addition) For each vector $v_1 \in V$ there is a unique vector $-v_1$ such that $v_1 + (-v_1) = 0$.
7. (Distributivity of scalar multiplication with respect to vector addition) $k(v_1 + v_2) = kv_1 + kv_2$ for each $k \in K$ and each pair of vectors $v_1, v_2 \in V$.
8. (Distributivity of scalar multiplication with respect to field addition) $(r + k)v_1 = rv_1 + kv_1$ for each pair $r, k \in K$ and each vector $v_1 \in V$.
9. (Compatibility of scalar multiplication with field multiplication) $(rk)v_1 = r(kv_1)$ for each pair $r, k \in K$ and each vector $v_1 \in V$.
10. For each vector $v_1 \in V$, $1v_1 = v_1$.

We now define the notion of a norm:

**Definition 1.1.18 (Norm).** Let $F$ be a linear space. A function $\| \cdot \| : \mathcal{F} \to \mathbb{R}^+$, where $\mathbb{R}^+ = [0, \infty)$ is called a norm if it has the following properties:

$$
\|f\| = 0 \iff f = 0,
\|\alpha f\| = |\alpha|\|f\|,
\|f + g\| \leq \|f\| + \|g\|.
$$

For $f, g \in \mathcal{F}$ and $\alpha \in \mathbb{R}$, the space $\mathcal{F}$ endowed with a norm $\| \cdot \|$ is called a normed linear space.
1.1. MATHEMATICAL BACKGROUND

Definition 1.1.19 (Cauchy sequence). A sequence \( \{f_n\} \) in a normed linear space \( F \) is called a Cauchy sequence if, for any \( \epsilon > 0 \), there exists an \( N > 1 \) such that for any \( n, m \geq N \),

\[
\|f_n - f_m\| < \epsilon.
\]

A normed linear space \( F \) is complete if every Cauchy sequence converges, i.e. for each Cauchy sequence \( \{f_n\} \) there exists \( f \in F \) such that

\[
\lim_{n \to \infty} \|f_n \to f\| = 0.
\]

Now, we can define a Banach space.

Definition 1.1.20 (Banach space). A complete normed space is called a Banach space.

In our research, the spectrum of transfer operator and the dynamical quantities are all define on a suitable Banach spaces. We now present examples of Banach spaces that will be used later in this thesis.

Examples of Banach spaces:

**Example: \( L^p \) space and \( L^\infty \) space** Let \((X, \mathcal{B}, \mu)\) be a measure space. Let \(1 \leq p < \infty\). The family of real valued measurable functions \( f : X \to \mathbb{R} \) satisfying

\[
\int_X |f(x)|^p d\mu < \infty
\]

is called the \( L^p(X, \mathcal{B}, \mu) \) space.

When equipped with the norm

\[
\|f\|_p = \left( \int_X |f(x)|^p d\mu \right)^{\frac{1}{p}},
\]

\((L^p, \|\cdot\|_p)\) is a Banach space.

The space of almost everywhere bounded measurable functions on \((X, \mathcal{B}, \mu)\) is denoted by \( L^\infty \). The \( L^\infty \) norm \( \|\cdot\|_\infty \) is given by:

\[
\|f\|_\infty = \text{ess sup}|f(x)| = \inf\{M : \mu\{x : f(x) > M\} = 0\}.
\]

The \( L^\infty \) space with the norm \( \|\cdot\|_\infty \) is a Banach space.

**Example: Smooth function spaces** Let \( r \geq 0 \). \( C^r(X) \) denotes the space of \( r \)-times continuously differentiable real functions \( f : X \to \mathbb{R} \) with the norm

\[
\|f\|_{C^r} = \max_{0 \leq k \leq r} \sup_{x \in X} |f^{(k)}(x)|,
\]

where \( f^{(k)}(x) \) is the \( k \)-th derivative of \( f(x) \) and \( f^0(x) = f(x) \). \((C^r, \|\cdot\|_{C^r})\) forms a Banach space.
**1.1. MATHEMATICAL BACKGROUND**

**Example: Functions of Bounded Variation**  We now present an example of a Banach space that will turn out to be very useful in this thesis. We will give more details in this example.

**Definition 1.1.21 (Total Variation).** Let \( f : [a, b] \to \mathbb{R} \) be a function and let \( P = \{a = x_0 < x_1 < \ldots < x_k = b\} \) be a partition of \([a, b]\). The number

\[
\mathcal{V} f = \sup_P \left\{ \sum_{k=1}^n |f(x_k) - f(x_{k-1})| \right\}
\]

is called total variation of \( f \) on \([a, b]\).

**Definition 1.1.22 (Bounded Variation).** Let \( f : [a, b] \to \mathbb{R} \). If there exists a positive number \( M \) such that

\[
\mathcal{V} f \leq M
\]

then \( f \) is said to be of bounded variation on \([a, b]\).

We now present an example of a function of bounded variation.

**Example 1.1.10.** Let \( f(x) = \sin(x) \). We compute its variation on \([-\pi, \pi]\).

![Figure 1.1: f(x) = sin(x) on [-\pi, \pi]](image)

Note that, the function \( f(x) \) is monotonic on \([-\pi, -\frac{\pi}{2}],[\frac{\pi}{2}, \pi]\) and \([\frac{\pi}{2}, \pi]\). We have

\[
\mathcal{V} f = \sup_P \left\{ \sum_{k=1}^n |f(x_k) - f(x_{k-1})| \right\}
\]

\[
\leq \sup_{P \cap [-\pi, -\frac{\pi}{2}]} \left\{ \sum_{k=1}^n |f(x_k) - f(x_{k-1})| \right\} + \sup_{P \cap [-\frac{\pi}{2}, \frac{\pi}{2}]} \left\{ \sum_{k=1}^n |f(x_k) - f(x_{k-1})| \right\} + \sup_{P \cap [\frac{\pi}{2}, \pi]} \left\{ \sum_{k=1}^n |f(x_k) - f(x_{k-1})| \right\}
\]

\[
= |\sin(-\pi) - \sin(-\frac{\pi}{2})| + |\sin(-\frac{\pi}{2}) - \sin(\frac{\pi}{2})| + |\sin(\frac{\pi}{2}) - \sin(\pi)|
\]

\[
= 1 + 2 + 1 = 4
\]

Thus, \( f(x) = \sin(x) \) is of bounded variation on \([-\pi, \pi]\).

**Example 1.1.11.** Consider \( f(x) = \tan(x) \), let us compute its total variation on \([0, \pi]\).

We will show that it is not a function of bounded variation.
Note that the function $f(x)$ is monotonic on $[0, \frac{\pi}{2}]$ and $[\frac{\pi}{2}, \pi]$. By the definition of total variation, we have

$$
\bigvee_{[0,\pi]} f(x) = \sup_{P} \left\{ \sum_{k=1}^{n} |f(x_k) - f(x_{k-1})| \right\}
$$

$$
\leq \sup_{P \cap [0,\frac{\pi}{2}]} \left\{ \sum_{k=1}^{n} |f(x_k) - f(x_{k-1})| \right\} + \sup_{P \cap [\frac{\pi}{2}, \pi]} \left\{ \sum_{k=1}^{n} |f(x_k) - f(x_{k-1})| \right\}
$$

$$
= |\tan(0) - \lim_{x_k \to \frac{\pi}{2}} \tan(x_k)| + |\lim_{x_k \to \frac{\pi}{2}} \tan(x_k) - \tan(\pi)| = \infty.
$$

Thus, $f(x) = \tan(x)$ on $[0, \pi]$ is not a function of bounded variation.

**Definition 1.1.23 (Bounded Variation Norm).** Let $f \in L^1([0,1])$. Let

$$
\|f\|_{BV} = \bigvee_{[0,1]} f + \|f\|_{L^1},
$$

where

$$
\bigvee_{[0,1]} f = \inf_{T} \left\{ \bigvee_{[0,1]} T : f = T \text{ a.e.} \right\}.
$$

Then $(BV, \| \cdot \|_{BV})$ is a Banach space [20].

The spectral properties of linear operator We recall some basic definitions from spectral theory of bounded linear operators. We refer the reader to [20] and [35] for more details.

**Definition 1.1.24 (Linear Operator).** Let $B_1, B_2$ be two Banach spaces. A function $P$ that sends $u \in B_1$ into $v = Pu \in B_2$ is called a linear operator if $P$ preserves linear relations:

$$
P(\alpha_1 u_1 + \alpha_2 u_2) = \alpha_1 Pu_1 + \alpha_2 Pu_2,
$$

for all $u_1, u_2$ of $B_1$ and all scalars $\alpha_1, \alpha_2$.

**Example 1.1.12.** Let $B$ be a Banach spaces. Let $f(x), g(x) \in B$ be complex-valued functions of bounded variation over $[a, b]$. The Stieltjes integral [20] of $f$ with respect to
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\( g, \) denoted by \( P \)

\[ Pg(x) = \int_{a}^{b} g(x)df(x) \]

defines a linear operator on the space \( C([a, b]) \).

Let \( B_1, B_2 \) be two Banach spaces, and \( P : B_1 \to B_2 \) be a bounded linear operator, such that the operator norm is bounded. A complex number \( \lambda \) is called an eigenvalue of \( P \) if there is a non-zero \( u \in B_1, B_1 = B_2 \) such that

\[ Pu = \lambda u. \]

\( u \) is called an eigenvector of \( P \) associated with the eigenvalue \( \lambda \).

**Definition 1.1.25** (Resolvent and Spectrum of \( P \)). For a bounded linear operator \( P : B \to B \), we define the spectrum of it as:

\[ \sigma(P) := \{ \lambda : (\lambda I - P) \text{ has no bounded inverse} \}. \]

The complementary set of \( \sigma(P) \) is the resolvent set of \( P \), denoted by \( \text{Res}(P) \).

**Definition 1.1.26.** The operator norm is given by

\[ \|P\| = \sup_{v \in \mathcal{B}, \|v\|=1} \|Pv\|. \]

**Definition 1.1.27** (Spectral radius). For a bounded linear operator \( P \) acting on a Banach space \( (B, \|\cdot\|) \), the spectral radius is defined as:

\[ \rho(P) = \lim_{n \to \infty} (\|P^n\|)^{1/n}. \]

**Definition 1.1.28** (Essential spectral radius). The essential spectral radius \( \rho_{\text{ess}}(P) \) of \( P \) is the smallest number \( \rho_{\text{ess}} \geq 0 \) such that any \( \lambda \in \sigma(P) \) with modulus \( |\lambda| > \rho_{\text{ess}} \) is an isolated eigenvalue of finite multiplicity.

Now, we can discuss the notion of a spectral gap of a bounded linear operator. It is a very important property that is related to exponential mixing in dynamical systems. I will first explain the notion of quasi-compactness.

**Theorem 1.1.13** (Theorem of Ionescu-Tulcea and Marinescu). [15]

Let \( (B_1, \|\cdot\|_{B_1}) \) and \( (B_2, \|\cdot\|_{B_2}) \) be two complex Banach space with \( B_1 \subset B_2 \), and a linear operator \( P \) from \( B_1 \) into \( B_1 \) be bounded with respect to both \( \|\cdot\|_{B_1} \) and \( \|\cdot\|_{B_1} \), which is the restriction of \( \|\cdot\|_{B_2} \) to \( B_1 \), where

\[ \|P\|_{B_1} = \sup \left\{ \frac{\|Pf\|_{B_2}}{\|f\|_{B_2}}, f \in B_1, f \neq 0 \right\}. \]

Assume that

1. If \( f_n \in B_1, f \in B_2, \lim_{n \to \infty} \|f_n - f\|_{B_2} = 0, \) and \( \|f_n\|_{B_1} \leq C \) for all \( n \), then \( f \in B_1 \) and \( \|f\|_{B_1} \leq C \),

2. \( H = \sup_{n \geq 0} \|P^n\|_{B_1} < \infty, \)
3. There exist $k \geq 1$, $0 < r < 1$, and $R < \infty$ such that for $f \in B_1$,
\[ ||P^k f||_{B_1} \leq r ||f||_{B_1} + R ||f||_{B_2}, \tag{1.1.4} \]

4. If $B_3$ is a bounded subset of $(B_1, ||\cdot||_{B_1})$, then the closure of $P^kB_3$ is compact in $(B_2, ||\cdot||_{B_2})$.

For any complex number $\lambda$, we introduce the following notation:
\[ E(\lambda) = \{ f \in B_1. Pf = \lambda f, f \neq 0 \}. \]
$\lambda$ is an eigenvalue of $P$ if and only if $E(\lambda) \neq \emptyset$.

Under the above conditions (1) – (4), the intersection of the spectrum of operator $P$ with the unit circle is a set $G$ of eigenvalues of $P$ of modulus 1 which has only a finite number of elements. For each $\lambda \in G$, $E(\lambda)$ is finite-dimensional. Furthermore, there exist bounded linear operator $\Pi_\lambda, \lambda \in G$, and $Q$ on $B_1$ such that
\[
P^n = \sum_{\lambda \in G} \lambda^n \Pi_\lambda + Q^n \tag{1.1.5}
\]
\[
\Pi_{\lambda_1}\Pi_{\lambda_2} = 0, \text{ if } \lambda_1 \neq \lambda_2, \Pi_{\lambda_1}^2 = \Pi_{\lambda_1} \tag{1.1.6}
\]
\[
\Pi_\lambda Q = Q\Pi_\lambda = 0 \tag{1.1.7}
\]
\[
\Pi_\lambda B_1 = E(\lambda) \tag{1.1.8}
\]
\[
\rho(Q) < 1, \tag{1.1.9}
\]
where $\rho(Q) = \lim_{n \to \infty} ||Q^n||^{1/n}$ is the spectral radius of $Q$.

The properties (1.1.5) – (1.1.9) of $P$ is one of definitions of a quasi-compact operator. Thus, under the assumptions (1) – (4), the operator $P$ is quasi-compact. In Figure 1.3, we present an example of the spectral picture of a quasi-compact operator. Inside the small circle is essential spectrum, which we don’t know the eigenvalues. There are isolated eigenvalues between the circle with $r < \rho(Q) < 1$.

**Remark 1.1.3.** If $P$ is a matrix, $\Pi_\lambda$ is a projection matrix onto the eigenspace associated with eigenvalue $\lambda$. If $P$ is an infinite dimensional operator, $\Pi_\lambda$ is the spectral projection associated with $\lambda$ ([35], [20]).

**Remark 1.1.4.** It is well known that $r$ in inequality (1.1.4) is an upper bound on the essential spectral radius of $P$ [31].
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\[ \rho(Q) \leq r < 1 \quad r = 0.5 \]

The spectrum of \( P \):

- \( \lambda_1 = 1 \)
- \( \lambda_2 \)
- \( \lambda_3 \)
- \( \lambda_4 \)
- \( \lambda_5 \)

Figure 1.3: An example of spectral picture of a quasi-compact operator

**Definition 1.1.29 (Spectral Gap).** Let \( B \) be a Banach space. A bounded linear operator \( P : B \to B \) has spectral gap if it satisfied the following:

1. \( \rho_{\text{ess}}(P) < \rho(P) \);

2. The eigenvalue \( \lambda \) with \( |\lambda| = \rho(P) \) is a simple eigenvalue of \( P \) and any other \( P \) eigenvalues of modulus strictly smaller than \( \rho(P) \).

**Remark 1.1.5.** In fact, Figure 1.3 shows an operator that has a spectral gap.

**Keller-Liverani’s Theorem** In [37], Keller and Liverani provided conditions that ensure stability of the spectrum of certain bounded linear operators. Their result plays an important role in the analytical background of this thesis. I will state their theorem here. It will be used later in the thesis.

---

\[ \text{Similar to the Ionescu-Tulcea and Marinescu Theorem 1.1.13, the Keller-Liverani result [37] can be seen as an abstract functional analytic result. Thus, it can be introduced even before mentioning dynamical systems and ergodic theory.} \]
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Let \((B, \| \cdot \|)\) be a Banach space equipped with a second norm \(| \cdot |\) such that \(| \cdot | \leq \| \cdot \|\).

For any bounded linear operator \(P : B \to B\), consider the set
\[V_{\delta,r}(P) = \{ z \in \mathbb{C} : |z| \leq r \text{ or dist}(z, \sigma(P)) \leq \delta \},\]
where \(\rho(P)\) is the spectrum of \(P\) with respect to \((B, \| \cdot \|)\), and define
\[H_{\delta,r}(P) := \sup \{ \| (zI - P)^{-1} \| : z \in \mathbb{C} \setminus V_{\delta,r} \} < \infty.\]

Further, we define the operator norm by following:
\[
\|P\| = \sup_{\|f\| \leq 1} |Pf|.
\]

**Theorem 1.1.14.** Let \(P_i : B \to B\) be two bounded linear operators, \(i = 1, 2\). Assume that: there are \(C_1, M > 0\) such that for all \(x \in \mathbb{N}\)
\[
|P_i^n| \leq C_1 M^n;
\]
and \(\exists \alpha \in (0, 1), \alpha < M, \text{ and } C_2, C_3 > 0\) such that
\[
\|P_i^n f\| \leq C_2 \alpha^n \|f\| + C_3 M^n |f| \quad \forall n \in \mathbb{N} \forall f \in B, i = 1, 2;
\]
moreover, if \(|z| > \alpha\), then \(z\) is not in the residual spectrum of \(P_i, i = 1, 2\).

For \(r \in (\alpha, M)\), let
\[
n_1 = \left\lfloor \ln \frac{2C_2}{\ln r/\alpha} \right\rfloor, \quad n_2 = \left\lfloor \ln \frac{8C_3 C_2 (C_2 + C_3 + 2) M H_{\delta,r}(P_1)}{\ln r/\alpha} + n_1 \ln (M/r) \right\rfloor.
\]

If
\[
|||P_1 - P_2||| \leq \frac{(r/M)^{n_1 + n_2}}{8C_3 (H_{\delta,r}(P_1)C_3 + \frac{C_1}{M-r})} := \epsilon_1(P, r, \delta)
\]
then for each \(z \in \mathbb{C} \setminus V_{\delta,r}(P_1)\), we have
\[
\|(z_2 - P_2)^{-1} f\| \leq \frac{4(C_2 + C_3)(M/r)^{n_1} \|f\| + 1}{2\epsilon_1} |f|.
\]

Set
\[
\gamma = \frac{\ln(r/\alpha)}{\ln(M/\alpha)};
\]
\[
a = \frac{8M(C_2 + C_3)^2}{M - r}(\frac{M}{r})^{n_1}[2C_2(C_2 + C_3) + \frac{C_1}{M-r}] + \frac{2C_1}{M - r},
\]
\[
b = \frac{8M}{M - r}[MC_2(C_2 + C_3 + 2) + C_3(C_2 + C_3)^2(\frac{M}{r})^{n_1} + 2C_3],
\]
and
\[
\epsilon_2(P_1, r, \delta) := \left[ \frac{1}{4C_3} \left( \frac{M}{r} \right)^{n_1} (\frac{1}{H_{\delta,r}(P_1)C_2(C_2 + C_3 + 2)M + C_3 + 2C_2(C_2 + C_3) + \frac{C_1}{M-r}}) \right]^\frac{1}{2}.
\]

If
\[
|||P_1 - P_2||| \leq \min\{\epsilon_1(P_1, r, \delta), \epsilon_2(P_1, r, \delta)\} := \epsilon_0(P_1, r, \delta)
\]
then for each \(z \in \mathbb{C} \setminus V_{\delta,r}(P_1)\), we have
\[
\|((z_2 - P_2)^{-1} - (z - P_1)^{-1})\| \leq |||P_1 - P_2|||^\gamma (a \| (z_2 - P_2)^{-1} \| + b \| (z - P_1)^{-1} \|^2).
\]

**Corollary 1.1.15.** If \(|||P_1 - P_2||| \leq \epsilon_1(P_1, r, \delta)\), then \(\sigma(P_2) \subset V_{\delta,r}(P_1)\). In addition, if \(|||P_1 - P_2||| \leq \epsilon_0(P_1, r, \delta)\), then in each connected component of \(V_{\delta,r}(P_1)\) that does not contain 0, both \(\sigma(P_1)\) and \(\sigma(P_2)\) have the same multiplicity; i.e. the associated spectral projections have the same rank.
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Figure 1.4 presents an example and an illustration of the set $V_{\delta,r}(P)$.

![Diagram of the V_{\delta,r}(P) set in the spectral picture of a quasi-compact operator, where B(\lambda, \delta) is the small balls centre on eigenvalues with radius \delta]

**Remark 1.1.6.** In the section of rigorous computation, the Keller-Liverani’s Theorem ensure that the error of approximation of transfer operator can be as small as we want, as long as we choose a small enough $\eta$.

### 1.1.4 Ergodic Theory

Ergodic theory studies statistical aspects of the long term behaviour of a dynamical system. In this section, I will state some definitions and theorems that will be used often in my thesis. Let us start from the formal definition of a dynamical system [15, 53].

**Definition 1.1.30 (Dynamical system).** Let $(X, \mathcal{B}, \mu)$ be a normalised measure space and let $T : X \to X$ be measurable. The quadruple $(X, \mathcal{B}, \mu, T)$ is called a dynamical system.

**Definition 1.1.31 (\(\pi\)-system).** A family $\mathcal{P}$ of subsets of $X$ is called a $\pi$-system if and only if for any $A, B$ in $\mathcal{P}$, their intersection is also in $\mathcal{P}$. 
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**Definition 1.1.32 (Invariant Measure).** The measurable transformation $T : X \to X$ preserves measure $\mu$ or that $\mu$ is $T$-invariant if $\mu(T^{-1}(B)) = \mu(B)$ for all $B \in \mathcal{B}$.

**Theorem 1.1.16.** Let $(X, \mathcal{B}, \mu)$ be a normalised measure space and let $T : X \to X$ be measurable. Let $\mathcal{P}$ be a $\pi$-system that generates $\mathcal{B}$. If $\mu(T^{-1}(A)) = \mu(A)$ for any $A \in \mathcal{P}$, then the measure $\mu$ is $T$-invariant.

Now, we can formally define invariant measure.

Here is an example of invariant measure.

**Example 1.1.17.** Let $I = [0, 1]$, $\mathcal{B}$ be Borel $\sigma$-algebra of $I$, $m$ be the Lebesgue measure on $I$. Consider the measurable transformation $T : I \to I$, which is given by $T(x) = 3x \pmod{1}$.

Let $[a, b] \subset I$, its pre-image is three disjoint intervals $I_1, I_2, I_3$, with $m(I_1) = m(I_2) = m(I_3) = \frac{1}{3}(b - a)$. Thus, $m(T^{-1}([a, b])) = m(I_1 \cup I_2 \cup I_3) = 3 \cdot \frac{1}{3}(b - a) = b - a = m([a, b])$. Since $[a, b]$ is any subinterval in $I$, by Theorem 1.1.16, Lebesgue measure $m$ is $T$-invariant.

**Definition 1.1.33 (Ergodic).** Let $T : X \to X$ and $\mu$ be $T$-invariant. Then $T$ is ergodic if for any $B \in \mathcal{B}$, such that $T^{-1}B = B$, $\mu(B) = 0$ or $\mu(X \setminus B) = 0$.

**Theorem 1.1.18 (Birkhoff Ergodic Theorem).** [15] Let $T : X \to X$ and $\mu$ be $T$-invariant ergodic probability measure. Let $f \in L^1(\mu)$. Then

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} f(T^i(x)) = \int_X f d\mu$$

for $\mu$-a.e. $x \in X$.

**Definition 1.1.34 (Mixing).** Let $T : X \to X$ and $\mu$ be $T$-invariant probability measure. Then $T$ is weakly mixing if for all $A, B \in \mathcal{B}$,

$$\frac{1}{n} \sum_{i=0}^{n-1} |\mu(T^{-i}A \cap B) - \mu(A)\mu(B)| \to 0 \text{ as } n \to +\infty.$$ 

$T$ is strongly mixing if for all $A, B \in \mathcal{B}$,

$$\mu(T^{-n}A \cap B) \to \mu(A)\mu(B) \text{ as } n \to +\infty.$$ 

**Remark 1.1.7.** Both strongly mixing and weakly mixing are stronger properties than ergodicity, strong mixing means asymptotic independence. It can be shown that:

**Strongly Mixing $$\Rightarrow$$ Weakly Mixing $$\Rightarrow$$ Ergodic.**

See [53].

1.1.5 The Frobenius-Perron Operator

The Frobenius-Perron operator is a very useful tool to study existence and properties of absolutely continuous invariant measures. Below I will explain in details the definition and properties of the Frobenius-Perron Operator.

First of all, we recall the definition of a nonsingular transformation.
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Definition 1.1.35 (Nonsingular Transformation). Let \((X, \mathcal{B}, \mu)\) be a measure space. A transformation \(T : X \to X\) is measurable. \(T\) is nonsingular if \(\mu(T^{-1}(A)) = 0\) whenever \(\mu(A) = 0\), \(A \in \mathcal{B}\).

Now, assume \(T : I \to I\) is a nonsingular transformation with respect to Lebesgue measure \(m\). Let \(Y\) be a random variable on \(I\), and it has probability density function \(f\). We apply \(T\) to every point in the space, then for any set \(E \subset X\), the probability of points land at \(E\) is

\[
\text{Prob}(T(Y) \in E) = \int_E I_{E(T(Y))} f \, dm = \int I_{T^{-1}E} f \, dm = \int I_{T^{-1}E} d\mu_f
\]

where, \(I_E\) is a characteristic function.

\[d\mu_f := f \, dm.\]

Since \(T\) is non-singular, we have

\[\mu_f \circ T^{-1} \ll m.\]

Therefore, by the Radon-Nikodym Theorem, there exists a unique \(P_T f := \frac{d\mu_f \circ T^{-1}}{dm}\) in \(L^1(m)\). We called \(P_T\) the Frobenius-Perron operator associated with \(T\).

The following properties of \(P_T\) are well known. Proofs can be found in [15].

Proposition 1.1.19. \(P_T\) is the unique element of \(L^1(m)\), that for all test functions \(\varphi \in L^\infty\), \(\int \varphi \cdot (P_T f) \, dm = \int (\varphi \circ T) \cdot f \, dm.\)

Proposition 1.1.20. (Properties of Frobenius-Perron operator)

1. (Linearity) \(P_T : L^1 \to L^1\) is a linear operator.

2. (Positivity) Let \(f \in L^1\) with \(f \geq 0\). Then \(P_T f \geq 0\).

3. (Preservation of Integrals) For \(f \in L^1\), \(\int I f \, P_T f \, dm = \int I f \, dm.\)

4. (Contraction Property) \(P_T : L^1 \to L^1\) is a contraction, i.e., \(\|P_T f\|_1 \leq \|f\|_1\) for any \(f \in L^1\).

5. (Composition Property) Let \(T : I \to I\) and \(S : I \to I\) be nonsingular. Then \(P_{T \circ S} f = P_T \circ P_S f.\)
6. Let $T : I \to I$ be nonsingular. $P_T f^* = f^*$ if and only if it is the density of a $T$-invariant measure $\mu$, $\mu(A) = \int_A f^* \, dm$. $\mu$ is called absolutely continuous invariant measure.

Example 1.1.21. Let $T : I \to I$ be given by $T(x) = 2x \pmod{1}$. Let $A = [a, b]$ be any interval.

![Figure 1.5: The Map $T$](image)

We have

$$\int_{[a,b]} P_T f \, dm = \int_{T^{-1}([a,b])} f \, dm = \int_{(T^{-1}([a,b]) \cap [0, \frac{1}{2}]) \cup (T^{-1}([a,b]) \cap [\frac{1}{2}, 1])} f \, dm.$$  

We check that $f^* = 1$ is a fixed point of $P_T$. We have

$$\int_{[a,b]} f^* \, dm = \int_{[a,b]} 1 \, dm = m([a,b]).$$

On the other hand,

$$\int_{(T^{-1}([a,b]) \cap [0, \frac{1}{2}]) \cup (T^{-1}([a,b]) \cap [\frac{1}{2}, 1])} f^* \, dm = \int_{(T^{-1}([a,b]) \cap [0, \frac{1}{2}]) \cup (T^{-1}([a,b]) \cap [\frac{1}{2}, 1])} 1 \, dm$$

$$= m(T^{-1}([a,b]) \cap [0, \frac{1}{2}]) + m(T^{-1}([a,b]) \cap [\frac{1}{2}, 1]))$$

$$= \left( \frac{1}{2} m([a,b]) + \frac{1}{2} m([a,b]) \right) = m([a,b]).$$

Therefore, we have $\int_{[a,b]} f^* \, dm = \int_{[a,b]} P_T f^* \, dm$. Since this is true over any interval $[a,b]$, we get $P_T f^* = f^*$ a.e. Thus, we have used $P_T$ to show that $m$ is $T$-invariant.

Representation of the Frobenius-Perron operator  
If our system is piecewise monotonic, there is a powerful representation of the Frobenius-Perron operator.

Definition 1.1.36 (Piecewise Monotonic interval map). Let $I = [0, 1]$. A transformation $T : I \to I$ is called piecewise monotonic if there exists a partition of $I$, $0 = a_0 < a_1 < \ldots < a_q = 1$, and a number $r > 1$ such that
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1. $T_{|[a_{i-1},a_i]}$ is a differentiable, $i = 1, ..., q$ which can be extended to a differentiable map on $[a_{i-1}, a_i]$, $i = 1, ..., q$.

2. $|T'(x)| > 0$ on $(a_{i-1}, a_i)$, $i = 1, ..., q$.

For piecewise monotonic map $T : I \to I$, the Frobenius-Perron operator $P_T$ associated with $T$ has a piecewise representation, i.e. for a.e $x$.

$$P_T f(x) = \sum_{i=1}^{q} \frac{f(T_i^{-1}(x))}{|T'(T_i^{-1}(x))|} \chi_{T(a_{i-1}, a_i)}(x).$$

Also, it can be written as

$$P_T f(x) = \sum_{y \in T^{-1}(x)} \frac{f(y)}{|T'(y)|}. \quad (1.1.10)$$

Here I will give an example of a piecewise monotonic map and its Frobenius-Perron operator.

**Example 1.1.22.** Let $I = [0, 1]$ and $T : I \to I$ be defined as

$$T(x) = \begin{cases} 
\frac{5x}{3-x} & \text{if } x \in [0, \frac{1}{2}), \\
2x - 1 & \text{if } x \in [\frac{1}{2}, 1].
\end{cases}$$

As shown in Figure 3.3.1,

![Figure 1.6: The Map $T$](image)

In our example the map $T$ is piecewise monotonic. Then

$$P_T f(x) = \sum_{y \in T^{-1}(x)} \frac{f(y)}{|T'(y)|} = \frac{f(T_1^{-1}(x))}{|T'_1(T_1^{-1}(x))|} + \frac{f(T_2^{-1}(x))}{|T'_2(T_2^{-1}(x))|} \quad (1.1.10)$$

where

$$T_1^{-1}(x) = \frac{3x}{5 + x}, T_2^{-1}(x) = \frac{x + 1}{2},$$

and

$$T'_1(x) = \frac{5}{3-x} + \frac{5x}{(3-x)^2}, T'_2(x) = 2.$$
From (1.1.10) we get
\[ P_T f(x) = \frac{15f\left(\frac{3x}{5+x}\right)}{(5 + x)^2} + \frac{f\left(\frac{x+1}{x+1}\right)}{x+1}. \]

### 1.1.6 Ulam’s Method and Approximating Dynamical Quantities

Suppose we know that a dynamical system has an invariant density; i.e., its Frobenius-Perron operator \( P_T \) has a fixed point \( f^* \). Often, it is very difficult to find \( f^* \) explicitly. Moreover, it is also difficult to determine analytically other dynamical quantities associated with \( f^* \). To approximate such quantities, a well-known technique is to approximate \( P_T \) by a matrix. This idea goes back to Ulam [52]. The main theme of this thesis is to use Ulam (or Ulam-like) scheme and implemented rigorously on a computer.

**Ulam’s scheme** Let \( \eta := \{I_k\}_{k=1}^{d(\eta)} \) be a partition of \([0, 1]\) into intervals of size \( m(I_k) \leq \eta \). Let \( \mathcal{B}_\eta \) be the \( \sigma \)-algebra generated by \( \eta \) and for \( f \in L^1 \) define the projection
\[ \Pi_\eta f = E(f|\mathcal{B}_\eta), \]
and
\[ P_\eta = \Pi_\eta \circ P \circ \Pi_\eta. \]

\( P_\eta \), which is called Ulam’s approximation of \( P \), is finite rank operator which can be represented by a (row) stochastic matrix acting on vectors in \( \mathbb{R}^{d(\eta)} \) by left multiplication. Its entries are given by
\[ P_{kj} = \frac{m(I_k \cap T^{-1}(I_j))}{m(I_k)}. \]

**Example 1.1.23.** In this example, I will show in details how the Ulam scheme works. Let \( T : I \to I \) be given by \( T(x) = 2x \pmod{1} \).

\[ P_T f(x) = \sum_{y \in T^{-1}(x)} \frac{f(y)}{|T'(y)|} = \frac{f(T_1^{-1}(x))}{|T_1^{-1}(x)|} + \frac{f(T_2^{-1}(x))}{|T_2^{-1}(x)|} \]  (1.1.11)

The Ulam approximation \( P_\eta \) can be represented by the following matrix:
\[
P_\eta = \begin{bmatrix}
0.5 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.5 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 & 0.5 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.5 & 0.5 & 0 & 0 & 0 \\
0.5 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

As we will see in Chapters 2 and 3, we will be able to compute rigorously important dynamical quantities, namely diffusion coefficients (Chapter 2) and for the first time linear response (Chapter 3).
1.2 Numerical Background

In this section, I will introduce definitions and operations that I used in the computer codes to produce rigorous approximations of dynamical quantities. For more information on computer arithmetic, we refer to [51].

In our work we aim to provide rigorous approximation of dynamical quantities. By rigorous we mean the following:

Suppose we want to compute \( f^* \), the invariant density of a certain dynamical systems, up to a pre-specified error \( \tau \) in a certain topology. How do we rigorously achieve such an error? There are two important ingredients to doing this:

1. We should be able to track all the constants that come from the theoretical part, for example from the Keller-Liverani Theorem 1.1.14, and compute them\(^2\).

2. We should be able to track all the roundoff errors made by the computer throughout the process.

This section provides a background on roundoff errors.

1.2.1 Computer Arithmetic

Positional system

The differences between usual arithmetic and the computer one begin from the positional system. Instead of 10, the computer uses positional system in base 2. But we can present any real number in a positional system with an arbitrary integer base \( \beta \geq 2 \) as follows:

\[
(-1)^{\gamma} (b_n b_{n-1} \ldots b_0 b_{-1} \ldots), \tag{1.2.1}
\]

where \( b_n b_{n-1}, \ldots \) are integers in the range \([0, \beta - 1]\), and \( \gamma \in \{0, 1\} \) provides the sign of the number. The real number corresponding to (1.2.1) is

\[
x = (-1)^{\gamma} \sum_{i=-\infty}^{n} b_i \beta^i = (-1)^{\gamma} (b_n \beta^n + b_{n-1} \beta^{n-1} + \cdots + b_0 \beta^0 + b_{-1} \beta^{-1} \cdots).
\]

Floating point numbers

The floating point numbers system provides a more convenient way to present real number than (1.2.1). We define the set of floating point numbers in base \( \beta \) as:

\[
\mathbb{F}_\beta = \{ (-1)^{\sigma} m \times \beta^e : m = (b_0 b_1 b_2 \ldots)_{\beta} \},
\]

where, as before, we request that \( \beta \) is an integer not less than 2, and that \( 0 \leq b_i \leq \beta - 1 \) for all \( i \), and \( 0 \leq b_i \leq \beta - 2 \), \( i = n, n + 1 \ldots \). The exponent \( e \) may be any integer. But this

\(^2\)This point will become clear in Chapters 2, 3 when we deal with specific systems.
set is uncountably infinite, computer can only store finite digits, we need to build a finite set to approximate real numbers. The first step, define the set
\[ F_{\beta,p} = \{ x \in F_\beta : m = (b_0.b_1b_2...b_{p-1})_\beta \} , \]
where \( p \) is called the precision of the floating point system. Then, in order to form a finite set, we need to specify four integers: the base \( \beta \), the precision \( p \) and the minimal and maximal exponents \( \bar{\epsilon} \) and \( \hat{\epsilon} \). Define the parameterised sets of computer representable floating point numbers,
\[ F_{\bar{\epsilon},\hat{\epsilon}}^{\beta,p} = \{ x \in F_{\beta,p} : \bar{\epsilon} < e < \hat{\epsilon} \} . \]

**Rounding**

As computer can only store the number set \( F \) instead of the real number set \( \mathbb{R} \), we have to find a number in set \( F \) as the approximation of the number in \( \mathbb{R} \). We call this approximation Rounding. We usually have four ways to round numbers: round to zero, rounded up, rounded down and round to nearest.

**Round to zero**  Round to zero, also known as “truncation”, this name reflects the idea that discard the significand digits beyond position \( p - 1 \). The formal definition given by an operator \( \Box_z : \mathbb{R}^* \to \mathbb{F}^* \)
\[ \Box_z(x) = \text{sign}(x) \max \{ y \in \mathbb{F}^* : y \leq |x| \} , \]
where \( \text{sign}(x) \) is the sign of \( x \). This is the simplest way but not the most accurate way to round and we do not use it often.

**Directed rounding**  There are two rounding modes called directed, round toward minus infinity (also known as “round down”) and round toward plus infinity (also known as “round up”). They are denoted as \( \triangledown(x) \) and \( \triangle(x) \) respectively, and defined as
\[ \triangledown(x) = \max \{ y \in \mathbb{F}^* : y \leq x \} \quad \text{and} \quad \triangle(x) = \min \{ y \in \mathbb{F}^* : y \geq x \} . \]

**Round to nearest**  For the previous two rounding modes, round down and round up, the maximum of its error is the length of the interval \( [\triangledown(x), \triangle(x)] \). Round to nearest, denote as \( \Box \), is a more accurate rounding mode, it makes the error down to \( \frac{1}{2}[\triangledown(x), \triangle(x)] \).

It is defined as:
\[
x > 0 \Rightarrow \Box_n(x) = \begin{cases} \triangledown(x), & \text{if } x \in [\triangledown(x), \frac{1}{2}(\triangledown(x) + \triangle(x))], \\ \triangle(x), & \text{if } x \in [\frac{1}{2}(\triangledown(x) + \triangle(x)), \triangle(x)] \end{cases}, \\
x < 0 \Rightarrow \Box_n(x) = -\Box_n(-x)
\]

**1.2.2 Interval Arithmetic**

When we implement a function \( f(x), x \in \mathbb{R} \) in a computer, the rounding error appears since we can only store set \( F \) in computer to approximate set \( \mathbb{R} \). To rigorously estimate
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the rounding error, we can use interval arithmetic. We can get an interval \( F([x]) \) that contains the exact value of \( f(x) \), and the length of interval \( F([x]) \) is the bound of rounding error. The general idea of interval arithmetic is apply \( F \) to a set of intervals \( ([x]) \), instead of the classical way of mapping a number \( x \) to number \( f(x) \). To accomplish that, we need to extend real functions to interval functions.

Let us start with some notation that will be used often in this section. Let \( \mathbb{A} \subseteq \mathbb{R} \) and \( f : \mathbb{A} \to \mathbb{R} \). Denote the range of \( f \) over \( \mathbb{A} \) by

\[
\mathcal{R}(f, \mathbb{A}) = \{ f(x) : x \in \mathbb{A} \}.
\]

For \( a \in \mathbb{R} \), the interval \([a]\) is:

\[
[a] = [a, \bar{a}] = \{ a \in \mathbb{R} : a \leq a \leq \bar{a} \}.
\]

The set of all intervals \([a]\) of real line:

\[
\mathcal{R} = \{ [a, \bar{a}] : a \leq \bar{a}, a, \bar{a} \in \mathbb{R} \}.
\]

The set relations of elements in \( \mathcal{R} \) define as:

\[
[a] = [b] \iff a = b \text{ and } \bar{a} = \bar{b},
\]

\[
[a] \subseteq [b] \iff b \leq a \text{ and } \bar{a} \leq \bar{b},
\]

\[
[a] \subset [b] \iff [a] \subseteq [b] \text{ and } [a] \neq [b],
\]

\[
[a] \prec [b] \iff b < a \text{ and } \bar{a} < \bar{b},
\]

\[
[a] \leq [b] \iff a \leq b \text{ and } \bar{a} \leq \bar{b},
\]

\[
a \in [b] \iff b < a \text{ and } a < \bar{b}.
\]

To get one and only one new interval from unions, we define an operation called hull:

\[
[a] \sqcup [b] = [\min\{a, b\}, \max\{\bar{a}, \bar{b}\}].
\]

Define the intersection operation as:

\[
[a] \cap [b] = \begin{cases} 
\emptyset & \text{if } \bar{a} < b \text{ or } b < a, \\
[\max\{a, b\}, \min\{\bar{a}, \bar{b}\}] & \text{otherwise}
\end{cases}
\]

For \([a] \in \mathcal{R}\), we define the following real-valued functions, the middle point and the radius function of interval \([a]\):

\[
\text{Rad}([a]) = \frac{1}{2}(\bar{a} - a) \text{ (the Radius of } [a]),
\]

\[
\text{Mid}([a]) = \frac{1}{2}(\bar{a} + a) \text{ (the Midpoint of } [a]).
\]

The magnitude and magnitude function of interval \([a]\):

\[
\text{Mig}([a]) = \min\{|a| : a \in [a]\} \text{ (the Mignitude of } [a]),
\]

\[
\text{Mag}([a]) = \max\{|a| : a \in [a]\} \text{ (the Magnitude of } [a]).
\]

The absolute value of interval \([a]\):

\[
\text{Abs}([a]) = [\text{Mig}([a]), \text{Mag}([a])].
\]

Furthermore, we can define arithmetic on the elements of \( \mathcal{R} \) by:

\[
[a] + [b] = [a + b, \bar{a} + \bar{b}],
\]

\[
[a] - [b] = [a - b, \bar{a} - \bar{b}],
\]

\[
[a] \times [b] = [\min\{ab, a\bar{b}, \bar{a}b, \bar{a}\bar{b}\}, \max\{ab, a\bar{b}, \bar{a}b, \bar{a}\bar{b}\}],
\]

\[
[107x310]a[113x310]∈[139x310]R[139x310],\text{we define the following real-valued functions, the middle point and the radius function of interval } [183x292]a[188x292]:[202x274]Rad([129x274]a[235x274]) = 1[258x266]2(1[269x274]a[277x274]−[288x274]a)[294x274]) \text{ (the Radius of } [294x274]a[383x274]),[196x250]Mid([225x250]a[230x250]) = 1[253x242]2(1[264x250]a[272x250]+[272x250]a[289x250]) \text{ (the Midpoint of } [289x250]a[389x250]).[174x213]Mig([202x213]a[208x213]) = \min\{|[257x253]a[262x253]| : [268x253]a[283x253]∈[294x253][297x253]a[302x253]\} \text{ (the Mignitude of } [314x213]a[314x213]),[171x194]Mag([201x194]a[207x194]) = \max\{|[257x253]a[263x253]| : [269x253]a[284x253]∈[294x253][297x253]a[303x253]\} \text{ (the Magnitude of } [315x194]a[315x194]).[85x138]Furthermore, we can define arithmetic on the elements of } \mathcal{R} \text{ by:}[242x120][a] + [b] = [a + b, \bar{a} + \bar{b}],[242x101][a] − [b] = [a − b, \bar{a} − \bar{b}],[292x48]25[179x82][a]×[b] = [\min\{ab, a\bar{b}, \bar{a}b, \bar{a}\bar{b}\}, \max\{ab, a\bar{b}, \bar{a}b, \bar{a}\bar{b}\}],
\[ [a] \div [b] = [a] \times \left[ \frac{1}{b} \right], \text{if } 0 \notin [b]. \]

**Example 1.2.1.** The example will show how computer arithmetic works on some particular intervals.

\[
\begin{align*}
[-2, 1] + [3, 5] &= [-2 + 3, 1 + 5] = [1, 6] \\
[0, 3] - [-3, 4] &= [0 - 4, 3 - (-3)] = [-4, 6] \\
[1, \pi] \times [\sqrt{5}, 5] &= \min\{\sqrt{5}, 5, \pi\sqrt{5}, 5\pi\}, \max\{\sqrt{5}, 5, \pi\sqrt{5}, 5\pi\} = [\sqrt{5}, 5\pi] \\
[-\sqrt{2}, 2] \div [e, 4] &= \left[ -\sqrt{2}, \frac{1}{e} \right]
\end{align*}
\]

The sub-distributivity is a weaker rule than distributive law, for \([a], [b], [c] \in \mathcal{R}\),

\[
[a] + ([b] + [c]) = ([a] + [b]) + [c]; [a] + [b] = [b] + [a],
\]

\[
[a] \times ([b] \times [c]) = ([a] \times [b]) \times [c]; [a] \times [b] = [b] \times [a].
\]

Additionally, the addition and multiplication are both associative and commutative:

There are two important properties of interval arithmetic: sub-distributivity and inclusion isotonicity.

The sub-distributivity is a weaker rule than distributive law, for \([a], [b], [c] \in \mathcal{R}\), it states:

\[
[a](b + [c]) \subseteq [a][b] + [a][c].
\]

The inclusion isotonicity is presented in the following theorem:

**Theorem 1.2.2.** If \([a] \subseteq [a'], [b] \subseteq [b']\), and \(* \in \{+, -, \times, \div\}\), then

\[
[a] * [b] \subseteq [a'] * [b'],
\]

where \(0 \notin [b']\) for division.

Now, we are ready to extend real functions to interval functions. In interval analysis, we have a theorem to extend the real function to interval functions. The way we extend is to substitute all real numbers \(x\) with intervals \([x]\) to get an interval function \(f([x])\), called the natural interval extension of \(f\). The complete statement of the theorem is following:

**Theorem 1.2.3.** Given a real-valued, rational function \(f\), and its natural interval-extension \(F\) such that \(F([x])\) is well-defined for some \([x] \in \mathcal{R}\). We have

1. \([x] \subseteq [x'] \Rightarrow F([x]) \subseteq F([x'])\), (Inclusion Isotonicity)

2. \(R(f, [x]) \subseteq F([x])\). (Range Enclosure)

This theorem can be extended to elementary functions. Elementary functions will be defined below. Let us recall the set of standard functions \(\mathcal{S}\):

\[
\mathcal{S} = \{a^x, \log_a x, x^{p/q}, \sqrt{x}, \sin(x), \cos(x), \tan(x)\}.
\]
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Definition 1.2.1. Any real-valued function expressed as a finite number of standard functions combined with constants, arithmetic operations and compositions is called an elementary function. We denote the class of elementary function by $E$.

Then, we can extend the above theorem to elementary function, it is called the fundamental theorem of interval analysis.

Theorem 1.2.4. (The Fundamental theorem of Interval Analysis) Given a real-valued, elementary function $f$, and its natural interval-extension $F$ such that $F([x])$ is well-defined for some $[x] \in \mathbb{R}$. We have

1. $[z] \subseteq [z'] \Rightarrow F([z]) \subseteq F([z'])$, (Inclusion Isotonicity)
2. $R(f,[x]) \subseteq F([x])$. (Range Enclosure)

1.2.3 Automatic Differentiation

When we use the Newton’s method to find a root, we need to compute each $f'(x_i)$, where $i = 1, 2, 3, ..., n$ is the iteration time. We usually have two ways to compute $f'(x_i)$. One is the formula:

$$f'(x_i) = \lim_{h \to 0} \frac{f(x_i + h) - f(x_i)}{h}.$$  

The other way is to deduce the exact formula of $f'$, then substitute $x_i$ to the formula $f'$. However, both ways are proved not effective in computation. The first one has poor precision and for the second one it is too hard to find a formula for $f'$ for some function $f$. Also, they are memory-consuming and time-consuming.

In this section, a technique called the differentiation arithmetic will be presented. The implementation of differentiation arithmetic only involve the computation of elementary functions, like sin, cos, exp, log, and elementary arithmetic, like addition, subtraction, multiplication, division. The key of this technique is to repeatedly apply chain rule, then we will get a precise differentiation with efficient computation. I will state the automatic differentiation in detail and give an example that makes it more clear.

The first order case

In the first order case, we only consider the first derivative of $f(x)$. To compute $f'(x_0)$, we should introduce some notation.

For any function $u : \mathbb{R} \to \mathbb{R}$, let $u_0 = u(x_0)$ and $u'_0 = u'(x_0)$. Define the pair of real numbers as:

$$\vec{u} = (u_0, u'_0).$$
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Here is some pairs for standard functions:

\[
\begin{align*}
\sin(\vec{u}) &= \sin(u_0, u'_0) = (\sin(u_0), u'_0 \cos(u_0)), \\
\cos(\vec{u}) &= \cos(u_0, u'_0) = (\cos(u_0), -u'_0 \sin(u_0)), \\
e^{\vec{u}} &= e^{(u_0, u'_0)} = (e^{(u_0)}, u'_0 e^{(u_0)}), \\
\log(\vec{u}) &= \log(u_0, u'_0) = (\log(u_0), \frac{u'_0}{u_0}), \quad \text{for } (u_0 > 0), \\
\vec{u}^\alpha &= (u_0, u'_0)^\alpha = (u_0^\alpha, u'_0 \alpha u_0^{\alpha-1}), \quad \text{for } (\alpha \neq 0), \\
|\vec{u}| &= |(u_0, u'_0)| = |u_0|, u_0 \text{sign}(u_0)), \quad \text{for } (u_0 \neq 0).
\end{align*}
\]

Define the arithmetic rules by:

\[
\begin{align*}
\vec{u} + \vec{v} &= (u_0 + v_0, u'_0 + v'_0), \\
\vec{u} - \vec{v} &= (u_0 - v_0, u'_0 - v'_0), \\
\vec{u} \times \vec{v} &= (u_0v_0, u'_0v'_0), \\
\vec{u} \div \vec{v} &= \left(\frac{u_0}{v_0}, \left(\frac{u'_0}{v_0}\right)v'_0\right),
\end{align*}
\]

where \(v_0 \neq 0\) for the last rule.

**Example 1.2.5.** For function \(f(x) = \frac{(x+3)(x-5)}{x-8}\), compute the value of \(f(x_0)\) and \(f'(x_0)\) when \(x_0 = 4\).

For a variable \(x\), the pair \(\vec{x}\) is:

\[
\vec{x} = (x, 1),
\]

and for constants \(c\), where \(c = 3, 5, 8\) in this example. The pair \(\vec{c}\) is

\[
\vec{c} = (c, 0).
\]

**Applying the arithmetic rules we just defined above:**

\[
\vec{f}(\vec{x}) = (\vec{x} + \vec{3})(\vec{x} - \vec{5}) = ((x, 1) + (3, 0)) \times ((x, 1) - (5, 0))
\]

When \(x_0 = 4\), \(\vec{x} = (4, 1)\).

\[
\vec{f}(4, 1) = \frac{(4, 1) + (3, 0)) \times ((4, 1) - (5, 0))}{(4, 1) - (8, 0)} = \frac{(7, 1) \times (-1, 1)}{(-4, 1)} = (\frac{-7}{4}, \frac{-17}{16}).
\]

Then, the first element of \(\vec{f}(4, 1)\) is the value of \(f(4) = \frac{-7}{4}\), the second element of \(\vec{f}(4, 1)\) is the value of \(f'(4) = \frac{-17}{16}\).

Let us check the result by using usual differentiation:

\[
f'(x) = 1 + \frac{6}{x-8} - \frac{6x-15}{(x-8)^2}.
\]

Substitute \(x_0 = 4\) to the formulae \(f(x)\) and \(f'(x)\).

\[
f(4) = \frac{(4+3)(4-5)}{4-8} = \frac{7}{4}
\]

and

\[
f'(4) = 1 + \frac{6}{4-8} - \frac{6 \cdot 4 - 15}{(4-8)^2} = \frac{17}{16},
\]

Result checked.

When we use interval arithmetic to control the rounding error, we can use automatic
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differentiation to intervals as well. Define the pair with intervals by:
\[ \vec{u} = ([u_0], [u_0']) \]
The result will be two intervals. They contain the exact value of \( f(x_0) \) and \( f'(x_0) \) respectively, and the length of these two intervals are the rounding error of the computation of value of \( f(x_0) \) and \( f'(x_0) \).

Let us see an example that shows how automatic differentiation works for intervals.

**Example 1.2.6.** Let \( f(x) = e^x + \sin(x) + x + 2 \), find the enclosure of \( f'([0, \pi/2]) \).

Define the extend function:
\[ \vec{f}([\vec{x}]) = e^{[\vec{x}]} + \sin([\vec{x}]) + [\vec{x}] + 2, \]
the interval pair \([\vec{x}] = ([0, \pi/2], [1])\).

\[
\vec{f}([\vec{x}]) = e^{[\vec{x}]} + \sin([\vec{x}]) + [\vec{x}] + 2 \\
= e^{([0, \pi/2], 1)} + \sin([0, \pi/2], [1]) + ([0, \pi/2], [1]) + ([2], [0]) \\
= ([1, e^{\pi/2}], [1, e^{\pi/2}]) + ([0, 1], \cos([0, \pi/2])) + ([0, \pi/2], [1]) + ([2], [0]) \\
= ([1, e^{\pi/2}], [1, e^{\pi/2}]) + ([0, 1], \cos([0, \pi/2]) + [1]) + ([2], [0]) \\
= ([3, e^{\pi/2} + 3 + \pi/2], [1, e^{\pi/2}] + \cos([0, \pi/2]) + [1]) \\
= ([3, e^{\pi/2} + 3 + \pi/2], [3, 1 + e^{\pi/2}]). 
\]

Thus, \( f([0, \pi/2]) = [3, e^{\pi/2} + 3 + \pi/2] \) and \( f'([0, \pi/2]) = [3, 1 + e^{\pi/2}] \).

The higher order case

When we want to compute the 2nd, the 3rd or even 10th derivative of a function \( f(x) \), the method we have implemented in the first order case still works. For example, to compute the second derivative of \( f(x) \), we define triples instead of pairs as: \( \vec{u} = (u, u', u'') \) and its arithmetic rules should define as following:
\[
\vec{u} + \vec{v} = (u + v, u' + v', u'' + v'') \\
\vec{u} - \vec{v} = (u - v, u' - v', u'' - v'') \\
\vec{u} \times \vec{v} = (uv, vu' + uv' + v'u' + uu', v'' + 2u'v' + uv'' + u''v) \\
\vec{u} \div \vec{v} = (u/v, (u' - (u/v)v')/v, (u'' - 2(u/v)v'/v^2 + (u/v)v'')/v). 
\]

However, I will not go further with the triples method, it is possible to compute, but very tedious and needed patience. Furthermore, what if we need 5th derivative or even 10th? That seems impossible to define such complicated arithmetic rules, and then apply it. Fortunately, we have a more effective way to compute higher order derivative. The new method will use the Taylor series. For a real-valued function \( f \in C^\infty \), we study the \( k \)-th
Remark 1.2.1. The following is how we do the Taylor expansion of constants independent variable $x$.

The Taylor series of function $g$ is known. The first derivative of $e^{g(x)}$ can be written as:

\[
\frac{d}{dx} e^{g(x)} = g'(x) e^{g(x)}. \tag{1.2.8}
\]

The Taylor series of $g(x)$, $e^{g(x)}$ and $\frac{d}{dx} e^{g(x)}$ expand as following:

\[
g(x) = \sum_{k=0}^{\infty} g_k (x - x_0)^k, \tag{1.2.9}
\]

\[
g'(x) = \sum_{k=1}^{\infty} k g_k (x - x_0)^{k-1}. \tag{1.2.10}
\]
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\[ e^g(x) = \sum_{k=0}^{\infty} (e^g)_k (x-x_0)^k, \quad (1.2.11) \]
\[ \frac{d}{dx} e^g(x) = \sum_{k=1}^{\infty} k(e^g)_k (x-x_0)^{k-1}. \quad (1.2.12) \]

Substitue the Taylor expansion of \( g'(x) \), \( e^g(x) \) and \( \frac{d}{dx} e^g(x) \) into (1.2.8), we have

\[ \sum_{k=1}^{\infty} k(e^g)_k (x-x_0)^{k-1} = \sum_{k=1}^{\infty} k g_k (x-x_0)^{k-1} \sum_{k=0}^{\infty} (e^g)_k (x-x_0)^k \]
\[ \sum_{k=1}^{\infty} k(e^g)_k (x-x_0)^k = \sum_{k=1}^{\infty} k g_k (x-x_0)^k \sum_{k=0}^{\infty} (e^g)_k (x-x_0)^k \]

Right side, change the Taylor series back to functions,

\[ \sum_{k=1}^{\infty} k(e^g)_k (x-x_0)^k = kg \times e^g \]

Taylor expanding to the right side,

\[ \sum_{k=1}^{\infty} k(e^g)_k (x-x_0)^k = \sum_{k=1}^{\infty} (kg \times e^g)_k (x-x_0)^k. \]

Using the Taylor arithmetic to \( (kg \times e^g)_k \), we have

\[ e^g(x) = k \sum_{i=1}^{k} ig_i(e^g)_{k-i}. \]

Then, we have the Taylor coefficents of \( e^g(x) \),

\[ (e^g)_k = \begin{cases} e^{g_0} & \text{if } k = 0, \\ \frac{1}{k} \sum_{i=1}^{k} ig_i(e^g)_{k-i} & \text{if } k > 0. \end{cases} \quad (1.2.13) \]

Let us see how this method works for a specific function:

**Example 1.2.7.** Let \( f(x) = e^{x^2+x+1} \), compute the third derivative of \( f(x) \) at \( x_0 = 0 \).

For \( g(x) = x^2 + x + 1 \), its Taylor expansion at \( x_0 \) is:

\[ g(x) = 3 + 3(x-1) + (x-1)^2, \]

The Taylor expansion of \( e^{g(x)} \) at \( x_0 \),

\[ e^{g(x)} = e^3 + 3e^3(x-1) + \frac{11}{2}e^3(x-1)^2 + .... \]

By (1.2.13),

\[ (e^{g(x)})_k = \frac{1}{3} \sum_{i=1}^{3} ig_i(e^g)_{3-i} = \frac{1}{3} (g_1(e^g)_{2} + 2g_2(e^g)_{1} + 3g_3(e^g)_{0}) \]
\[ = \frac{1}{3} (3 \cdot \frac{11}{2}e^3 + 2 \cdot 1 \cdot 3e^3 + 0 \cdot e^3) = \frac{15}{2}e^3. \]

Then, by definition of \( (e^{g(x)})_k \),

\[ f'''(x_0) = (e^{g(x)})_k \cdot k! = 45e^3. \]

Check the result by substituting \( x_0 \) into the third derivative function of \( f(x) \),

\[ f'''(x) = 6(2x+1)e^{x^2+x+1} + (2x+1)^3e^{x^2+x+1}, \]

then, \( f'''(1) = 18e^3 + 27e^3 = 45e^3 \), which is the same result as the Taylor method.

Using the same steps to exponential functions, Tucker derived other standard functions in [51], I only state his result here.
\[(\ln(g))_k = \begin{cases} 
\ln(g) & \text{if } k = 0, \\
\frac{1}{g_0}(g_k - \frac{1}{k} \sum_{i=1}^{k-1} i \ln(g)_i g_{k-i}) & \text{if } k > 0. 
\end{cases}\]

\[(g^a)_k = \begin{cases} 
g_0^a & \text{if } k = 0, \\
\frac{1}{g_0^a} \sum_{i=1}^{k} \frac{(x+a)^i}{k} - 1) g_i (g^a)_{k-i} & \text{if } k > 0. 
\end{cases}\]

\[(\sin g)_k = \begin{cases} 
sin g_0 & \text{if } k = 0, \\
\frac{1}{g_0} \sum_{i=1}^{k} i g_i (\cos g)_{k-i} & \text{if } k > 0. 
\end{cases}\]

\[(\cos g)_k = \begin{cases} 
cos g_0 & \text{if } k = 0, \\
-\frac{1}{g_0} \sum_{i=1}^{k} i g_i (\sin g)_{k-i} & \text{if } k > 0. 
\end{cases}\]

\[(\tan g)_k = \begin{cases} 
tan g_0 & \text{if } k = 0, \\
\frac{1}{\cos^2 g_0} (g_k - \frac{1}{k} \sum_{i=1}^{k-1} i (\tan g)_i (\cos^2 g)_{k-i}) & \text{if } k > 0. 
\end{cases}\]

\[(\arcsin g)_k = \begin{cases} 
\arcsin g_0 & \text{if } k = 0, \\
\frac{1}{\sqrt{1 - (g_0)^2}} (g_k - \frac{1}{k} \sum_{i=1}^{k-1} i (\arcsin g)_i (\sqrt{1 - g^2})_{k-i}) & \text{if } k > 0. 
\end{cases}\]

\[(\arccos g)_k = \begin{cases} 
\arccos g_0 & \text{if } k = 0, \\
\frac{1}{\sqrt{1 - (g_0)^2}} (g_k + \frac{1}{k} \sum_{i=1}^{k-1} i (\arccos g)_i (\sqrt{1 - g^2})_{k-i}) & \text{if } k > 0. 
\end{cases}\]

\[(\arctan g)_k = \begin{cases} 
\arctan g_0 & \text{if } k = 0, \\
\frac{1}{1 + (g_0)^2} (g_k - \frac{1}{k} \sum_{i=1}^{k-1} i (\arctan g)_i (1 + g^2)_{k-i}) & \text{if } k > 0. 
\end{cases}\]

In order to show the full strength of the Taylor method, we will apply it to a more complicated example following.

**Example 1.2.8.** Let \( f(x) = (1 + x^2)^{(3+x)} \). Compute the fourth derivative of \( f(x) \) at \( x_0 = 1 \).

The form of function \( f(x) \) is not a standard function, it can not use any of the formulas above directly. However, we can write \( f(x) \) as:

\[ f(x) = e^{(3+x)x \ln(1+x^2)}. \]

It is the form we can apply the derivative formula of standard functions. Let \( g(x) = (3 + x) \ln(1 + x^2) \). We need the Taylor expansion of \( g(x) \) and \( e^g \) at \( x_0 = 1 \):

\[ g(x) = 4 \ln(2) + (4 + \ln(2))(x - 1) + (x - 1)^2 - \frac{2}{3}(x - 1)^3 + \frac{1}{3}(x - 1)^4 + \ldots \]

\[ e^g(x) = 16 + (64 + 16 \ln(2))(x - 1) + (8 \ln(2)^2 + 64 \ln(2) + 144)(x - 1)^2 \]

\[ + (224 + 144 \ln(2) + 32 \ln(2)^2 + \frac{8}{3} \ln(2)^3)(x - 1)^3 \]

\[ + \left( \frac{808}{3} + 224 \ln(2) + 72 \ln(2)^2 + \frac{32}{3} \ln(2)^3 + \frac{2}{3} \ln(2)^4 \right)(x - 1)^4 + \ldots \]

Substitute the coefficient into formulae (1.2.13), we have

\[ (e^g(x))_4 = \frac{1}{4} \sum_{i=1}^{4} i g_i (e^g)_{4-i} \]

\[ = (4 + \ln(2))(224 + 144 \ln(2) + 32 \ln(2)^2 + \frac{8}{3} \ln(2)^3) + 16 \ln(2)^2 + 96 \ln(2) + \frac{544}{3} \]

\[ = 1851.588286. \]
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By the definition of $f_k$, we have

$$f^{(4)}(1) = (e^{g(x)})_4 \cdot 4! = 1851.588286 \times 4! = 44438.11886.$$  

Remark 1.2.2. The example above shows that for a general real function, we can change its form, then we can apply the formulae of derivative of standard function and the rules of Taylor arithmetic to compute its Taylor coefficient. The most important advantage of this method is its efficiency, even if we see many additions and multiplications of numbers in our example, the computer can deal with it accurately.

In the numerical implement, we use fadbad library to implement automatic differentiation.

1.2.4 Newton’s Method

In numerical analysis, Newton’s method is used to find a successively better approximation to the roots of a real-valued function.

Let $f : \mathbb{R} \to \mathbb{R}$ be differentiable and $x \in \mathbb{R}$ such that $f(x) = 0$. For any $x_0$, we define

$$x_1 = x_0 - \frac{f(x_0)}{f'(x_0)}.$$

Repeating this process, we have

$$x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \quad n = 0, 1, 2, \ldots, m, m \in \mathbb{N} \quad (1.2.14)$$

Here is a graph to explain how Newton’s Method work.

![Graph showing the process of Newton’s Method](image)

Figure 1.7: Find root of function $f(x) = \cos(x)$ by Newton’s Method

Define $x_{n+1}$ as the approximation of root of function $f$.

When we use the Newton’s Method in our rigours computation, the most concern is the error. In [28], there is a theorem to estimate this error, here I state the theorem without proof:
Theorem 1.2.9. Let \( x \in \mathbb{R} \) such that \( f(x) = 0 \) and \( x \) is a simple root. Let \( I_\epsilon = \{ y \in \mathbb{R} : |x - y| \leq \epsilon \} \). Assume that \( f \in C^2[I_\epsilon] \). Define
\[
M(\epsilon) = \max_{s,t \in I_\epsilon} \left| \frac{f''(s)}{2f'(t)} \right|.
\]
If \( \epsilon \) is so small that
\[
2\epsilon M(\epsilon) < 1,
\]
then for every \( x_0 \in I_\epsilon \), Newton’s Method is well defined and converges quadratically to the only root \( x \in I_\epsilon \).

Can we extend Newton’s method to intervals? In [51], Tucker proves a theorem of the Interval Newton Method that makes Newton’s method work for intervals. I will explain his idea and theorem briefly here.

Let function \( f : [x] \to \mathbb{R} \) be a differentiable function. Let \( x^* \) be root of \( f \), \( x^* \in [x] \), such that \( f(x^*) = 0 \). Let \( F'([x]) \) be the first derivative function of \( f([x]) \) and \( 0 \notin F'([x]) \). By the Mean Value Theorem, for any \( x \in [x] \),
\[
f'(\xi) = \frac{f(x^*) - f(x)}{x - x^*}, \tag{1.2.15}
\]
where \( \xi \) is some number in the interval with endpoints \( x \) and \( x^* \).

We define a notation \( N([x], x) \) as:
\[
N([x], x) := x - \frac{f(x)}{F'([x])},
\]
As \( f(x^*) = 0 \) and \( f'(\xi) \neq 0 \), by (1.2.15)
\[
x^* = x - \frac{f(x)}{f'(\xi)} \in N([x], x).
\]
Recall that we assume \( x \in [x] \), and \( x \in N([x], x) \) as well. We have \( x^* \in N([x], x) \cap [x] \), for any \( x \in [x] \).

Define an operator \( N([x]) \) called the Interval Newton Operator as:
\[
N([x]) := N([x], m) = m - \frac{f(m)}{F'([x])},
\]
where \( m = \text{Mid}([x]) \). As \( m \in [x] \), \( x^* \in N([x]) \cap [x] \) as well.

Now, we define a sequence of intervals
\[
[x_{k+1}] = N([x_k]) \cap [x_k], \quad k = 0, 1, 2, \ldots
\]
We have defined all the notation that we need to present the theorem of the Interval Newton Method. Here is the formal statement:

**Theorem 1.2.10.** Assume that \( N[x_0] \) is well-defined. If \( [x_0] \) contains a root \( x^* \) of \( f \), then \( x^* \) is in all iterates of \( [x_k] \), \( k \in \mathbb{N} \). Furthermore, the intervals \( [x_k] \) form a nested sequence converging to \( x^* \).

Furthermore, discussing the existence and the numbers of roots, Tucker proved another theorem about this question.

**Theorem 1.2.11.** Let \( f \in C^2([x], \mathbb{R}) \), and assume that \( N([x]) \) is well-defined for some \( [x] \in \mathbb{R} \). Then the following statements hold:
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Figure 1.8: The implement of Newton’s method

1. If \( N([x]) \cap [x] = \emptyset \), then \([x]\) contains no roots of \( f \);

2. If \( N([x]) \subseteq [x] \), then \([x]\) contains exactly one root of \( f \).

In Figure 1.8 is the related code that the implement of automatic differentiation, newton method and interval arithmetic in our rigorous computation.

1.2.5 The Power Method

In numerical computation, the power method is an effective way to approximate the dominant eigenvalue \( \lambda \) of a matrix \( n \times n \) matrix \( A \) and the eigenvector corresponding to \( \lambda \).

The algorithm of the power method is:

1. Take an arbitrary normalised vector \( x_0 \).

2. Apply the matrix \( A \) to vector \( x_0 \) to get the first approximation of dominant eigenvector \( x_1 \) and normalised it. The first approximation of dominant eigenvalue \( \lambda_1 \) can be computed by \( Ax_1 \cdot x_1 \).

3. Repeat step two \( n \) times, we can have the approximation of the dominant eigenvector \( x_n \) and the approximation of the dominant eigenvalue \( \lambda_n \). Each iteration provides a better approximation of the dominant eigenvector and dominant eigenvalue of matrix \( A \).

4. Stop the process when the given error condition is satisfied.

There are two ways to normalise the eigenvector at step two: the Euclidean scaling and the maximum entry scaling. In book [1], Anton and Rorres present two theorems for
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this.

For the Euclidean scaling, the theorem states as:

**Theorem 1.2.12.** Let $A$ be a $n \times n$ matrix with a positive dominant eigenvalue $\lambda$. If $x_0$ is a unit vector in $\mathbb{R}^n$ that is not orthogonal to the eigenspace corresponding to $\lambda$, then the normalised power sequence

$$x_0, x_1 = \frac{Ax_0}{\|Ax_0\|}, x_2 = \frac{Ax_1}{\|Ax_1\|}, \ldots, x_k = \frac{Ax_{k-1}}{\|Ax_{k-1}\|}, \ldots$$

converges to a unit dominant eigenvector, and the sequence

$$Ax_1 \cdot x_1, Ax_2 \cdot x_2, Ax_3 \cdot x_3, \ldots, Ax_k \cdot x_k, \ldots$$

converges to the dominant eigenvalue $\lambda$.

For the maximum entry scaling, the theorem states:

**Theorem 1.2.13.** Let $A$ be a $n \times n$ matrix with a positive dominant eigenvalue $\lambda$. If $x_0$ is a unit vector in $\mathbb{R}^n$ that is not orthogonal to the eigenspace corresponding to $\lambda$, then the normalised power sequence

$$x_0, x_1 = \frac{Ax_0}{\max Ax_0}, x_2 = \frac{Ax_1}{\max Ax_1}, \ldots, x_k = \frac{Ax_{k-1}}{\max Ax_{k-1}}, \ldots$$

converges to a unit dominant eigenvector, and the sequence

$$\frac{Ax_1 \cdot x_1}{x_1 \cdot x_1}, \frac{Ax_2 \cdot x_2}{x_2 \cdot x_2}, \frac{Ax_3 \cdot x_3}{x_3 \cdot x_3}, \ldots, \frac{Ax_k \cdot x_k}{x_k \cdot x_k}, \ldots$$

converges to the dominant eigenvalue $\lambda$.

The rate of convergence for the power method depends on the ratio of the absolute value of the largest eigenvalue and the second largest eigenvalue. For a matrix $A$, we can arrange the eigenvalues of $A$ as follows:

$$|\lambda_1| > |\lambda_2| \geq |\lambda_3| \geq \ldots \geq |\lambda_k|,$$

Then, the ratio $\frac{|\lambda_1|}{|\lambda_2|}$ will determine the rate convergence. If this ratio is close to 1, the convergence rate is slow; the greater the ratio is the faster the convergence is.

As the power method is a method to approximate the dominant eigenvalue and the corresponding eigenvector of matrix $A$, when we use this method in rigorous computation, the most important thing is the error approximation. The relative error in the $k$-th iteration is defined by:

$$\text{Relative error in } \lambda^{(k)} = \left| \frac{\lambda - \lambda^{(k)}}{\lambda} \right|$$

where $\lambda^{(k)}$ is the $k$-th approximation of eigenvalue $\lambda$.

In most cases, we can not know the exact dominant eigenvalue $\lambda$ of matrix $A$. In non-rigorous computation the iteration process is stopped when the relative error:

$$\text{Estimate relative error in } \lambda^{(k)} = \left| \frac{\lambda^{(k)} - \lambda^{(k-1)}}{\lambda^{(k)}} \right| < E$$

where $E$ is the given error tolerance.
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However, the relative error is not enough for the rigorous computation, we have to know the difference between the exact dominant eigenvalue and the approximation dominant eigenvalue, or find an upper bound of this error. In [21], Friedman has found a bound on the error, but only for a positive symmetric matrix. Our matrix approximation of a Perron-Frobenius operator is only stochastic but not symmetric.

In [26], Galatolo and Nisoli rigorously estimated the error for the stochastic matrix case. Based on the fact that Ulam matrix $P$ is a stochastic matrix and it contracts the simplex of vectors $v$, with $\|v\|_1 = 1$ and $\int v = 0$: for any $v \in V$, we can find $n > 0$ and $0 < \alpha < 1$, such that

$$\|P^n v\|_1 \leq 2 \max_i \|P^n (e_i - e_i)\|_1 := \alpha.$$ 

Thus, the maximum error of power computation are bounded by $\alpha$. 

---
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Chapter 2

Rigorous approximation of diffusion coefficients for uniformly expanding maps of the interval

In this Chapter we use Ulam’s method to provide rigorous approximations of diffusion coefficients for expanding maps. Such coefficients are focal in the study of limit theorems for dynamical systems (see [17, 33, 39, 44] and references therein). This chapter is based on our work in [5].

2.1 The setting

The system and its transfer operator

Let $(I, B, m)$ be the measure space, where $I := [0, 1]$, $B$ is Borel σ-algebra, and $m$ is the Lebesgue measure on $I$. Let $T : I \to I$ be piecewise monotonic, piecewise $C^2$ and uniformly expanding; i.e., $\inf_{x}|T’x| \geq \beta > 1$ (see [38] for original reference and first results on the existence on absolutely continuous invariant measure). We recall that the transfer operator (Perron-Frobenius) [7] associated with $T$, $P : L^1 \to L^1$ is defined by duality: for $f \in L^1$ and $g \in L^\infty$

$$\int_I f \cdot g \circ Tdm = \int_I P(f) \cdot gdm.$$  

Moreover, for $f \in L^1$ we have

$$Pf(x) = \sum_{y=T^{-1}x} \frac{f(y)}{|T’(y)|}.$$  

For $f \in L^1$, we define

$$Vf = \inf_{\mathcal{F}} \{\text{var}\mathcal{F} : f = \mathcal{F} \text{ a.e.}\},$$

where

$$\text{var}\mathcal{F} = \sup\{\sum_{i=0}^{l-1} |\mathcal{F}(x_{i+1}) - \mathcal{F}(x_i)| : 0 = x_0 < x_1 < \cdots < x_l = 1\}.$$

This was defined in Definition 1.1.36.

---

38
2.1. THE SETTING

We denote by $BV$ the space of functions of bounded variation on $I$ equipped with the norm $||\cdot||_{BV} = V(\cdot) + ||\cdot||_1$. Further, we introduce the mixed operator norm which will play a key role in our approximation:

$$|||P|||_{BV \to L^1} = \sup_{||f||_{BV} \leq 1} ||Pf||_1.$$  

Assumptions

We assume$^2$:

(A1) $\exists \alpha \in (0, 1), \text{ and } B_0 \geq 0$ such that $\forall f \in BV$

$$VPf \leq \alpha Vf + B_0 ||f||_1;$$

(A2) $P$, as operator on $BV$, has 1 as a simple eigenvalue. Moreover $P$ has no other eigenvalues whose modulus is unity; i.e., $P$ has a spectral gap on $BV$.

Remark 2.1.1. It is important to remark that the constants $\alpha$ and $B_0$ in (A1) depend only on the map $T$ and have explicit analytic expressions (see [38]).

The above assumptions imply that $T$ admits a unique absolutely continuous invariant measure $\nu$, such that $\frac{d\nu}{dm} := h \in BV$. Moreover, the system $(I, B, \nu, T)$ is mixing and it enjoys exponential decay of correlations for observables in $BV$; i.e., for all $n > 1$, $\phi_1 \in L^\infty$ and $\phi_2 \in BV$, there are $0 < \lambda < 1$ and $C_{\phi_1, \phi_2} > 0$ so that

$$|\int (\phi_1 \circ T^n)\phi_2 d\nu - \int \phi_1 d\nu \int \phi_2 d\nu| \leq C_{\phi_1, \phi_2} \lambda^n. \quad (2.1.1)$$

See [7] for a profound background on this topic.

The problem

Let $\psi \in BV$ and define

$$\sigma^2 := \lim_{n \to \infty} \frac{1}{n} \int_I \left( \sum_{i=0}^{n-1} \psi(T^ix) - n \int_I \psi d\nu \right)^2 d\nu. \quad (2.1.2)$$

Under our assumptions the limit in (2.1.2) exists (see [33]), and by using (2.1.1) and the duality property of $P$, one can rewrite $\sigma^2$ as

$$\sigma^2 := \int_I \hat{\psi}^2 h dm + 2 \sum_{i=1}^\infty \int_I P^i(\hat{\psi}h)\hat{\psi} dm, \quad (2.1.3)$$

where

$$\hat{\psi} := \psi - \mu \text{ and } \mu := \int_I \psi d\nu.$$ 

The number $\sigma^2$ is called the variance, or the diffusion coefficient, of $\sum_{i=0}^{n-1} \psi(T^ix)$. In particular, for the systems under consideration, it is well known (see [33]) that the Central

$^2$It is well known that the systems under consideration satisfy a Lasota-Yorke inequality. What we are assuming in (A1) is that there is no constant in front of $\alpha$. Such an assumption is satisfied for instance when $\inf_x |T'(x)| > 2$ or when $T$ is piecewise onto. When the original map $T$ does not satisfy the assumption (A1), one can find an iterate of $T$ where (A1) is satisfied, and then apply the results of this paper.
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Limit Theorem holds:
\[ \frac{1}{\sqrt{n}} \left( \sum_{i=0}^{n-1} \psi(T^i x) - n \int_I \psi d\nu \right) \xrightarrow{\text{law}} N(0, \sigma^2) \]
and \( \sigma^2 > 0 \) if and only if \( \psi \neq c + \phi \circ T - \phi, \phi \in BV, c \in \mathbb{R} \).

The goal of this paper is to provide an algorithm whose output approximates \( \sigma^2 \) with rigorous error bounds. The first step in our approach will be to discretize \( P \) as follows:

2.1.1 Ulam’s scheme

Let \( \eta := \{ I_k \}_{k=1}^{d(\eta)} \) be a partition of \([0, 1]\) into intervals of size \( m(I_k) \leq \varepsilon \) where \( d(\eta) = 1/\varepsilon \), we define the \( \varepsilon \) as mesh(\( \eta \)). Let \( \mathfrak{B}_\eta \) be the \( \sigma \)-algebra generated by \( \eta \) and for \( f \in L^1 \) define the projection
\[ \Pi_\eta f = E(f|\mathfrak{B}_\eta), \]
and
\[ P_\eta = \Pi_\eta \circ P \circ \Pi_\eta. \]

\( P_\eta \), which is called Ulam’s approximation of \( P \), is finite rank operator which can be represented by a (row) stochastic matrix acting on vectors in \( \mathbb{R}^{d(\eta)} \) by left multiplication. Its entries are given by
\[ P_{kj} = \frac{m(I_k \cap T^{-1}(I_j))}{m(I_k)}. \]

The following lemma collects well known results on \( P_\varepsilon \). See for instance [40] for proofs of (1)-(4) of the lemma, and [40, 26] and references therein for statement (5) of the lemma.

**Lemma 2.1.1.** For \( f \in BV \) we have
1. \( V(\Pi_\varepsilon f) \leq V(f) \);
2. \( ||f - \Pi_\varepsilon f||_1 \leq \varepsilon V(f) \);
3. \( VP_\varepsilon f \leq \alpha Vf + B_0||f||_1 \), where \( \alpha \) and \( B_0 \) are the same constants that appear in (A1);
4. \( ||P_\varepsilon - P|| \leq \Gamma \varepsilon \), where \( \Gamma = \max\{\alpha + 1, B_0\} \);
5. \( P_\varepsilon \) has a unique fixed point \( h_\varepsilon \in BV \). Moreover, \( \exists \) a computable constant \( K_* \) such that
\[ ||h_\varepsilon - h||_1 \leq K_* \varepsilon \ln \varepsilon^{-1}. \]
In particular, for any \( \tau > 0 \), there exists \( \varepsilon_* \) such that \( ||h_{\varepsilon_*} - h||_1 \leq \tau \).

**Statement of the main result**

Define
\[ \hat{\psi}_\varepsilon := \psi - \mu_\varepsilon \text{ and } \mu_\varepsilon := \int_I \psi h_\varepsilon dm. \]
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Set
\[ \sigma_{\varepsilon,l}^2 := \int_I \hat{\psi}_\varepsilon^2 h_\varepsilon dm + 2 \sum_{i=1}^{l-1} \int_I \hat{P}_\varepsilon^i (\hat{\psi}_\varepsilon h_\varepsilon) \hat{\psi}_\varepsilon dm. \]

**Theorem 2.1.2.** For any \( \tau > 0 \), \( \exists l_* > 0 \) and \( \varepsilon_* > 0 \) such that \([5]\)
\[ |\sigma_{\varepsilon_*,l_*}^2 - \sigma^2| \leq \tau. \]

**Remark 2.1.2.** Theorem 2.1.2 says that given a pre-specified tolerance on error \( \tau > 0 \), one finds \( l_* > 0 \) and \( \varepsilon_* > 0 \) so that \( \sigma_{\varepsilon_*,l_*}^2 \) approximates \( \sigma \) up to the pre-specified error \( \tau \).

In subsection 2.2.1 we provide an algorithm that can be implemented on a computer to find \( l_* \) and \( \varepsilon_* \), and consequently \( \sigma_{\varepsilon_*,l_*}^2 \).

To illustrate the issue of the rate of convergence and to elaborate on why we define the approximate diffusion by \( \sigma_{\varepsilon,l}^2 \) as a truncated sum, let us define
\[ \sigma_\varepsilon^2 := \int_I \hat{\psi}_\varepsilon^2 h_\varepsilon dm + 2 \sum_{i=1}^{\infty} \int_I \hat{P}_\varepsilon (\hat{\psi}_\varepsilon h_\varepsilon) \hat{\psi}_\varepsilon dm. \]

**Theorem 2.1.3.** \( \exists \) a computable constant \( \hat{K}_* \) such that \([5]\)
\[ |\sigma_\varepsilon^2 - \sigma^2| \leq \hat{K}_* \varepsilon (\ln \varepsilon - 1)^2. \]

**Remark 2.1.3.** To compute the constant \( \hat{K}_* \), we need the constants \( \alpha \) and \( B_0 \) from Lasota-Yorke inequality and the \( \epsilon \) from the partition \( \eta \).

**Remark 2.1.4.** Note that \( \sigma_\varepsilon^2 \) can be written as
\[ \sigma_\varepsilon^2 = \int_I \hat{\psi}_\varepsilon^2 h_\varepsilon dm + 2 \sum_{i=1}^{\infty} \int_I \hat{P}_\varepsilon (\hat{\psi}_\varepsilon h_\varepsilon) \hat{\psi}_\varepsilon dm \]
\[ = -\int_I \hat{\psi}_\varepsilon^2 h_\varepsilon + 2 \int_I \hat{\psi}_\varepsilon (1 - P_\varepsilon)^{-1} (\hat{\psi}_\varepsilon h_\varepsilon) dm. \]

Since \( P_\varepsilon \) has a matrix representation, and consequently \( (I - P_\varepsilon)^{-1} \) is a matrix, one may think that \( \sigma_\varepsilon^2 \) provides a more sensible formula to approximate \( \sigma \) than \( \sigma_{\varepsilon,l}^2 \). However, from the rigorous computational point of view one has to take into account the errors that arise at the computer level when estimating \( (I - P_\varepsilon)^{-1} \). Indeed \( (I - P_\varepsilon)^{-1} \) can be computed rigorously on the computer by estimating it by a finite sum plus an error term coming from estimating the tail of the sum\(^3\). This is what we do in Theorem 2.1.2.

**Remark 2.1.5.** In [14] an example of a highly regular expanding map (piecewise affine) was presented where the exact rate of Ulam’s method for approximating the invariant density \( h \) is \( \varepsilon \ln \varepsilon^{-1} \). In Theorem 2.1.3 the rate for approximating \( \sigma^2 \) is \( \varepsilon (\ln \varepsilon^{-1})^2 \). This is due to the fact that \( ||h - h_\varepsilon||_1 \) is an essential part in estimating \( \sigma^2 \) and the extra \( \ln \varepsilon^{-1} \) appears because of the infinite sum in the formula of \( \sigma^2 \).

\(^3\)Of course, usual computer software would give an estimated matrix of \( (I - P_\varepsilon)^{-1} \), but it does not give the errors it made in its approximation.
Remark 2.1.6. By using the representation (2.1.4) of $\sigma^2$, it is obvious that the main task in the proof of Theorem 2.1.3 is to estimate

$$||(1 - P)^{-1} - (1 - P_\epsilon)^{-1}||_{BV_0 \to L^1},$$

where $BV_0 = \{ f \in BV \ s.t. \int f \ dm = 0 \}$. Thus, it would be tempting to use estimate (9) in Theorem 1 of [37] (also stated in Theorem 1.1.14 in this thesis), which reads:

$$||(1 - P)^{-1} - (1 - P_\epsilon)^{-1}||_{BV_0 \to L^1} \leq ||P - P_\epsilon||_{BV_0 \to L^1}^\theta (c_1 ||(1 - P_\epsilon)^{-1}||_{BV_0} + c_2 ||(1 - P_\epsilon)^{-1}||_{BV_0}^2),$$

where $\theta = \frac{\ln(\epsilon/\alpha)}{\ln(1/\alpha)}$, $r \in (\alpha, 1)$, and $c_1, c_2$ are constants that dependent only on $\alpha, B_0$ and $r$.

On the one hand, this would lead to a shorter proof than the one we present in section 2.2; however, estimate (2.1.5) would lead to a convergence rate of order $\epsilon^\theta$, where $0 < \theta < 1$ which is slower than the rate obtained in Theorem 2.1.3. Naturally, this have led us to opt for using the proofs of section 2.2.

2.2 Proofs and an Algorithm

Lemma 2.2.1. For $\psi \in BV$, we have [5]

1. $||\hat{\psi}||_\infty \leq 2||\psi||_\infty$ and $||\hat{\psi}_\epsilon||_\infty \leq 2||\psi||_\infty$;

2. $|\int_I (\hat{\psi}_\epsilon^2 - \hat{\psi}_\epsilon^2 \psi) \ dm| \leq 8||\psi||^2_\infty ||h_\epsilon - h||_1$.

Proof. Using the definition of $\hat{\psi}, \hat{\psi}_\epsilon$ we get (1). We now prove (2). We have

$$|\int_I (\hat{\psi}_\epsilon^2 - \hat{\psi}_\epsilon^2 \psi) \ dm| = |\int_I (\hat{\psi}_\epsilon - \hat{\psi})(\hat{\psi}_\epsilon + \hat{\psi}) \ dm| = |\int_I (\mu - \mu_\epsilon)(2\psi - \mu - \mu_\epsilon) \ dm|$$

$$\leq 4||\psi||_\infty |\mu - \mu_\epsilon| \int_I \ dm \leq 4||\psi||^2_\infty ||h_\epsilon - h||_1.$$ (2.2.1)

We now use (1) and (2.4.7) to get

$$|\int_I (\hat{\psi}_\epsilon^2 h - \hat{\psi}_\epsilon^2 \psi) \ dm| \leq |\int_I (\hat{\psi}_\epsilon^2 h - \hat{\psi}_\epsilon^2 \psi) \ dm| + |\int_I (\hat{\psi}_\epsilon^2 h - \hat{\psi}_\epsilon^2 \psi) \ dm|$$

$$\leq 8||\psi||^2_\infty ||h_\epsilon - h||_1.$$

Lemma 2.2.2. For any $l \geq 1$ we have [5]

$$|\sum_{i=1}^{l-1} \int_I \left( P_i^l(\hat{\psi}_\epsilon \psi) - P^l(\hat{\psi}_\epsilon \psi) \right) \ dm| \leq 8(l - 1) \cdot ||\psi||^2_\infty \cdot ||h_\epsilon - h||_1$$

$$+ 2||\psi||_\infty ||P_\epsilon - P|| \left( \sum_{i=1}^{l-1} \sum_{j=0}^{l-1} \left( 2||\psi||_\infty (B_j + 1 + \frac{\alpha^j B_0}{1 - \alpha}) + \frac{\alpha^j (B_0 + 1 - \alpha)}{1 - \alpha} V \psi \right) \right),$$

where $B_j = \sum_{k=0}^{j-1} \alpha^k B_0$. 
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Proof.

\[
\bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi}_e h_e) \hat{\psi}_e - P_e^i(\hat{\psi} h) \hat{\psi} \right) \, dm \bigg|
\]

\[
\leq \bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi}_e h_e) \hat{\psi}_e - P_e^i(\hat{\psi} h) \hat{\psi} \right) \, dm \bigg| + \bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi} h) \hat{\psi} - P_e^i(\hat{\psi} h) \hat{\psi} \right) \, dm \bigg|
\]

\[
\leq \bigg| \sum_{i=1}^{l-1} \int P_e^i(\hat{\psi}_e h_e - \hat{\psi} h) \, dm \bigg| + \bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi}_e h_e) \mu_e - P_e^i(\hat{\psi} h) \mu \right) \, dm \bigg|
\]

\[
+ \bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi} h) \hat{\psi} - P_e^i(\hat{\psi} h) \hat{\psi} \right) \, dm \bigg|
\]

\[= (I) + (II) + (III).\]

We have

\[ (I) \leq ||\psi||_\infty \sum_{i=1}^{l-1} \int |\hat{\psi}_e h_e - \hat{\psi} h| \, dm \]

\[= ||\psi||_\infty \cdot (l-1) \int |\hat{\psi}_e h_e - \hat{\psi} h + \hat{\psi}_e h - \hat{\psi} h| \, dm \]

\[\leq ||\psi||_\infty \cdot (l-1) \left( ||\hat{\psi}_e||_\infty ||h_e - h|| + ||\mu - \mu_e|| \right) \]

\[\leq 3||\psi||^2_\infty \cdot (l-1) \cdot ||h_e - h||_1.\]  

We estimate (II):

\[ (II) \leq \bigg| \sum_{i=1}^{l-1} \int \left( P_e^i(\hat{\psi}_e h_e) \mu_e - P_e^i(\hat{\psi} h) \mu \right) \, dm \bigg|
\]

\[\leq |\mu_e| \int |\hat{\psi}_e h_e - \hat{\psi} h| \, dm + 2(l-1) \cdot ||\psi||_\infty |\mu_e - \mu| \]

\[\leq 3||\psi||^2_\infty \cdot (l-1) \cdot ||h_e - h||_1 + 2(l-1) \cdot ||\psi||^2_\infty ||h_e - h||_1
\]

\[= 5||\psi||^2_\infty \cdot (l-1) \cdot ||h_e - h||_1.\]  

Finally we estimate (III):

\[ (III) \leq 2||\psi||_\infty \sum_{i=1}^{l-1} \sum_{j=0}^{i-1} ||P_e^{i-1-j}(P_e - P)P_e(\hat{\psi} h)||_1
\]

\[\leq 2||\psi||_\infty \cdot ||P_e - P|| \cdot \sum_{i=1}^{l-1} \sum_{j=0}^{i-1} ||P_e^j(\hat{\psi} h)||_{BV}
\]

\[\leq 2||\psi||_\infty \cdot ||P_e - P|| \cdot \sum_{i=1}^{l-1} \sum_{j=0}^{i-1} \left( \alpha^j V(\hat{\psi} h) + (B_j + 1)||\hat{\psi} h||_1 \right)
\]

\[\leq 2||\psi||_\infty ||P_e - P|| \sum_{i=1}^{l-1} \sum_{j=0}^{i-1} \left( 2||\psi||_\infty (B_j + 1 + \frac{\alpha^j B_0}{1 - \alpha}) + \frac{\alpha^j (B_0 + 1 - \alpha)}{1 - \alpha} V(\psi) \right),
\]

where in the above estimate we have used (A1) and its consequence that \( Vh \leq \frac{B_0}{1 - \alpha} \).

Combining estimates (2.2.2), (2.2.3) and (2.2.4) completes the proof of the lemma. \( \square \)
2.2. PROOFS AND AN ALGORITHM

Proof. (Proof of Theorem 2.1.2)

\[ |\sigma^2 - \sigma^2| \leq \left| \int \left( \hat{\psi}^2 h - \hat{\psi}^2 h_{\varepsilon} \right) dm \right| + 2 \sum_{i=1}^{l-1} \int \left( P^i(\hat{\psi}_{\varepsilon} h_{\varepsilon}) \hat{\psi}_e - P^i(\hat{\psi}_h) \hat{\psi} \right) dm \]

\[ + 4||\psi||_\infty \sum_{i=1}^{\infty} ||P^i(\hat{\psi}_h)||_{BV} \]

\[ := (I) + (II) + (III). \]

We start with (III). Since \( \int \hat{\psi} h dm = 0 \), there exists a computable constant \( C_* \) and a computable number \( \rho_* \), where \( \alpha < \rho_* < 1 \), such that

\[ ||P^i(\hat{\psi}_h)||_{BV} \leq ||\hat{\psi}_h||_{BV} C_* \rho_* \leq (2||\psi||_\infty + V(\psi)) \frac{B_0 + 1 - \alpha}{1 - \alpha} C_* \rho_* \]

Consequently,

\[ (III) \leq 4||\psi||_\infty (2||\psi||_\infty + V(\psi)) \frac{B_0 + 1 - \alpha}{1 - \alpha} (1 - \rho_*) C_* \rho_* \]

Thus, choosing \( l_* \) such that

\[ l_* := \frac{\log(\tau/2) - \log \left( 4||\psi||_\infty (2||\psi||_\infty + V(\psi)) \frac{B_0 + 1 - \alpha}{1 - \alpha} (1 - \rho_*) C_* \rho_* \right)}{\log \rho_*} \]

implies

\[ 4||\psi||_\infty \sum_{i=l_*}^{\infty} ||P^i(\hat{\psi}_h)||_{BV} \leq \frac{\tau}{2}. \]

Fix \( l_* \) as in (2.3.5). Now using Lemmas 2.1.1, 2.2.1 and 2.2.2, we can find \( \varepsilon_* \) such that

\[ \left| \int \left( \hat{\psi}^2 h - \hat{\psi}^2 h_{\varepsilon} \right) dm \right| + 2 \sum_{i=1}^{l_*-1} \int \left( P^i(\hat{\psi}_{\varepsilon} h_{\varepsilon}) \hat{\psi}_e - P^i(\hat{\psi}_h) \hat{\psi} \right) dm \leq \frac{\tau}{2}. \]

This completes the proof of the theorem. \( \square \)

2.2.1 Algorithm [5]

Theorem 2.1.3 suggests an algorithm as follows. Given \( T \) that satisfies (A1) and (A2) and \( \tau > 0 \) a tolerance on error:

1. Find \( l_* \) such that

\[ 4||\psi||_\infty \sum_{i=l_*}^{\infty} ||P^i(\hat{\psi}_h)||_{BV} \leq \frac{\tau}{2}. \]

2. Fix \( l_* \) from (1).

3. Find \( \varepsilon_* = \text{mesh}(\eta) \) such that

\[ (16(l_* + 1) + 8) \cdot ||\psi||^2 \cdot ||h_{\varepsilon_*} - h||_1 \]

\[ + 4||\psi||_\infty \sum_{i=1}^{l_*-1} \sum_{j=0}^{l_*-1-i} \left( 2||\psi||_\infty (B_j + 1 + \frac{\alpha^2 B_0}{1 - \alpha}) + \frac{\alpha^2 B_0 + 1 - \alpha}{1 - \alpha} V(\psi) \right) |||P_{\varepsilon_*} - P||| \leq \frac{\tau}{2}. \]

4. Output \( \sigma^2_{\varepsilon_{l_*}} := \int \hat{\psi}^2 h_{\varepsilon_*} dm + 2 \sum_{i=1}^{l_*-1} \int P^i_{\varepsilon_*} (\hat{\psi}_{\varepsilon_*} h_{\varepsilon_*}) \hat{\psi}_{\varepsilon_*} dm. \)

\(^4\)There are many ways to approximate (III). In the proof we follow [2, 3] which is based on the spectral perturbation result of [37]. Other techniques are possible, see for instance [42] and the recent work of [27]. We will leave it to reader to decide which one is more convenient to use when implementing the algorithm.
2.3. Example of Rigorous Computation of the Diffusion Coefficient

Remark 2.2.1. Note that the split of $\frac{\varepsilon}{k}$ between items (1) and (2) in Algorithm 2.2.1 to lead to an error of at most $\tau$ can be relaxed in following way. One can compute the error in item (1) to be at most $\frac{\varepsilon}{k}$ and in item (2) to be $\frac{k-1}{k} \tau$ for any integer $k \geq 2$. We exploit this fact in the implementation in section 2.3.

Proof. (Proof of Theorem 2.1.3)

\[ |\sigma^2 - \sigma|^2 \leq \left| \int_I \left( \hat{\psi}^2 h - \hat{\psi}_x^2 h_x \right) dm \right| + 2 \sum_{i=1}^{l-1} \int_I \left( P^i_x(\hat{\psi}_x h_x) \hat{\psi}_x - P^i(\hat{\psi} h) \right) dm \]

\[ + 4\|\psi\|_\infty \sum_{i=1}^\infty \|P^i(\hat{\psi} h)_x\|_{BV} + 4\|\psi\|_\infty \sum_{i=1}^\infty \|P^i(\hat{\psi}_x h_x)\|_{BV} \]

\[ := (I) + (II) + (III) + (IV). \]

We first get an estimate on (III) and (IV). There exists a computable constant $C_\star$ and a computable number $R_\star$, where $\alpha < R_\star < 1$, such that

\[ (III) + (IV) \leq 8\|\psi\|_\infty (2\|\psi\|_\infty + V(\psi)) \frac{B_0 + 1 - \alpha}{(1 - \alpha)(1 - R_\star)} C_\star R_\star. \]

For (II), as in Lemma 2.2.2, in particular (2.2.4), and by using Lemma 2.1.1, we have

\[ (II) \leq 4\|\psi\|_\infty \sum_{i=1}^{l-1} \sum_{j=0}^{l-i-1} \|P^i_{x-1-j}(P_x - P)P^i(\hat{\psi} h)\|_1 + 16(l - 1) \cdot \|\psi\|_\infty^2 \cdot \|h_x - h\|_1 \]

\[ \leq 4\|\psi\|_\infty \Gamma \cdot \left( \alpha V(\psi) \frac{B_0 + 1 - \alpha}{1 - \alpha} + \|\psi\|_\infty 2B_0 + \alpha B_0 \frac{1 - \alpha}{1 - \alpha} \right) (l - 1)\varepsilon \]

\[ + K_\star 16(l - 1)\varepsilon \ln \varepsilon^{-1}. \]

For (I) we use Lemmas 2.1.1 and 2.2.1 to obtain

\[ (I) \leq 8\|\psi\|_\infty^2 \|h_x - h\|_1 \leq 8\|\psi\|_\infty^2 K_\star \varepsilon \ln \varepsilon^{-1}. \]

Finally, choosing $l = \left[ \frac{\ln \varepsilon}{\ln R_\star} \right]$ leads to the rate $K_\star \varepsilon (\ln \varepsilon^{-1})^2$. \qed

2.3 Example of rigorous computation of the diffusion coefficient

Let $T : I \to I$ be given by

\[ T(x) = \begin{cases} \frac{nx}{1 - x} & \text{if } x \in [0, \frac{1}{10}), \\ 10x - i & \text{if } x \in \left[ \frac{i}{10}, \frac{i+1}{10} \right). \end{cases} \]

(2.3.1)

where $i = 1, 2, ..., 9$. We first show that $T$ satisfies assumptions (A1) and (A2). Notice that $\forall f \in BV$ we have,

\[ VP f \leq \alpha V f + B_0 \|f\|_1, \]

(2.3.2)

where $\alpha = \frac{1}{9}$ and $B_0 = \frac{2}{9}$. Thus, assumption (A1) is satisfied. Moreover, since $T$ is piecewise onto, the system is mixing. Consequently assumption (A2) is satisfied. We now use Algorithm 2.2.1 to approximate the variance $\sigma^2$ of this system when the observable $\psi(x) = x^2$. In particular we want to perform the approximation up to a pre-specified error $\tau = 0.001$. 
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2.3. EXAMPLE OF RIGOROUS COMPUTATION OF THE DIFFUSION COEFFICIENT

2.3.1 The implementation of Algorithm 2.2.1

Computation of Item (1) in Algorithm 2.2.1

In this step, we find $l^*$ so that item (1) of Algorithm 2.2.1 is satisfied. In particular, we want to find $l^*$ such that

$$4|||\psi|||_{\infty} \sum_{i=l^*}^{\infty} |||P_i(\hat{\psi}h)|||_{BV} \leq \frac{\tau}{1000}. \quad (2.3.3)$$

As explained in Remark 2.2.1, instead of verifying item (1) to be smaller than $\frac{\tau}{2}$, we verify that it is smaller than $\frac{\tau}{1000}$. This will give us more room in verifying item (2) so that the sum of the errors from both items is smaller than $\tau$. Since the system satisfies (A2), for any $g \in BV_0$ and any $k \in \mathbb{N}$, there exist $0 < \rho_* < 1$, and $C_* > 0$ such that

$$|||P^k g|||_{BV} \leq C_* (1-\rho^k) \frac{|\lambda_1|}{1-\alpha} |||g|||_{BV}. \quad (2.3.4)$$

We will compute a $0 < \rho_* < 1$ and a $C_* > 0$ so that (2.3.4) is satisfied. Once these two numbers are computed, we can easily find $l^*$ is satisfied.

Here is the formula given in the proof of the Theorem 2.1.3:

$$l^* := \log(\frac{\tau}{2}) - \log \left(4|||\psi|||_{\infty} (2|||\psi|||_{\infty} + V(\psi)) \frac{B_0+1-\alpha}{(1-\alpha)(1-\rho^*)} C_* \right) \quad (2.3.5)$$

To compute $\rho^*$ and $C_*$, we use Ulam’s method and follow the work of [27]. By equation (2.3.2), for $f \in BV$ we get

$$|||P^n f|||_{BV} \leq \alpha^n |||f|||_{BV} + (\frac{B_0}{1-\alpha}) |||f|||_1 \quad (2.3.6)$$

$$|||P^n f|||_1 \leq |||P^n f|||_{BV} \leq 1 + \frac{B_0}{1-\alpha} := M.$$ 

Now, we have the constants for the first inequality, for the second one, we need a lemma to estimate its constants.

**Lemma 2.3.1.** Suppose there are two norms $||| \cdot |||_s \geq ||| \cdot |||_w$, such that $\forall f \in B, \forall n \geq 1$

$$|||P^n f|||_s \leq A\lambda_1^n |||f|||_s + B |||f|||_w. \quad (2.3.7)$$

Let $\pi_\eta$ be a finite rank operator satisfying:

- $P_\eta = \pi_\eta P \pi_\eta$ with $|||\pi_\eta v - v|||_w \leq K_\eta |||v|||_s$;

- $\pi_\eta$, $P_\eta^i$ and $P_\eta^i$ are bounded for the norm $||| \cdot |||_w : |||\pi_\eta|||_w \leq P$ and $\forall i > 0, |||P^i|||_w \leq M$.

Then

$$||(P - P_\eta)f|||_w \leq K_\eta (A\lambda_1 + P) |||f|||_s + K_\eta B |||f|||_w$$

$$|||P^n f - P^n_\eta f|||_w \leq \eta KM \left( \frac{(A\lambda_1 + P) A}{1-\lambda_1} |||f|||_s + nB(A\lambda_1 + P + M) |||f|||_w \right).$$

**Proof.** We have

$$||(P - P_\eta)f|||_w \leq |||\pi_\eta P \pi_\eta f - \pi_\eta P f|||_w + |||\pi_\eta P f - P f|||_w,$$

but

$$\pi_\eta P \pi_\eta f - \pi_\eta P f = \pi_\eta P (\pi_\eta f - f).$$
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Since \( \| \pi_\eta v - v \|_W \leq K_\eta \| v \|_S \)
\[
\| \pi_\eta P(\pi_\eta f - f) \|_W \leq P \| \pi_\eta f - f \|_W \leq PK_\eta \| f \|_S.
\]

On the other hand
\[
\| \pi_\eta Pf - Pf \|_W \leq K_\eta \| Pf \|_S \leq K_\eta (A\lambda_1 \| f \|_S + B \| f \|_W)
\]
which gives
\[
\|(P - P_\eta)f\|_W \leq K_\eta(A\lambda_1 + P)\|f\|_S + K_\eta B\|f\|_W
\]
(2.3.8)

Now let us consider \((P_\eta^n - P^n)f\). We have
\[
\|(P_\eta^n - P^n)f\|_W \leq \sum_{k=1}^{n} \|P_\eta^{n-k}(P_\eta - P)^{k-1}f\|_W \leq M \sum_{k=1}^{n} \|(P_\eta - P)^k\|_W
\]
\[
\leq K_\eta M \sum_{k=1}^{n} (A\lambda_1 + P)\|P^{k-1}f\|_S + B\|P^{k-1}f\|_W
\]
\[
\leq K_\eta M \sum_{k=1}^{n} (A\lambda_1 + P)(A\lambda_1^{k-1})\|f\|_S + B\|f\|_W + BM\|f\|_W
\]
\[
\leq K_\eta M (2\lambda_1 A + 1)\|f\| + Bn(A\lambda_1 + P + M)\|f\|_W.
\]

We have
\[
\begin{cases}
\|P_\eta^1f\|_{BV} \leq \alpha^2 \|f\|_{BV} + \left(\frac{B_0}{1 - \alpha}\right)\|f\|_1 \\
\|P_\eta^1f\|_1 \leq \alpha_2 \|f\|_1 + \eta M \left(\frac{1 + \alpha M}{1 - \alpha}\right)\|f\|_{BV} + B_0 n_1 (1 + \alpha + M)\|f\|_1.
\end{cases}
\]
(2.3.9)

Next, we identify and compute \(\eta\) and \(\alpha_2\) in \(\mathcal{M}\).

Let \(n_0\) be the smallest integer such that
\[
\alpha^{n_0} < 1.
\]

For this example, since \(\alpha = \frac{1}{9}\), \(n_0 = 1\). Next we identify and compute \(\alpha_2\). Let \(P_\eta\) be the Ulam operator. We assume \(\eta = \frac{1}{m}\), where \(m \in \mathbb{N}\). We want to find \(\eta\) and \(n_1 \geq n_0\) such that \(\forall v \in BV_0\),
\[
\|P_\eta^{n_1}v\|_1 \leq \alpha_2 \|v\|_1
\]
(2.3.10)
with \(\alpha_2 < 1\).

We now explain how we find \(\eta\) and how \(\alpha_2\) is computed. We follow the idea of [26]. Since the Ulam matrix \(P_\eta\) is a stochastic matrix and it contracts the simplex of vectors \(v\), with \(\|v\|_1 = 1\) and \(\int v = 0\). Thus, for any \(v \in BV_0\), we can find \(n_1 > 0\) and \(0 < \alpha_2 < 1\), such that
\[
\|P_\eta^{n_1}v\|_1 \leq 2 \max_i \|P_\eta^{n_1}(e_1 - e_i)\|_1 := \alpha_2
\]
where vectors \(e_1, \ldots, e_i\) are basis of \(\mathbb{R}^m\). Then we use the following algorithm:

1. For a set of vectors \(u_j\) with size \(m\), we assign 0.5 as its first component and −0.5 as its \(j\)th.

2. For \(k \in \mathbb{N}\), apply \(P_\eta^k\) to each vector we have, then compute its \(L^1\)-norm.
3. Check if the biggest norm we computed from the previous step is smaller than 1, if so, take \( k \) as \( n_1 \) and the biggest norm as \( \alpha_2 \), if not, add 1 to \( m \) and repeat previous step.

In our example, the output of this algorithm outputs \( n_1 = 3 \) and \( \alpha_2 = 0.1 \) for \( \eta = 1/200000 \).

**Remark 2.3.1.** When we compute the norm of vectors in \( \| P^{n_1} v \|_1 \), we consider the numerical roundoff error of matrix operation. According to [32], this error can be bounded as follows:

\[
\| \text{float}(Pv) - Pv \|_1 \leq \gamma N_z \cdot \| P \| \cdot \| v \|_1
\]

where

\[
\gamma N_z = \frac{N_z u}{1 - N_z u}
\]

and \( \text{float}(Pv) \) is the computed \( Pv \) value, \( N_z \) is the number of nonzero element of vector \( v \) and \( u \) is the machine precision. In fact, after taking this roundoff error into account, we computed \( \alpha_2 = 0.099995 \), but we will still use an upper bound on this, namely \( \alpha_2 = 0.1 \).

We have computed all the constants we need to compute the following matrix now:

\[
M = \begin{pmatrix}
\alpha^{n_1} & \eta MB_0 n_1 (1 + \alpha + M) + \alpha_2 \\
\eta M (1 + \alpha) & \eta MB_0 n_1 (1 + \alpha + M) + \alpha_2
\end{pmatrix},
\]

where the (positive) entries of \( M \) will be defined below. It is given by:

\[
M = \begin{pmatrix}
0.0014 & 0.25 \\
0.00015625 & 0.1002
\end{pmatrix}.
\]

with (2.4.4) (below) is satisfied with \( n_1 = 3 \), \( \alpha = 1/5 \), \( B_0 = 2/5 \), \( \eta = 1/200000 \), \( M = 1.25 \), \( \alpha_2 = 0.1 \).

In particular, it is shown that

\[
\left( \begin{array}{c}
\| P^{n_1} g \|_{BV} \\
\| P^{n_1} g \|_{L^1}
\end{array} \right) \preceq M^{-i} \left( \begin{array}{c}
\| g \|_{BV} \\
\| g \|_{L^1}
\end{array} \right),
\]

where \( \preceq \) means component-wise inequalities, e.g. for vectors \( \vec{x} = (x_1, x_2) \) and \( \vec{y} = (y_1, y_2) \), \( \vec{x} \preceq \vec{y} \), iff \( x_1 \leq y_1 \) and \( x_2 \leq y_2 \); and as a consequence it is also proved in [27] that for any \( k \in \mathbb{N} \)

\[
\| P^k g \|_{BV} \leq (A/a + B/b) \rho^* \frac{k}{n_1} \| g \|_{BV},
\]

where \( \rho^* \) is the dominant eigenvalue of \( M \) and \( (a, b) \) is the corresponding eigenvector.

Thus, \( \rho^* = 0.1006 \) and the eigenvector \( (a, b) \) associated to the eigenvalue \( \rho^* \) is given by:

\[
a = 0.3969, \quad b = 0.6031.
\]

Thus, by (2.4.6), we obtain

\[
\| P^i_* g \|_{BV} \leq (2.9342) \times 0.1006^{i-1} \frac{k}{n_1} \| g \|_{BV}.
\]
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Consequently, \( C_* = 2.9342 \) and we compute \( l_* \) using the formula in (2.3.5) to obtain

\[
l_* = n_1 \cdot \left\lfloor \frac{\log(\tau/1000) - \log(4\|\psi\|_\infty (2\|\psi\|_\infty + V(\psi))^{B_0+1-\alpha}}{\log \rho_*} \right\rfloor \cdot \left(1 - \frac{\alpha}{1-\rho_*} C_*\right) = 24.
\]

Computation of Item (2) of Algorithm 2.2.1

From now on \( l_* \) is fixed and it is equal to 24. So far, we executed the first loop of the Algorithm 2.2.1; i.e.,

\[
4\|\psi\|_\infty \sum_{i=24}^\infty \|P^i(\psi)\|_{BV} \leq \frac{\tau}{1000}.
\]

Computation of Item (3) of Algorithm 2.2.1

In this step, we have to find \( \eta_* \), a mesh size of the Ulam discretization, such that

\[
(16(l_* - 1) + 8) \cdot \|\psi\|_\infty \cdot \|h_{\eta_*} - h\|_1 + 4\|\psi\|_\infty \sum_{i=1}^{l_*-1} \sum_{j=0}^{i-1} (2\|\psi\|_\infty (B_0 + 1 + \frac{\alpha j B_0}{1-\alpha}) + \frac{\alpha j (B_0 + 1 - \alpha)}{1-\alpha} V\psi)\|P_{\eta_*} - P\|_1 \leq \frac{999}{1000} \tau.
\]

The main issue in this estimate is the rigorous approximation of the \( T \)-invariant density, \( h \), in the \( L^1 \)-norm. In the next subsection, we explain how we perform such approximation.

We follow the ideas of [26].

Approximation of the invariant density Let \( h_{\eta} \) be the invariant density of the Ulam’s approximation \( P_{\eta} \), \( \tilde{h}_{\eta} \) be the invariant density of the Ulam matrix \( \tilde{P}_\tau \), which is the output of our computer program, and \( h_{\eta_*} \) be the vector that we finally use to approximate \( h \). We have

\[
\|h - h_{\eta_*}\|_1 \leq \|h - h_{\eta}\|_1 + \|h_{\eta} - \tilde{h}_{\eta}\|_1 + \|\tilde{h}_{\eta} - h_{\eta_*}\|_1, \tag{2.3.14}
\]

where \( \|h - h_{\eta}\|_1 \) is the discretization error, \( \|h_{\eta} - \tilde{h}_{\eta}\|_1 \) is the approximation error, \( \|\tilde{h}_{\eta} - h_{\eta_*}\|_1 \) the numerical error. Now, we will estimate these three terms respectively.

\[
\|h - h_{\eta}\|_1 \text{ estimates}
\]

\[
\|h - h_{\eta}\|_1 \leq \|P_{\eta}^N h_{\eta} - P_{\eta}^N h\|_1 \leq \|P_{\eta}^N h_{\eta} - P_{\eta}^N h\|_1 + \|P_{\eta}^N h - P_{\eta}^N h\|_1 \leq \|P_{\eta}^N (h_{\eta} - h)\|_1 + \|P_{\eta}^N h - P_{\eta}^N h\|_1
\]

\[
\exists N \in \mathbb{N} \text{ such that } \|P_{\eta}^N (h_{\eta} - h)\|_1 \leq \frac{1}{2} \|h - h_{\eta}\|_1. \text{ That iteration } N \text{ can be compute by a program. Thus,}
\]

\[
\|h - h_{\eta}\|_1 \leq \frac{1}{2} \|h - h_{\eta}\|_1 + \|P_{\eta}^N h - P_{\eta}^N h\|_1 \leq 2 \|P_{\eta}^N h - P_{\eta}^N h\|_1
\]
Consider the term \( \|P_{\eta}^Nh - P_{\eta}^Nh\|_1 \),

\[
\|P_{\eta}^Nh - P_{\eta}^Nh\|_1 \leq \sum_{k=1}^{N} \|P_{\eta}^{N-k}(P_{\eta}^N - P)h\|_1 \leq \sum_{k=1}^{N} \|P_{\eta}^{N-k}\|_1 \|P_{\eta}^N - P\|_1
\]

where \( \|P_{\eta}^{N-k}\|_1 \leq 1 \). Next, estimate the term \( \|(P_{\eta}^N - P)h\|_1 \),

\[
\|(P_{\eta}^N - P)h\|_1 = \|(P_{\eta}^N P\Pi_{\eta} - P\Pi_{\eta})h\|_1 \leq \|h - P\Pi_{\eta}h\|_1 + \|P\Pi_{\eta}(P - P\Pi_{\eta})h\|_1
\]

For \( \|h - P\Pi_{\eta}h\|_1 \), we have:

\[
\|h - P\Pi_{\eta}h\|_1 \leq \eta V(f)
\]

where \( \eta \) is the length of partition size. For \( \|P\Pi_{\eta}(P - P\Pi_{\eta})h\|_1 \), we estimate as:

\[
\|P\Pi_{\eta}(P - P\Pi_{\eta})h\|_1 \leq \|P(h - P\Pi_{\eta}h)\|_1 \leq \|P\|_1 \|(h - P\Pi_{\eta}h)\|_1
\]

In our example, we have

\[
V(f) = V(Pf) \leq \alpha V(f) + B_0\|f\|_1
\]

where \( B_0 = 2/9 \), \( \lambda = 1/9 \). Then,

\[
V(f) \leq \frac{B_0\|f\|_1}{1 - \alpha}
\]

Also, we have

\[
\|P^n\|_1 \leq \|P^n\|_BV \leq 1 + \frac{B_0}{1 - \alpha} := M = 1.25
\]

then, we have

\[
\|h - P\Pi_{\eta}h\|_1 \leq \eta \frac{B_0\|f\|_1}{1 - \alpha}
\]

\[
\|P\Pi_{\eta}(P - P\Pi_{\eta})h\|_1 \leq \eta \frac{B_0\|f\|_1}{1 - \alpha} + \eta \frac{B_0\|f\|_1}{1 - \alpha} = \eta(1 + M)\frac{B_0\|f\|_1}{1 - \alpha}
\]

Thus,

\[
\|h - h_{\eta}\|_1 \leq 2 \cdot N \cdot \eta \cdot (1 + M)\frac{B_0\|f\|_1}{1 - \alpha}
\]

\( \|h_{\eta} - \tilde{h}_{\eta}\|_1 \) estimates Using Interval arithmetic, follow the algorithm in [26]. We can construct Ulam’s matrix in computer and its error being estimated as following:

\[
\|f_{\eta} - \tilde{f}_{\eta}\|_1 \leq 2N_{\eta}\|P_{\eta} - \tilde{P}_{\eta}\|_1\|v\|_1 \leq 4N_{\epsilon} \cdot N_{Z} \cdot \eta,
\]

where \( N_{Z} = \) number of non-zero element in each vector, \( N_{\eta} \) is the integer such that \( \|\tilde{P}_{\eta}^N v\|_1 \leq \frac{1}{2}\|v\|_1 \), \( \epsilon \) is the maximum of the error \( \|\tilde{P}_{\eta}^N - P_{\eta}^N\|_1 \), which is estimate by interval arithmetic.

\( \|h_{\eta} - h_{\eta}\|_1 \) estimates Ulam’s matrix \( \tilde{P}_{\eta} \) is a Markov matrix and it contracts the simplex of vectors \( v \), with \( \|v\|_1 = 1 \) and \( \int v = 0 \). This simplex is the combination of the base. Let \( Diam_1 \) denote the distance induced by norm 1.

\[
Diam_1(\tilde{P}_{\eta}^k u)
\]

\[
\leq \max_{i,j} \|\tilde{P}_{\eta}^k (e_i - e_j)\|_1 \leq \max_{i,j} \|\tilde{P}_{\eta}^k (e_i - e_j)\|_1 + \max_{i,j} \|\tilde{P}_{\eta}^k (e_i - e_1)\|_1
\]

\[
\leq 2 \max_{i,j} \|\tilde{P}_{\eta}^k (e_i - e_j)\|_1.
\]

Thus, in the computation, we can give our program a threshold \( \epsilon_{num} \), it will outcome a integer \( k \), which is the maximum iteration time makeing \( \|h_{\eta} - h_{\eta}\|_1 \) enclosed by \( \epsilon_{num} \).
\[ \|h - h_\eta\|_1 \leq 2 \cdot N \cdot \eta \cdot (1 + M) \cdot \frac{B_0}{1 - \alpha} \|f\|_1 + 4N\eta \cdot N_z \cdot \varepsilon + \varepsilon_{num}. \]  
(2.3.15)

The \( N, N_\eta, \varepsilon, N_z, \varepsilon_{num} \) will be explained in the following list:

1. \( N \) is the integer such that \( \|P_N^N \eta v\|_1 \leq \frac{1}{2} \|v\|_1 \), \( v \) is zero average vector. This is similar to the computation we did in Item (2).

2. \( N_\eta \) is the integer such that \( \|\tilde{P}_N^N \eta \eta v\|_1 \leq \frac{1}{2} \|v\|_1 \).

3. \( \varepsilon \) is the maximum of the error \( \|\tilde{P}_N^N - \tilde{P}^N\| \), which is estimated using interval arithmetic.

4. \( N_z \) is the maximum number of nonzero elements in each row of the Ulam matrix \( \tilde{P}_N^N \). Since we define Ulam matrix as \( P_{ij} = m(T^{-1}(I_j) \cap I_i)/m(I_i) \), we can bound \( N_z \leq \sup |T'| + 4 \).

5. \( \varepsilon_{num} \) is the error we give to the program as a threshold to compute the iteration time. Then, we know for sure, after \( k \in \mathbb{N} \) iterate, our numerical error will be smaller than \( \varepsilon_{num} \).

**Trial of several mesh sizes to achieve (2.3.13) and consequently Item 3.**

We try \( \eta = 1/8000000 \). We obtain \( N = 8, N_\eta = 8, k = 14, \varepsilon_{num} = 0.0000002, \varepsilon = 1.999958 \times 10^{-9}, N_z = 20 \),

\[ \|h - h_\eta\|_1 \leq 0.000002425; \]

\[ (16(l_* - 1) + 8) \cdot \|\psi\|_\infty^2 \cdot \|h_\eta - h\|_1 \leq 0.00091179; \]

\[ \|\|P_{\eta} - P\|\| \leq \eta_\varepsilon (1 + \alpha); \]

\[ 4\|\psi\|_\infty \sum_{i=1}^{l_*-1} \sum_{j=0}^{l_*-1} (2\|\psi\|_\infty (B_0 + 1 + \frac{\alpha^j B_0}{1 - \alpha}) + \frac{\alpha^j (B_0 + 1 - \alpha)}{1 - \alpha} V\psi)) \|P_{\eta} - P\| < 0.000032726. \]

Thus, desired error \( 999 \times 10^{-6} \) has been finally achieved, and set \( \eta_\varepsilon = 1/8000000 \). All the above iterations are summarized in Table 1.

**Computation of Item (4) in Algorithm 2.2.1**

\[ |\sigma^2_{\eta_\eta, l_*} - \sigma^2| \leq 0.0001/1000 + 0.00091179 + 0.000032726 \leq 0.00094552, \]

We fix \( \eta_\varepsilon = \frac{10^{-6}}{8} \) and \( l_* = 24 \) in the computation of \( \sigma^2_{\eta_\eta, l_*} \), and let function \( \psi = x^2 \) be the observable. We compute:
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\[
\sigma_{\eta, \ell}^2 := \int_T \psi_{\eta, \ell}^2 \psi_{\eta, \ell} dm + 2 \sum_{i=1}^{l-1} \int_T P_{\eta, \ell}^i (\hat{\psi}_{\eta, \ell}) \psi_{\eta, \ell} dm \in [0.108176, 0.109107].
\]

I will explain key steps in the computation of \(\sigma_{\eta, \ell}^2\) in the following remark.

Remark 2.3.2.

1. By the definition of \(\hat{\psi}\), we have to compute \(\int_T \psi_{\eta, \ell} dm\) rigorously. This means we need to compute rigorously the projection of \(\psi\) on the Ulam basis. Let \(\Pi\) be the Ulam projection, for any observable \(\psi\),

\[
\Pi \psi = \sum_{i=0}^{n-1} v_i \cdot \frac{\chi_{I_i}}{m(I_i)},
\]

where \(\{v_i\} = \{v_0, ..., v_{n-1}\}\) are the coefficients.

To compute these coefficients, we use the interval arithmetics of rigorous integration [51]

\[
v_i = \int_{I_i} \psi dm.
\]

Then, the integral with respect to Lebesgue measure of an observable \(\psi\) projected on the Ulam basis,

\[
\int_0^1 \Pi \psi dm = \int_0^1 \sum_{i=0}^{n} v_i \frac{\chi_{I_i}}{m(I_i)} dm = \sum_{i} v_i.
\]

2. The computed approximation \(h_{\eta, \ell}\) is a vector that is consist of the coefficient \(\{w_0, ..., w_{n-1}\}\) on Ulam projection. We compute

\[
\Pi(\psi h_{\eta, \ell})_i = \frac{v_i \cdot w_i}{m(I_i)}.
\]

Recall the property of projection, we have \(\chi_{I_i}^2 = \chi_{I_i}\) and \(\chi_{I_i} \cdot \chi_{I_j} = 0\) for \(j \neq i\), then we have

\[
\Pi(\psi \cdot h_{\eta, \ell})(x) = \sum_i v_i \cdot w_i \cdot \frac{\chi_{I_i}(x)}{m(I_i)} = \sum_i v_i \cdot \frac{\chi_{I_i}(x)}{m(I_i)} \sum_i w_i \cdot \frac{\chi_{I_i}(x)}{m(I_i)} = (\Pi \psi)(x) \cdot h_{\eta, \ell}(x).
\]

Note that \(h_{\eta, \ell}\) is constant on each \(I_i\), and equal to \(w_i\), we have

\[
(\Pi(\psi h_{\eta, \ell}))_i = \int_{I_i} \psi_{\eta, \ell} dm = \int_{I_i} w_i \cdot \frac{\chi_{I_i}(x)}{m(I_i)} dm = \frac{w_i}{m(I_i)} \cdot \int_{I_i} \psi dm = \frac{v_i \cdot w_i}{m(I_i)}.
\]

Then, we have

\[
\int_0^1 \psi \cdot h_{\eta, \ell} dm = \sum_{i} \frac{v_i \cdot w_i}{m(I_i)}.
\]

3. By the fact of \(\Pi^2 = \Pi\), when we compute \(P_{\eta, \ell}(\hat{\psi}_{\eta, \ell} h_{\eta, \ell})\), we can compute as following:

\[
P_{\eta, \ell}(\hat{\psi}_{\eta, \ell} h_{\eta, \ell}) = \Pi \Pi (\hat{\psi}_{\eta, \ell} h_{\eta, \ell}) = \Pi \Pi \Pi (\hat{\psi}_{\eta, \ell} h_{\eta, \ell}) = P_{\eta, \ell}(\Pi \hat{\psi}_{\eta, \ell} h_{\eta, \ell})
\]

2.4 Another Example

Let

\[
T_0(x) = S(x) + P(x) + 0.005 \sin(64\pi x),
\]
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\tau$ & 0.001 & 0.001 & 0.001 & 0.001 & 0.001 \\
\hline
$\rho_*$ & 0.1006 & 0.1006 & 0.1006 & 0.1006 & 0.1006 \\
\hline
$C_*$ & 2.9342 & 2.9342 & 2.9342 & 2.9342 & 2.9342 \\
\hline
$l_*$ & 24 & 24 & 24 & 24 & 24 \\
\hline
$\eta$ & $10^{-4}$ & $10^{-6}$ & $10^{-6}$ & $10^{-6}$ & $10^{-6}$ \\
\hline
$|\sigma_\eta - \sigma|$ & 0.1531 & 0.0018 & 0.0013 & 0.0013 & 0.00091179 \\
\hline
Check error & $\eta$ failed & $\eta$ failed & $\eta$ failed & $\eta$ failed & $\eta$ works \\
$|\sigma_\eta - \sigma| < \tau$ & $\eta = \frac{10^{-6}}{2}$ & $\eta = \frac{10^{-6}}{3}$ & $\eta = \frac{10^{-6}}{4}$ & $\eta = \frac{10^{-6}}{8}$ & $\eta_* = \frac{10^{-6}}{8}$ \\
\hline
$\sigma_{\eta,l_*}^2$ & none & none & none & none & [0.108176,0.109107] \\
\hline
\end{tabular}
\caption{Summary and output of our computations for Example 2.3.1}
\end{table}

where

\[ S(x) = \frac{31x}{1-x} \]

and $P(x)$ is the polynomial that satisfies

\[ P(0) = P(1/32) = 0, \]
\[ P'(0) = 32 - S'(0), \quad P'(1/32) = 32 - S'(1/32), \]
\[ P''(0) = -S''(0), \quad P''(1/32) = -S''(1/32), \]
\[ P'''(0) = -S'''(0), \quad P'''(1/32) = -S'''(1/32). \]

The coefficients of this polynomial are computed by inverting symbolically (therefore without numerical errors) a Vandermonde matrix. We use interval dynamics to enclose the coefficients. The computed polynomial, with rational coefficients, is given by:

\[ P(x) = -\frac{1048576}{29791}x^7 - \frac{917504}{29791}x^6 - \frac{923648}{29791}x^5 - \frac{923520}{29791}x^4 - 31x^3 - 31x^2 + x. \]

Let

\[ T_1(x) = 32x - 1 + 0.005 \cdot \sin(64\pi \cdot x), \]

and define

\[ T(x) := \begin{cases} 
T_0(x - 2k/32), & x \in [2k/32,(2k+1)/32] \\
T_1(x - (2k+1)/32), & x \in [(2k+1)/32,(2k+2)/32] 
\end{cases} \]

where $k = 0, 1, \ldots, 15$. We will revisit this map in Chapter 3 to compute linear response. This is to illustrate that for smooth maps (basically $C^3$ circle maps) we can compute rigorously the dynamical quantities we need. We compute the diffusion coefficient for the same observable $\phi(x) = x^2$ up to a pre-specified error $\tau = 0.01$. We follow the same steps as in the previous example.
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2.4.1 Item (1) in Algorithm 2.2.1

In this step, we find $l_\ast$ such that item (1) of Algorithm 2.2.1 is satisfied. In particular we want to find $l_\ast$ such that

$$4\|\phi\|_\infty \sum_{i=l_\ast}^{+\infty} \|P^i((\hat{\phi} \cdot h))\|_{BV} \leq \frac{\tau}{256}. \tag{2.4.2}$$

As explained in Remark 2.2.1, instead of verifying item (1) to be smaller than $\frac{\tau}{2}$, we verify that it is smaller than $\frac{\tau}{256}$. This will give us more room in verifying item (2) so that the sum of the errors from both items is smaller than $\tau$. Since the system satisfies (A2), for any $g \in BV_0$ and any $k \in \mathbb{N}$, there exist $0 < \rho_\ast < 1$ and $C_\ast > 0$ such that

$$\|P^k g\|_{BV} \leq C_\ast \rho_\ast^k \|g\|_{BV}. \tag{2.4.3}$$

We want to find $0 < \rho_\ast < 1$ and $C_\ast > 0$ so that (2.4.3) is satisfied.

Once these two numbers are computed, we can easily find $l_\ast$ (see (2.3.5)) so that (2.4.2) is satisfied. To compute $\rho_\ast$ and $C_\ast$ we follow the work of [27] whose main idea is to build a system of iterated inequalities governed by a positive matrix $M$ such that:

$$\begin{pmatrix} \|P^{n_1} g\|_{BV} \\ \|P^{n_1} g\|_{L^1} \end{pmatrix} \preceq M^i \begin{pmatrix} \|g\|_{BV} \\ \|g\|_{L^1} \end{pmatrix}, \tag{2.4.4}$$

where $\preceq$ means component-wise inequalities, e.g. for vectors $\vec{x} = (x_1, x_2)$ and $\vec{y} = (y_1, y_2)$, if $\vec{x} \preceq \vec{y}$, then, $x_1 \leq y_1$ and $x_2 \leq y_2$.

By using equation (2.3.6), we get that, if $\|P^{n_1} g\|_{BV} \leq \alpha_2$, the following inequalities are satisfied:

$$\begin{cases}
\|P^{n_1} f\|_{BV} \leq \alpha_{n_1} \|f\|_{BV} + \left(\frac{B_0}{1-\alpha}\right) \|f\|_1 \\
\|P^{n_1} f\|_1 \leq \alpha_2 \|f\|_1 + \varepsilon(\frac{1+\alpha}{1-\alpha}) \|f\|_{BV} + B_0 n_1 (2 + \alpha) \|f\|_1.
\end{cases} \tag{2.4.5}$$

Using the inequalities above we have that:

$$M = \begin{pmatrix} \alpha_{n_1} \\ \varepsilon(\frac{1+\alpha}{1-\alpha}) \varepsilon B_0 n_1 (2 + \alpha) \end{pmatrix}. \tag{2.4.6}$$

Following the ideas of [27] we have that

$$\|P^{n_1} g\|_{BV} \leq \frac{1}{q} \rho_{n_1}^k \|g\|_{BV}, \tag{2.4.7}$$

where $\rho_\ast$ is the dominant eigenvalue of $M$ and $(a, b)$ is the corresponding left eigenvector.

Thus, our main task now is to identify all the entries of the above matrix. The two constants $\alpha_2$ and $n_1$ in $M$ are two constants that give us an estimate of the speed at which $P_\varepsilon$ contracts the space $BV_0$, with respect to the $L^1$-norm. Let $P_\varepsilon$ be the discretized Ulam operator and fix $\alpha_2 < 1$; we want to find and $n_1 \geq 0$ such that $\forall v \in BV_0$

$$\|P_{\varepsilon}^{n_1} v\|_1 \leq \alpha_2 \|v\|_1 \tag{2.4.7}$$

with $\alpha_2 < 1$. We follow the idea of [26] and use the computer to estimate $n_1$ numerically; we refer to their paper for the algorithm used to certify $n_1$ and the corresponding numerical estimates and methods.

Consequently, (2.4.4) is satisfied with $n_1 = 3$, $\alpha \leq 0.033$, $B_0 \leq 0.212$, $\varepsilon = 1/1024$, $\alpha_2 = 1/25$; i.e.,

$$M = \begin{pmatrix} 0.0000338 & 0.2115 \\ 0.001042 & 0.04126 \end{pmatrix}.$$
Thus, $\rho_* = 0.047$ and the eigenvector $(a, b)$ associated to the eigenvalue $\rho_*$ is given by $a \in [0.0221, 0.0222], b \in [0.978, 0.979].$

Thus, by (2.4.6), we obtain
$$\|P^k_\epsilon g\|_{BV} \leq (45.17) \cdot 0.047^k \|g\|_{BV}$$

Consequently we can compute $l_* \geq 15.$

**Remark 2.4.1.** Using equation (2.4.6), we see that, for any $\phi$ in $BV_0$ and $l_* = k \cdot n_1$ we have that:
$$\sum_{i=l_*}^{+\infty} \|P^i(\phi)\|_{BV} \leq \|\phi\|_{BV} \frac{1}{a} \cdot n_1 \sum_{i=k}^{+\infty} \rho_i \leq \|\phi\|_{BV} \frac{1}{a} n_1 \frac{\rho_k}{1-\rho_*}.$$ 

**2.4.2 Item (2) of Algorithm 2.2.1**

From now on $l_*$ is fixed and it is equal to 15. So far, we executed the first loop of the Algorithm 2.2.1; i.e.,
$$4\|\psi\|_{\infty} \sum_{i=15}^{\infty} \|P^i(\hat{\psi})\|_{BV} \leq \frac{\tau}{256}.$$ 

**2.4.3 Item (3) of Algorithm 2.2.1**

In this step, we have to find $\epsilon_*$, a mesh size of the Ulam discretization, such that
$$\sum_{i=1}^{l_*-1} \sum_{j=0}^{i-1} \left( 2\|\psi\|_{\infty}(B_j + 1 + \frac{\alpha^j B_0}{1-\alpha}) + \frac{\alpha^j (B_0 + 1 - \alpha)}{1-\alpha} V\psi \right) \|P_{\epsilon_*} - P\| \leq \frac{255 \tau}{256}.$$ To bound this term we need a rigorous approximation of the $T$-invariant density, $h$, in the $L^1$-norm; we follow the ideas (and refer for the algorithm) to the paper [26]. Set
$$\kappa := 4\|\psi\|_{\infty} \|P_{\epsilon_*} - P\| \sum_{i=1}^{l_*-1} \sum_{j=0}^{i-1} \left( 2\|\psi\|_{\infty}(B_j + 1 + \frac{\alpha^j B_0}{1-\alpha}) + \frac{\alpha^j (B_0 + 1 - \alpha)}{1-\alpha} V\psi \right).$$

**Remark 2.4.2.** Note that $\kappa$ gives the biggest contribution to the error. Fixed $l_*$, we are summing $(l_*)^2/2$ terms and the contribution of each term is bigger than $4\|\psi\|_{\infty} \cdot \|P_{\epsilon_*} - P\|$. Since $\epsilon_*$ can be chosen independently from $l_*$ this is not a theoretical issue for our algorithm.

In the following table we collected data from different mesh sizes:

<table>
<thead>
<tr>
<th>(\epsilon)</th>
<th>(2^{-10})</th>
<th>(2^{-16})</th>
<th>(2^{-18})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(|h_{\epsilon_*} - h|_1)</td>
<td>0.0014</td>
<td>4.07 \cdot 10^{-5}</td>
<td>1.064 \cdot 10^{-5}</td>
</tr>
<tr>
<td>((8(l_* - 1) + 8) \cdot |\psi|<em>{\infty} \cdot |h</em>{\epsilon_*} - h|_1)</td>
<td>0.17</td>
<td>0.0049</td>
<td>0.00128</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>1.57</td>
<td>0.0244</td>
<td>0.00425</td>
</tr>
</tbody>
</table>
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![Distribution of the averages](image)

Figure 2.1: Distribution of the averages $A_{100}(x_i), i = 0, \ldots, 19999$. Horizontal axis indicate the $A_k$ value we compute, Vertical axis indicate how many times we get the same $A_k$

2.4.4 Item (4) in Algorithm 2.2.1

$$|\sigma^2_{\varepsilon,l_x} - \sigma^2| \leq 0.01/256 + 0.00128 + 0.00425 \leq 0.0056,$$

and we compute $\sigma^2_{\varepsilon,l_x}$

$$\sigma^2_{\varepsilon,l_x} := \int_I \hat{\psi}_{\varepsilon}^2 h_{\varepsilon} dm + 2 \sum_{i=1}^{l_x-1} \int_I P^i_{\varepsilon}(\hat{\psi}_{\varepsilon} h_{\varepsilon}) \hat{\psi}_{\varepsilon} dm \in [0.092, 0.093]. \quad (2.4.9)$$

2.4.5 A non-rigorous experiment

We also perform a non-rigorous experiment to compute $\sigma^2$ in the above example. Let $F_\zeta$ be the set of floating point numbers in $[0, 1]$ with $\zeta$ binary digits.

Note that the system has high entropy, so we have to be careful in our computation and choose $\zeta$ big. Due to high expansion of the system, in few iterations the ergodic average along the simulated orbit may have little in common with the orbit of the real system. So, we have to do computations with a really high number of digits ($\zeta = 2048$ binary digits).

Let $\{x_0, \ldots, x_{n-1}\}$ be $n$ random floating points in $F_\zeta$; fix $k$ and let

$$A_k(x) = \frac{1}{k} \sum_{i=0}^{k-1} \phi(T^i(x)).$$

Let $\mu$ be an approximation of the average of $\phi$ with respect to the invariant measure, obtained by integrating the observable using the approximation of the invariant density:

$$\mu \in [0.33175, 0.33176].$$

Now, for each point $\{x_0, \ldots, x_n\}$ we compute the value $A_k(x_0), \ldots, A_k(x_m)$ and from these the following two estimators:

$$\tilde{\mu} = \frac{1}{n} \sum_{i=0}^{n-1} A_k(x_i)$$

$$\tilde{\sigma}^2 = \frac{1}{n} \sum_{i=0}^{n-1} \frac{(k \cdot A_k(x_i) - k\mu)^2}{k}.$$
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In the table the result of an experiment with $n = 20000$ is given. In Figure 2.1, a histogram plot of the distribution of $A_k(x_i)$ for $k = 100, n = 20000$; in red we have the normal distribution with average $\mu$ and variance $\sigma^2_{\varepsilon, \lambda} / \sqrt{k}$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\hat{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>[0.33162, 0.33163]</td>
</tr>
<tr>
<td>95</td>
<td>[0.33155, 0.33156]</td>
</tr>
<tr>
<td>100</td>
<td>[0.33157, 0.33158]</td>
</tr>
</tbody>
</table>

The output of this non-rigorous experiment is in line with the output from our rigorous computation in (2.4.9).
Chapter 3

A rigorous computational approach for linear response

In this chapter we provide suitable discretization schemes that can be used to approximate linear response (the derivative of an invariant density with respect to noise). The problem that we face in our rigorous approximation is twofold. The first is functional analytic. In particular, we need to find suitable discretization schemes that preserve the regularity of the function space(s) where the transfer operator acts, and which can approximate the original transfer operator. The second is computational. In particular, the computational approach should be amenable to tracking all the round-off errors made by the computer. This chapter is based on our work in [6]. We first start by a theorem that proves linear response in a general setting.

3.1 Differentiation of invariant densities

We present a general setting in which the formula corresponding to the derivative of a fixed point\(^1\) of a family of positive operators \(P_\epsilon\) can be obtained\(^2\). We consider the action of the operators on different spaces. Let \(B_w, B_s, B_{ss}\) denote abstract Banach spaces of Borel measures on \(X\) equipped with norms \(|||w|||, |||s|||, |||ss|||\), respectively, such that \(|||w||| \leq |||s||| \leq |||ss|||\). We suppose that \(P_\epsilon, \epsilon \geq 0\), has a unique fixed point \(h_\epsilon \in B_{ss}\). Let \(P := P_0\) be the unperturbed operator and \(h \in B_{ss}\) be its fixed point. Let \(V_s^0 = \{v \in B_s, v(X) = 0\}\), \(V_w^0 = \{v \in B_w, v(X) = 0\}\).

The following proposition is essentially proved in [42]. Since we adapted the assumptions to a general setting we include a proof.

**Proposition 3.1.1.** Suppose that the following assumptions hold: [6]

---

\(^1\)In applications to dynamical systems, such a fixed point corresponds to the density of an absolutely continuous invariant measure.

\(^2\)The differentiation is done with respect to the variable \(\epsilon\) in a suitable norm. This will be clear in the statement of Proposition 3.1.1 below.
3.1. DIFFERENTIATION OF INVARIANT DENSITIES

1. The norms \(|P^k|_{B_w \rightarrow B_w}\) and \(|P^k|_{B_w \rightarrow B_w}\) are uniformly bounded with respect to \(k\) and \(\epsilon > 0\).

2. \(P_\epsilon\) is a perturbation of \(P\) in the following sense

\[\|P_\epsilon - P\|_{B_w \rightarrow B_w} \leq C\epsilon.\]  

(3.1.1)

3. The operators \(P_\epsilon, \epsilon \geq 0\), have a uniform rate of contraction on \(V^0_s\): there are \(C_1 > 0\), 0 < \(\rho < 1\), such that

\[\|P^n_\epsilon\|_{V^0_s \rightarrow B_s} \leq C_1\rho^n.\]  

(3.1.2)

4. There is an operator \(\hat{P} : B_{ss} \rightarrow B_s\) such that

\[\lim_{\epsilon \rightarrow 0} \|\epsilon^{-1}(P - P_\epsilon)f - \hat{P}f\|_s = 0 \forall f \in B_{ss}.\]  

(3.1.3)

Let

\[\hat{h} = (P - P\epsilon)^{-1}\hat{P}h.\]

Then

\[\lim_{\epsilon \rightarrow 0} \|\epsilon^{-1}(h - h_\epsilon) - \hat{h}\|_w = 0;\]  

(3.1.4)
i.e. \(\hat{h}\) represents the derivative of \(h_\epsilon\) with respect to \(\epsilon\).

Before the proof, we state what we mean by ‘linear response’.

**Remark 3.1.1.** We call \(\hat{h}\) in (3.1.4) the derivative of \(h_\epsilon\) with respect to \(\epsilon\). In particular, in the context of dynamical systems; i.e., if \(P\) is a Perron-Frobenious operator associated with a map, whenever such a limit exists, we say the system has linear response.

**Proof.** Notice that by its definition, \(\hat{P}h \in V^0_s\). Let \(h_\epsilon\) be the invariant density of \(P_\epsilon\), such that \(h_\epsilon = P_\epsilon h\). We have

\[(P_\epsilon - P)h\]

and since \(\hat{h} = (P - P\epsilon)^{-1}\hat{P}h\), we obtain

\[
\lim_{\epsilon \rightarrow 0} \|\epsilon^{-1}(h_\epsilon - h) - \hat{h}\|_w = \lim_{\epsilon \rightarrow 0} \|\epsilon^{-1}(P - P_\epsilon)^{-1}(P_\epsilon - P)h - (P - P\epsilon)^{-1}\hat{P}h\|_w
\]

\[
\leq \lim_{\epsilon \rightarrow 0} \|(Id - P_\epsilon)^{-1}[\epsilon^{-1}(P_\epsilon - P)h - \hat{P}h]\|_w
\]

\[
+ \lim_{\epsilon \rightarrow 0} \|(Id - P_\epsilon)^{-1}\hat{P}h - (P - P_\epsilon)^{-1}\hat{P}h\|_w
\]

:= (I) + (II).

Notice that by assumption (3), \(|(Id - P_\epsilon)^{-1}|_{V^0_s \rightarrow B_w}\) are uniformly bounded. Moreover, since \(\lim_{\epsilon \rightarrow 0} \|\epsilon^{-1}(P_\epsilon - P)h - \hat{P}h\|_s = 0\), we obtain

\[(I) = \lim_{\epsilon \rightarrow 0} \|(Id - P_\epsilon)^{-1}[\epsilon^{-1}(P_\epsilon - P)h - \hat{P}h]\|_w = 0.\]

Now we consider (II). By assumption (3), on the space \(V^0_1\), \((1 - P_\epsilon)^{-1} = \sum_0^\infty P^k_\epsilon\). Notice that by assumptions (2) and (3) we have:

\[\|P^k - P^k_\epsilon\|_{V^0_\epsilon \rightarrow V^0_\epsilon} \leq \sum_{j=0}^{k-1} \|P^j_\epsilon(P_\epsilon - P)P^{k-j-1}\|_{V^0_\epsilon \rightarrow V^0_\epsilon}\]
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\[
\leq \sup_j ||P^j_\epsilon||_w \sum_{j=0}^{k-1} ||(P_\epsilon - P)P^{k-1-j}||_{V_\rho^0 \to V_\rho^0}
\]

\[
\leq \epsilon \sup_j ||P^j_\epsilon||_w \sum_{j=0}^{k-1} ||P^{k-1-j}||_{V_\rho^0}
\]

\[
\leq \epsilon \sup_j ||P^j_\epsilon||_w C_1 \frac{1 - \rho^k}{1 - \rho}.
\]

Consequently,

\[
||(I - P_\epsilon)^{-1} \hat{P}h - (I - P)^{-1} \hat{P}h||_w
\]

\[
\leq ||\hat{P}h||_s \left[ \sum_{k=0}^{l-1} ||P^k_\epsilon - P^k||_{V_\rho^0 \to V_\rho^0} + \sum_{l} (||P^k||_{V_\rho^0 \to V_\rho^0} + ||P^{k+l}||_{V_\rho^0 \to V_\rho^0}) \right]
\]

\[
\leq ||\hat{P}h||_s [\epsilon \sup ||P^j_\epsilon||_w C_1 \frac{1 - \rho^j}{1 - \rho} + 2C_1 \rho^l \frac{1}{1 - \rho}].
\]

Choosing \(l = \lceil \log \epsilon \rceil\) implies

\((II) = \lim \epsilon \to 0 ||(I - P_\epsilon)^{-1} \hat{P}h - (I - P)^{-1} \hat{P}h||_w = 0.\)

Hence, \(\lim_{\epsilon \to 0} \epsilon^{-1} (h_\epsilon - \hat{h}) - \hat{h}||_w = 0.\)

The operator \(\hat{P}\) depends on the kind of perturbation we consider (deterministic, stochastic, etc.). In the following, we suppose that \(\hat{P}h\) is computable with a small error in the \(B_s\) norm. Then we show that this leads to the rigorous computation of \(\hat{h}\) in the \(B_w\) norm. The computation will be performed by approximating \(P\) with a finite rank operator \(P_\eta\) which can be implemented on a computer. Let us consider a finite rank discretization

\[\Pi_\eta : B_s \to W_\eta,\]

where \(W_\eta \subseteq B_s\) is a finite dimensional space of measures, such that for \(f \in B_s,\)

\[\lim_{\eta \to 0} ||(\Pi_\eta - I)f||_w = 0.\]

The operator \(P_\eta\) is defined as

\[P_\eta = \Pi_\eta P \Pi_\eta.\]

Let us denote by \(f_\eta \in V_\rho^0\) a family of approximations of \(\hat{P}h\) in the weak norm \(||\cdot||_w\).

**Theorem 3.1.2.** Suppose that: [6]

1. \(||f_\eta||_s\) are uniformly bounded and \(||f_\eta - \hat{P}h||_w \to 0.\)

2. \(P_\eta\) is an approximation of \(P\) in the following sense

\[||P_\eta - P||_{B_s \to B_w} \leq C_\eta.\]

3. The operators \(P_\eta, \eta > 0,\) have uniform rate of contraction on \(V_\rho^0,:\) there are \(C_2 > 0,\)

\[0 < \rho_2 < 1,\] such that

\[||P^n_\eta||_{V_\rho^0 \to B_s} \leq C_2 \rho_2^n.\]
Then, for any $\tau > 0$, there are $\eta > 0$ and $l^* \in \mathbb{N}$ such that
\[
||(Id - P)^{-1}\hat{P}h - \sum_{k=0}^{l^*-1} P^k_\eta f_\eta||_w < \tau.
\]

**Proof.** Notice that $(Id - P)^{-1}\hat{P}h$ is well defined since $\hat{P}h$ is of zero average. We have
\[
\sum_{k=0}^{l^*-1} ||(P^k - P^k_\eta) f_\eta||_w \leq \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^j (P - P_\eta) P_\eta^{k-j} f_\eta||_w
\]
\[
\leq M \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||(P - P_\eta) P_\eta^{k-j} f_\eta||_w
\]
\[
\leq M \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^{k-j} f_\eta||_w + \sum_{k=0}^{l^*-1} ||P_\eta^{k-j} f_\eta||_w,
\]
where $M = \sup_k ||P^k||_{B_w \to B_w}$. Consequently, we obtain
\[
||(Id - P)^{-1}\hat{P}h - \sum_{k=0}^{l^*-1} P^k_\eta f_\eta||_w = ||\sum_{k=0}^{\infty} P^k \hat{P}h - \sum_{k=0}^{l^*-1} P^k_\eta f_\eta||_w
\]
\[
\leq \sum_{k=0}^{\infty} ||P^k \hat{P}h||_w + \sum_{k=0}^{l^*-1} ||P^k \hat{P}h - \sum_{k=0}^{l^*-1} P^k_\eta f_\eta||_w
\]
\[
\leq \sum_{k=0}^{\infty} ||P^k \hat{P}h||_w + \sum_{k=0}^{l^*-1} \sum_{k=0}^{l^*-1} ||P^k (\hat{P}h - f_\eta)||_w
\]
\[
\leq \sum_{k=0}^{\infty} ||P^k \hat{P}h||_w + M \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^{k-j} f_\eta||_w + M l^* ||\hat{P}h - f_\eta||_w.
\]

Now, choose $l^*$ big enough so that $||\sum_{k=0}^{\infty} P^k \hat{P}h||_w \leq \frac{\tau}{2}$. Since for each $\eta ||P^{k-j} f_\eta||_w$ are uniformly bounded, by assumptions (2) and (3) we can choose $\eta$ small enough such that
\[
M \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^{k-j} f_\eta||_w < \frac{\tau}{2},
\]
(3.1.9)

**Remark 3.1.2.** For computational purposes it is important to have an algorithm to find first $l^*$ and then $\eta$. Let us comment on each summand in Equation (3.1.8):

1. The first summand of (3.1.8), $||\sum_{k=0}^{\infty} P^k \hat{P}h||_w$ can be estimated by (3.1.2). However, it is enough to have an estimation on the weak norm. In Section 3.2 (see also Section A.0.10) we will see how to find in systems satisfying a Lasota-Yorke inequality, upper bounds $C_3, \rho_3$ of $C_2$ and $\rho_2$, such that: $||P^k \hat{P}h||_w \leq C_3 \rho_3^k ||\hat{P}h||_w$. Once the constants are found, we can bound $||\sum_{k=0}^{\infty} P^k \hat{P}h||_w \leq C_2 \rho_2^\tau ||\hat{P}f||_w$ and find a suitable $l^*$ to make this summand as small as wanted.
3.2 Expanding Circle map and random perturbations

Let \((T, \mathcal{B}, m)\) be the measure space where \(T\) is the unit circle, \(\mathcal{B}\) is Borel \(\sigma\)-algebra and \(m\) is the Lebesgue measure on \(T\). Let \(C^k(T)\) be the space of continuous functions with \(k\) continuous derivatives, equipped with the norm \(\|f\|_{C^k} = \sum_{i=0}^{k} \|f^{(i)}\|_{\infty}\), where \(\|g\|_{\infty} = \max_{x \in T} |g(x)|\). Let \(T : T \to T\) be a \(C^3\) uniformly expanding circle map; i.e. \(\inf_{x \in T} |D_x T| > 1\). Let

\[
\lambda = 1/\inf_{x \in T} |D_x T|.
\]

Without loss of generality we assume that \(T\) is orientation preserving. Recall that the transfer operator associated with \(T\) (the Perron-Frobenius operator, which we still denote as \(P : L^1 \to L^1\),)

\[
P f(x) = \sum_{y = T^{-1}x} \frac{f(y)}{|T'(y)|}.
\]

It is well known that such a transfer operator satisfies several Lasota-Yorke inequalities (see for instance [42]). In particular, the following proposition holds:

**Proposition 3.2.1.** \(\exists A_1, A_2 > 0\) and \(0 < \beta < 1\), such that for any \(f \in C^2(T)\) and \(n \in \mathbb{N}\) we have [6]

1. \(\|P^n f\|_{C^1} \leq A_1 \beta^n \|f\|_{C^1} + A_2 \|f\|_{\infty}\),

2. \(\|P^n f\|_{C^2} \leq A_1 \beta^{2n} \|f\|_{C^2} + A_2 \|f\|_{C^1}\).
3.2. EXPANDING CIRCLE MAP AND RANDOM PERTURBATIONS

The above inequalities imply (see e.g. [7]) along with the properties of the system, that $P$ has a spectral gap on $C^1(\mathbb{T})$ and on $C^2(\mathbb{T})$. Moreover, $1$ is a simple dominant eigenvalue. In particular, this implies that $T$ admits a unique invariant density $h \in C^2(\mathbb{T})$ and the system $(T, \mathbb{T}, \mu)$, where $\mu := h \cdot m$, is mixing.

3.2.1 A stochastic perturbation

Let $\epsilon \in (0, 1)$. For $f \in L^\infty(\mathbb{T})$ let $K_\epsilon$ denote the operator defined as:

$$K_\epsilon f(x) = \int_{\mathbb{T}} \epsilon^{-1} j(\epsilon^{-1}(x - y)) f(y) dy,$$

where $j \in C^\infty(\mathbb{R}, \mathbb{R}^+)$, supp$(j) \subset [-1/2, 1/2]$ and $\int_{\mathbb{R}} j(y) dy = 1$.

Lemma 3.2.2 (Properties of $K_\epsilon$ [6]).

1. For $f \in C^k$, $k \in \{1, 2\}$

$$||K_\epsilon f||_{C^k} \leq ||f||_{C^k};$$

2. for $f \in C^1(\mathbb{T})$

$$||K_\epsilon f - f||_{\infty} \leq \epsilon ||f||_{C^1};$$

3. for $f \in C^2(\mathbb{T})$

$$||K_\epsilon f - f||_{C^1} \leq \epsilon ||f||_{C^2}.$$

Proof. The first assertion is a standard property of a convolution. For (2), we have

$$|K_\epsilon f(x) - f(x)| = \left| \int_{\mathbb{T}} \epsilon^{-1} j(\epsilon^{-1}(x - y)) f(y) dy - f(x) \right|$$

By $\int_{\mathbb{R}} j(y) dy = 1$ and mean value theorem,

$$= \left| \int_{\mathbb{T}} \epsilon^{-1} j(\epsilon^{-1}(x - y))(f(y) - f(x)) dy \right| \leq \epsilon ||f'||_{\infty}.$$

Since the support of $j$ is contained in $[-\epsilon/2, \epsilon/2]$. To prove (3), observe that

$$\frac{\partial}{\partial x} j(\epsilon^{-1}(x - y)) = -\frac{\partial}{\partial y} j(\epsilon^{-1}(x - y)).$$

Therefore,

$$|(K_\epsilon f(x))' - f'(x)| = \left| \int_{\mathbb{T}} \epsilon^{-1} j(\epsilon^{-1}(x - y)) \frac{\partial}{\partial y} f(y) dy - f'(x) \right|.$$

Using integration by parts and the compactness of the support of $j$, we obtain:

$$|(K_\epsilon f(x))' - f'(x)| \leq \epsilon ||f'''||_{\infty}.$$

We now define a family of operators by setting

$$P_\epsilon := K_\epsilon P,$$

and define

$$\hat{P} f := \gamma(P f)' \quad \gamma := \int j(\xi) |\xi| d\xi. \quad \text{(3.2.1)}$$
3.2. EXPANDING CIRCLE MAP AND RANDOM PERTURBATIONS

Proposition 3.1.1 can be applied to get a linear response formula for the perturbations $P_\epsilon$ using the function spaces $B_w = L^\infty(\mathbb{T})$, $B_s = C^1(\mathbb{T})$, $B_{ss} = C^2(\mathbb{T})$. Let us check that the required assumptions hold.

From (3.2.1) one obtains (see [42])
\[
\lim_{\epsilon \to 0} \|\epsilon^{-1}(P_\epsilon - P)f - \hat{P}f\|_{C^1} = 0 \quad \forall f \in C^2(\mathbb{T});
\]
i.e. assumption (4) of Proposition 3.1.1 is satisfied. For the other assumptions we refer to the following remark.

**Remark 3.2.1.** By Item (1) of Lemma 3.2.2 it follows that $P_\epsilon$ and $P$, satisfy a uniform Lasota-Yorke inequality. This implies that assumption (1) of Proposition 3.1.1 holds. Moreover, by the stability result of [37] (see Theorem 1.1.14) for sufficiently small $\epsilon > 0$, assumption (3) of Proposition 3.1.1 holds. Finally, by Item (2) of Lemma 3.2.2 we obtain the approximation assumption (Item (2)) of Proposition 3.1.1.

Thus, by Proposition 3.1.1, the linear response holds:
\[
\lim_{\epsilon \to 0} \|h_\epsilon - h\|_{\infty} = 0,
\]
where $\hat{h} := (\text{Id} - P)^{-1}\hat{P}h$.

**Remark 3.2.2.** Our aim is to compute $\hat{h}$ up to a pre-specified error. This will be done by Theorem 3.1.2. We note that in Theorem 3.1.2 the approximation of $P$ and the approximation of $\hat{P}h$ require different assumptions to be satisfied. Thus, for this purpose we will use two different discretization schemes (see Subsection 3.2.3) and small modifications of the spaces $L^\infty(\mathbb{T}), C^1(\mathbb{T}), C^2(\mathbb{T})$ to achieve our goal.

### 3.2.2 Modified function spaces

To compute $\hat{h}$, we apply Theorem 3.1.2 by using the function spaces $B_w = L^\infty(\mathbb{T})$, $B_s = \tilde{C}^1(\mathbb{T}), B_{ss} = \tilde{C}^2(\mathbb{T})$ where the two latter spaces are essentially the spaces $C^k(\mathbb{T})$, $k = 1, 2$, allowing a discontinuity at zero. For $k \in \{1, 2\}$,
\[
\tilde{C}^k(\mathbb{T}) = \{ f \mid f(x) = a + \int_0^x g(\xi)d\xi, g \in C^{k-1}(\mathbb{T}), a \in \mathbb{R} \}.
\]
Let
\[
J(f) = | \lim_{x \to 0^-} f(x) - \lim_{x \to 0^+} f(x) | = | \int_0^1 f'(\xi)d\xi |.
\]
We define the following norms
\[
\|f\|_{\tilde{C}^1} = J(f) + \|f\|_{\infty} + \|f'(x)\|_{\infty},
\]
\[
\|f\|_{\tilde{C}^2} = \|f\|_{\tilde{C}^1} + \|f''(x)\|_{\infty}.
\]
Working with the above spaces simplifies the computational part of our work. In particular it allows us to use discretization schemes that can be easily implemented on the computer and will be described in the following sections.

**Lemma 3.2.3.** We have [6]
3.2. EXPANDING CIRCLE MAP AND RANDOM PERTURBATIONS

1. $P$ preserves $\tilde{C}^k(T)$, $k \in \{1, 2\}$;

2. $J(Pf) \leq \lambda J(f)$.

Proof. Since $T$ is an expanding circle map, it can be conjugated to a full branched expanding map on the interval which is orientation preserving. We can suppose $T(0) = 0$. Therefore $Pf$ has a discontinuity at 0 and it is $C^k$ otherwise. To prove the second statement, let us denote by $d_i$ the preimages of 0 that are contained inside the interval $(0, 1)$.

\[
\lim_{x \to 0^+} Pf(x) - \lim_{x \to 0^-} Pf(x) = \frac{1}{T'(0)} \left( \lim_{x \to 0^+} f(x) - \lim_{x \to 0^-} f(x) \right) + \sum_i \frac{f(d_i)}{T'(d_i)} - \sum_i \frac{f(d_i)}{T'(d_i)}.
\]

Before introducing our discretization schemes, we state Lasote-Yorke inequalities for $P$ when acting on $\tilde{C}^1(T)$, $\tilde{C}^2(T)$. These inequalities are useful to show that $P$ and $P_\eta$, which will be defined in (3.2.5) below, satisfy the assumptions of Theorem 3.1.2 and approximates $P$ as an operator from $\tilde{C}^1$ to $L^\infty$, and to show that $\tilde{P}_\eta$, which is defined in (3.2.11) below, approximates $P$ as an operator from $\tilde{C}^2$ to $\tilde{C}^1$. Since these inequalities will be used in the computer implementation, we also give estimates for the constants involved. For the proof of Proposition 3.2.4, see Section A.0.7 in the appendix.

Proposition 3.2.4. [6]

1. Let $M := \sup_n ||P^n||_{L^\infty \to L^\infty}$. Then

\[
M \leq 1 + \frac{B}{1 - \lambda},
\]

where $\lambda := (\inf_{x \in T} |D_x T|)^{-1} < 1$ and $B = ||T''/(T'^2)||_{\infty}$.

2. For $f \in \tilde{C}^1(T)$ we have

\[
||Pf||_{\tilde{C}^1} \leq \lambda M ||f||_{\tilde{C}^1} + C ||f||_{\infty},
\]

where

\[
C = \lambda \left| \frac{T''}{(T')^2} \right|_{\infty} + (1 - \lambda) M.
\]

3. For $f \in \tilde{C}^2(T)$ we have

\[
||Pf||_{\tilde{C}^2} \leq \lambda^2 M ||f||_{\tilde{C}^2} + D ||f||_{\tilde{C}^1},
\]

where

\[
D = \lambda M + C + 3 \max \left\{ 1, \left| \frac{T''}{(T')^2} \right|_{\infty}^2 M + M \left| \frac{T''}{(T')^3} \right|_{\infty} \right\}.
\]

The above inequalities, along with the properties of the system, imply that $P$ has a spectral gap on $\tilde{C}^1(T)$ and on $\tilde{C}^2(T)$. Moreover, 1 is a simple dominant eigenvalue. In particular, this implies that $T$ admits a unique invariant density $h$ in $\tilde{C}^2(T)$ and the system $(T, \mathbb{T}, \mu)$, where $\mu := h \cdot m$, is mixing.
3.2.3 Finite rank approximations of $P$

We introduce two finite rank approximations of $P$ which will be called $P_\eta$ and $\tilde{P}_\eta$. As noted before (Remark 3.2.2) both operators are needed, and in some sense complementary, to achieve the rigorous approximation of the linear response.

An approximation of $P$ as an operator from $\tilde{C}^1 \to L^\infty$.

We start by defining a suitable partition of unity. Let us consider the partition of unity $\{\phi_i\}_{i=0}^m$ defined in the following way: for $i = 1, \ldots, m-1$, let $a_i = i/m$, and let $a_0 = 0$, $a_m = 1$. For $i = 0, \ldots, m$ set

$$\phi_i(x) = \phi(m \cdot x - i), \quad (3.2.3)$$

where

$$\phi(x) = \begin{cases} 1 - 3x^2 - 2x^3 & x \in [-1, 0] \\ 1 - 3x^2 + 2x^3 & x \in [0, 1] \end{cases}. \quad (3.2.4)$$

Note that for $i = 0$ and $i = m$, the bump function is restricted to half of its support. Also note that $\phi_i(a_j) = \delta_{ij}$ (where $\delta_{ij} = 1$ if $i = j$, 0 in all the other cases) and that $||\phi_i||_\infty = 1$, $||\phi'_i(x)||_\infty = 3m/2$. To ensure that our discretization preserves integrals, we define an auxiliary function $\kappa(x)$ in the following way. Let $\{\tilde{\phi}_j\}_{j=0}^{2m}$ be the partition of unity associated to the partition of size $1/2m$ and let

$$\kappa(x) = 2 \cdot \sum_{j=0}^{m-1} \tilde{\phi}_{2j+1}(x).$$

Note that $\kappa(a_i) = 0$ for all $i$ and that $\int_0^1 \kappa dm = 1$, $||\kappa||_\infty = 2$, $||\kappa'||_\infty = 3m$. Set $\eta := 1/m$ and define

$$\Pi_\eta(f)(x) := \sum_i f(a_i) \cdot \phi_i(x) + \left( \int_0^1 f dm - \sum_{i=0}^m f(a_i) \int_0^1 \phi_i dm \right) \kappa(x).$$

We set

$$P_\eta := \Pi_\eta P \Pi_\eta. \quad (3.2.5)$$

We now prove properties of $\Pi_\eta$ that will be used to verify the assumptions of Theorem 3.1.2.

Lemma 3.2.5. For $f \in \tilde{C}^1(T)$, supposing $m > 2$, we have [6]

1. $||\Pi_\eta f||_\infty \leq 5 ||f||_\infty$;
2. $||\Pi_\eta f||_\infty \leq ||f||_\infty + 2 ||f'||_m$;
3. $||\Pi_\eta f||_{\tilde{C}^1} \leq \frac{11}{2} ||f||_{\tilde{C}^1}$;
4. $||\Pi_\eta f - f||_\infty \leq 3 ||f'||_m$;

The reason behind this ‘two step’ approximation is also detailed in Section 3.2.5.
Proof. The following approximation inequality holds:

\[ |f(x) - \sum f(a_i) \phi_i(x)| = |\sum_i (f(x) - f(a_i)) \phi_i(x)| \]

\[ = |\sum_i f'(\xi_i)(x - a_i) \phi_i(x)| \leq \frac{\|f'\|_{\infty}}{m}. \tag{3.2.6} \]

This implies that

\[ \left| \int_0^1 f dm - \frac{1}{m} \sum f(a_i) \int_0^1 \phi_i dm \right| \leq \frac{\|f'\|_{\infty}}{m}. \tag{3.2.7} \]

By (3.2.7), we have

\[ \|\Pi \eta f\|_{\infty} = \max_{x \in [0,1]} |\sum_{i=0}^n f(a_i) \phi_i(x)| + 2 \int f(x) - \sum_{i=0}^n f(a_i) \phi_i(x) | dx \]

\[ \leq \|f\|_{\infty} \sum_{i=0}^n \phi_i(x) + 2 \int f(x) - \sum_{i=0}^n f(a_i) \phi_i(x) | dx, \tag{3.2.8} \]

which implies (1) and (2) of the lemma. We now prove (3). First, since the \{\phi_i\}_{i=0}^m is a partition of unity, we have

\[ \sum_{i=0}^n \phi_i(x) = 0. \]

Therefore

\[ \|\Pi \eta f\|_{\infty} \leq \left| \sum_{j=0}^{m/2} f(a_{2j}) - f(a_{2j+1}) \phi_j'(x) | + 3m \right| \int f(x) - \sum_{i=0}^n f(a_i) \phi_i(x) | dx \]

\[ \leq \frac{3}{2} \max_j \left| \frac{f(a_{2j}) - f(a_{2j+1})}{\eta} \right| + 3m \frac{\|f'\|_{\infty}}{m} \leq \frac{9}{2} \|f'\|_{\infty}. \tag{3.2.9} \]

Further,

\[ J(\Pi \eta f) = |f(1) - f(0)| \leq \|f'\|_{\infty}. \tag{3.2.10} \]

Therefore (3) follows from (3.2.8), (3.2.9) and (3.2.10). Also note that (4) of the lemma follows from (3.2.6) and (3.2.7). \(\square\)

Remark 3.2.3. By (4) Lemma 3.2.5 assumption (2) of Theorem 3.1.2 is satisfied. By the Lasota-Yorke inequalities\(^4\) given in Proposition 3.2.4, and a similar reasoning as in Remark 3.2.1, \(P\) and \(P_\eta\) satisfy assumption (3) of Theorem 3.1.2.

An approximation of \(P\) as an operator from \(\tilde{C}^2 \to \tilde{C}^1\).

Let \(\{\phi_i\}_{i=0}^m\) be the partition of unity defined in (3.2.3); in the following we will denote by \(\eta := 1/m\). Define:

\[ \tilde{g}(x) := \sum_i f'(a_i) \cdot \phi_i(x). \]

Let

\[ I_i = \int_0^1 \left( \int_0^x \phi_i(\xi) d\xi \right) dx \]

and

\[ I(f) = \sum_{i=0}^m f'(a_i) I_i. \]

\(^4\)See also the Appendix for a proof of a uniform Lasota-Yorke inequality of \(P\) and \(P_\eta\) on \(\tilde{C}^1\).
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Let \( f(0^+) := \lim_{x \to 0^+} f(x) \). We have
\[
f(0^+) + I(f) = \int_0^1 \left( f(0^+) + \int_0^x \tilde{g}(\xi) d\xi \right) dx.
\]
We define the operator
\[
\tilde{\Pi}_\eta(f)(x) := \left( \int f dx - I(f) \right) + \int_0^x \tilde{g}(\xi) d\xi,
\]
Note that
\[
(\tilde{\Pi}_\eta f)'(x) = \tilde{g}(x), \quad (\tilde{\Pi}_\eta f)''(x) = \tilde{g}'(x).
\]
We set
\[
\tilde{P}_\eta := \tilde{\Pi}_\eta P \tilde{\Pi}_\eta.
\]

**Remark 3.2.4.** An interesting property of \( \tilde{\Pi}_\eta \) is the following. Suppose we have a function \( f \) such that:
\[
f(x) = a + \sum_{i=0}^n b_i \cdot \phi_i(\xi) d\xi;
\]
then
\[
f'(x) = \sum_{i=0}^n b_i \cdot \phi_i(x).
\]
This means that, if we find a fixed point of \( \tilde{P}_\eta \), we can easily find its derivative with respect to the basis \( \{\phi_i(x)\} \).

We now prove properties of \( \tilde{\Pi}_\eta \). We start with a preparatory lemma.

**Lemma 3.2.6.** Let \( f \) be in \( \tilde{C}^2(T) \), then [6]

1. \(|f'(x) - \tilde{g}(x)| \leq \frac{||f'||_\infty}{m} \);  
2. \(|\int f dx - I(f)| \leq ||f||_\infty + 2||f'||_\infty \);  
3. \(|\int f dx - I(f)| \leq ||f||_\infty + \frac{||f'||_\infty}{m} \).

**Proof.** For (1), we have
\[
|f'(x) - \tilde{g}(x)| = |\sum_i (f'(x) - f'(a_i)) \phi_i(x)| \leq \frac{||f'||_\infty}{m}.
\]
Moreover,
\[
\int f dx - I(f) = f(0^+) + \int_0^1 f dx - \int_0^1 f(0^+) - I(f) \\
= f(0^+) + \int_0^1 f dx - \int_0^1 \left( f(0^+) + \int_0^x \tilde{g}(\xi) d\xi \right) dx \\
= f(0^+) + \int_0^1 f dx - \left( f(0^+) + \int_0^x \tilde{g}(\xi) d\xi \right) dx \\
= f(0^+) + \int_0^1 f'(x) - \tilde{g}(\xi) d\xi dx.
\]
From the last equality and (1) we get (2) and (3). \( \square \)

**Lemma 3.2.7.** For \( f \in \tilde{C}^1(T) \) we have [6]
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1. \( \|\hat{\Pi}_\eta f\|_{C^1} \leq 3\|f\|_{C^1} + 2\|f'\|_\infty \leq 5\|f\|_{C^1} \). 

Moreover, for \( f \in \hat{C}^2(T) \), we have

2. \( \|\hat{\Pi}_\eta f\|_{\infty} \leq \|f\|_{\infty} + \|f'\|_{\infty} + \eta\|f''\|_{\infty} \);

3. \( \|\hat{\Pi}_\eta f\|_{C^2} \leq 3\|f\|_{C^1} + 2\|f'\|_\infty + \frac{3}{2}\|f''\|_{\infty} \leq 5\|f\|_{C^2} \);

4. \( \|\hat{\Pi}_\eta f - f\|_{\infty} \leq \frac{\|f''\|_{\infty}}{m} \);

5. \( \|\hat{\Pi}_\eta f - f\|_{C^1} \leq \frac{3\|f''\|_{\infty}}{m} \);

6. \( \int_0^1 \hat{\Pi}_\eta f \, dx = \int_0^1 f \, dx \).

Proof. We have, from Lemma 3.2.6, item 2

\[
\|\hat{\Pi}_\eta f\|_{\infty} = \sup_{x \in (0,1)} |\int f \, dx - I(f) + \int_0^x \tilde{g} \, d\xi| \\
\leq \|f\|_{\infty} + 2\|f'\|_{\infty} + \int_0^x \|f''\|_{\infty} d\xi \leq 3\|f\|_{C^1},
\] (3.2.12)

and

\[
\|\hat{\Pi}_\eta f'\|_{\infty} = \sup_{x \in (0,1)} \left| \sum_i f'(a_i) \phi_i(x) \right| \leq \|f'\|_{\infty} \sum_i \phi_i(x) = \|f'\|_{\infty} \tag{3.2.13}
\]

Similarly, from Lemma 3.2.6, item 3 we get:

\[
\|\hat{\Pi}_\eta f\|_{\infty} = \sup_{x \in (0,1)} |\int f \, dx - I(f) + \int_0^x \tilde{g} \, d\xi| \\
\leq \|f\|_{\infty} + \frac{\|f''\|_{\infty}}{m} + \|f'\|_{\infty}.
\]

Moreover,

\[
J(\hat{\Pi}_\eta f) = \left| \int_0^1 \sum_i f'(a_i) \phi_i(x) \, dx \right| \leq \|f'\|_{\infty} \int_0^1 |\sum_i \phi_i(x) \, dx| \leq \|f'\|_{\infty}. \tag{3.2.14}
\]

Therefore (1) follows from (3.2.12), (3.2.13) and (3.2.14). To prove (2), observe that

\[
||(\hat{\Pi}_\eta f)''||_{\infty} = \max_i \frac{3}{2} |f'(a_{i+1}) - f'(a_i)| \cdot m \leq \frac{3m}{2} \int_{a_i}^{a_{i+1}} \|f''\|_{\infty} \, dx \leq \frac{3}{2} \|f''\|_{\infty}, \tag{3.2.15}
\]

Thus, by (1) and (3.2.15) we obtain (2) and (3). Now, to prove (4), observe that

\[
|f'(x) - \sum_i f'(a_i) \phi_i(x)| = |\sum_i (f'(x) - f'(a_i)) \phi_i(x)| \tag{3.2.16}
\]

\[
= |\sum_i f''(\xi)(x - a_i) \phi_i(x)| \leq \frac{\|f''\|_{\infty}}{m}. \tag{3.2.17}
\]

Therefore, for (4), using (3.2.16), we have

\[
|\hat{\Pi}_\eta f(x) - f(x)| = \left| \int_x^1 f'((\xi) - \tilde{g}(\xi) \, d\xi \right| \leq \sup_x |f'(x) - \sum_i f'(a_i) \phi_i(x)| \leq \frac{\|f''\|_{\infty}}{m}.
\]

For (5), by using (4) and (3.2.16), we obtain

\[
\|\hat{\Pi}_\eta f - f\|_{C^1} \leq \frac{3\|f''\|_{\infty}}{m}.
\]

(6) is true because

\[
\int_0^1 \int_0^x \tilde{g}(\xi) \, d\xi = I(f).
\]

\[\square\]
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Remark 3.2.5. By (5) of Lemma 3.2.7 and the uniform Lasota-Yorke inequality (see Appendix), the Keller-Liverani Theorem [37] implies, for sufficiently small $\eta$, $P$ and $\tilde{P}_\eta$ have a uniform rate of contraction when acting on zero average function of $\tilde{C}^2(\mathbb{T})$.

3.2.4 A matrix representation of $\tilde{P}_\eta$

In equation (3.2.11) we defined the finite rank operator $\tilde{P}_\eta$. To treat it numerically it is natural to represent it by a matrix. To do so, we have to choose a basis for the domain and a basis for the range.

A natural choice would be to choose the same basis for its domain and its range: the basis $B := \{e_i := \int_0^x \phi_i(\xi)d\xi\}_{i=0}^n \cup \{1\}$, where by 1 we denote the constant function 1. This choice, which may seem natural, however, due to the fact that the functions $e_i$ have big support, this implies that the number of coefficients we have to compute is very large. Thus, storing and operating with these matrices may be complicated. To overcome this difficulty we take a basis with compact support in the domain of the operator, the basis $B' := \{f_i = a_i \cdot e_i - b_i \cdot e_{i+1}\}_{i=0}^m \cup \{1\}$, where $a_i = 1/2$ for $i = 1, \ldots, m - 1$, $a_0 = 1$, $a_m = 1$ and $b_i = 1/2$ for $i = 0, \ldots, m - 2$, $b_{m-1} = 1$, $b_m = 0$. Using basis $B'$ will reduce the number of nonzero elements in the matrix that we have to iterate, that makes us numerical implement much easier.

3.2.5 The rigorous computation of the response $\hat{h}$

Now we show how to compute the linear response of the class of systems described in this section. A consequence of Theorem 3.1.2 is the following:

Corollary 3.2.8. Given $\tau > 0$, $\exists \ell^* \in \mathbb{N}$ and $\eta > 0$ such that [6]

$$||\hat{h} - \gamma \sum_{k=0}^{\ell^*-1} P_k^{\ell^*} \tilde{h}_\eta'||_{\infty} < \tau,$$

where $\tilde{h}_\eta$ is the eigenfunction corresponding to the dominant eigenvalue of $\tilde{P}_\eta$, $\tilde{h}'_\eta$ is its first derivative, $\gamma$ is as in (3.2.1) and $P_\eta$ is the operator$^5$ defined in (3.2.5).

Proof. In Remark 3.2.3 we established that assumptions (2), (3) of Theorem 3.1.2 hold. Since we $\tilde{P}f := \gamma (Pf)'$ (see (3.2.1)) we will apply it with $f_\eta = \gamma \tilde{h}_\eta'$.

Note also that assumption (1) of Theorem 3.1.2 is a consequence of the stability result of [37]. We note that by Lemma 3.2.7 and the stability result of [37], $\tilde{h}_\eta$, the eigenfuction of $\tilde{P}_\eta$, converges to the invariant density $h$ in the $\tilde{C}^1$ norm.

In the implementation we have to first find a suitable $\ell^*$ and $\eta$. We follow Remark 3.1.2. For the summand $|| \sum_{k=0}^{\ell^*} P_k \tilde{h}_\eta' ||_w$ we use the uniform contraction, whose coefficients can

$^5$It is important to note that $\tilde{h}_\eta$ is the invariant density of $\tilde{P}_\eta$ and not of $P_\eta$.}

70
be estimated as it will be explained in Section A.0.10. By (3.1.2) and the Lasota-Yorke inequality of item (4) of Proposition 3.2.4, we have
\begin{align}
||P^k h'||_{\infty} &\leq C_1 \rho^k ||h'||_{C^1} \leq C_1 \rho^k ||h||_{C^2}, \\
||P^k h'||_{\infty} &\leq C_1 \rho^k \cdot \frac{D}{1-\theta}.
\end{align}
(3.2.18)
After this estimate, following the proof of Theorem 3.1.2 (see (3.1.8)), we then obtain
\begin{align}
||\hat{h} - \gamma \sum_{k=0}^{l^*-1} P^k \hat{h}'_\eta||_{\infty} \leq \\
|\gamma| \left( \frac{\lambda^*}{1-\lambda} \cdot \frac{D}{1-\theta} + M ||(P - P_\eta)||_{C^1 \to C^0} \cdot \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^k \eta^{-j} \hat{h}'_\eta||_{C^1} \right) + |\gamma| M l^* ||\hat{P}h - \hat{P}\hat{h}_\eta||_{\infty}.
\end{align}
(3.2.20)
As explained in Remark 3.1.2, \(M ||(P - P_\eta)||_{C^1 \to C^0} \cdot \sum_{k=0}^{l^*-1} \sum_{j=0}^{k-1} ||P^k \eta^{-j} \hat{h}'_\eta||_{C^1}\) will be estimated by the matrix associated with \(P_\eta\). \(||P - P_\eta||_{C^1 \to C^0}\) will be estimated by the approximation inequality (3.1.1). The summand \(M l^* ||\hat{P}h - \hat{P}\hat{h}_\eta||_{\infty}\) will be bounded by estimating \(||h' - \hat{h}'_\eta||_{\infty} = |\gamma| M l^* ||h' - \hat{h}'_\eta||_{\infty}\), which can be done by Lemma 3.2.7 and the general technique of [26]. More details on this will be given in the next section.

**Remark 3.2.6.** It is now clear why we use two discretization schemes to achieve our goal. One the one hand \(P_\eta\) satisfies the assumptions of Theorem 3.1.2. On the other hand, however, \(P_\eta\) cannot be used to approximate \(h\) in the \(C^1\)-norm. For \(\hat{P}_\eta\), on the one hand it does not satisfy the assumptions, in particular (2), of Theorem 3.1.2. On the other hand \(\hat{P}_\eta\) can be used to approximate \(h\) in the \(C^1\)-norm.

### 3.3 Implementation and an example

#### 3.3.1 A \(C^3\) expanding circle map

In this section we implement the algorithm of Remark 3.1.2 and compute the linear response of a given circle map up to a pre-specified error \(\tau\). Let
\[T_0(x) = S(x) + P(x) + 0.005\sin(64\pi x),\]
where
\[S(x) = \frac{31x}{1-x}\]
and \(P(x)\) is the polynomial that satisfies
\[P(0) = P(1/32) = 0,\]
\[P'(0) = 32 - S'(0),\]
\[P'(1/32) = 32 - S'(1/32),\]
\[P''(0) = -S''(0),\]
\[P''(1/32) = -S''(1/32),\]
\[P'''(0) = -S'''(0),\]
\[P'''(1/32) = -S'''(1/32).\]
The coefficient of this polynomial are computed by inverting symbolically (therefore without numerical errors) a Vandermonde matrix, and therefore using interval dynamics to
enclose the coefficients. The computed polynomial, with rational coefficients, is as follow:

\[
P(x) = -\frac{1048576}{29791}x^7 - \frac{917504}{29791}x^6 - \frac{923648}{29791}x^5 - \frac{923520}{29791}x^4 - 31x^3 - 31x^2 + x.
\]

Let

\[
T_1(x) = 32x - 1 + 0.005 \cdot \sin(64\pi \cdot x),
\]

and define

\[
T(x) := \begin{cases}
T_0(x - 2k/32), & x \in [2k/32, (2k + 1)/32] \\
T_1(x - (2k + 1)/32), & x \in [(2k + 1)/32, (2k + 2)/32],
\end{cases}
\]

(3.3.1)

where \(k = 0, 1, \ldots, 15\). Notice that \(T\) is a \(C^3\) circle map. Its plots on [0, 1] and a restricted plot on [0, 1/16] are shown in Figure 3.1.

Figure 3.1: The graph of the map \(T\) as defined in (3.3.1). Horizontal axis indicate the value of \(x\), Vertical axis indicate value of \(T(x)\).

We want to compute the linear response of \(T\) which is given by

\[
\hat{h} := \gamma(I - P)^{-1}h',
\]

where \(h\) is the \(T\)-invariant density, \(h'\) is its derivative with respect to \(x\), \(P\) is the transfer operator associated with \(T\), \(\gamma = \int j(\xi)|\xi|d\xi\), and \(\xi\) is a smooth density as defined in Subsection 3.2.1. Our computation will be done up to the pre-specified error \(\tau = 0.044\gamma\).

### 3.3.2 Computing the Lasota-Yorke inequalities for \(P\)

We use the computer to estimate the following quantities, by enclosing the ranges of \(|T'|\), of \(|T''/(T')^2|\) and of \(|T'''/(T')^3|\), using a bisection method as in , Example 3.1.3 of [51].

\[
|T'(x)| > 30.93, \quad \left| \frac{T''(x)}{(T')^2(x)} \right|_\infty \leq 0.22, \quad \left| \frac{T'''(x)}{(T')^3(x)} \right|_\infty \leq 1.374.
\]

Thus \(P\) satisfies the following Lasota-Yorke inequalities:

\[
||Pf||_{BV} \leq 0.0324 ||f||_{BV} + 1.18 ||f||_{L^1}
\]

\[
||Pf||_{\bar{C}^1} \leq 0.0394 ||f||_{\bar{C}^1} + 1.45 ||f||_{\infty}
\]

\[
||Pf||_{\bar{C}^2} \leq 0.00128 ||f||_{\bar{C}^2} + 3.29 ||f||_{\bar{C}^1}.
\]

Therefore, see the Appendix, we can estimate that \(||P^n||_{\infty} \leq 1.22\), for any \(n\). From the first Lasota-Yorke inequality we have \(||h||_{BV} \leq 1.22\), \(||h||_{\infty} \leq 1.22\), and consequently \(||h||_{\bar{C}^1} \leq 1.84\) and \(||h||_{\bar{C}^2} \leq 6.03\).
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Remark 3.3.1. In our computations the constants are enclosed numerically using interval arithmetics with high precision. For the sake of readability, we write upper bounds (or lower bounds, depending on the sign of the inequality) with less significant digits. As an example, in the Lasota-Yorke inequalities above, we use upper bounds. If \( \lambda < \tilde{\lambda} < 1 \) and \( B < \tilde{B} \), it is easy to see that

\[
\| P^k g \|_{\tilde{C}^1} \leq \lambda^k \| g \|_{\tilde{C}^1} + B \| g \|_{w} \leq \tilde{\lambda}^k \| g \|_{\tilde{C}^1} + \tilde{B} \| g \|_{w}.
\]

Note that our computation is carried on with higher precision, therefore some bounds may appear to be tighter than what expected by the written constants.

3.3.3 Approximating \( h' \)

Our first task is to approximate \( h' \), the spatial derivative of \( h \). Obviously, to approximate \( h' \) in the \( L^\infty \) norm it is enough to approximate \( h \) in the \( \tilde{C}^1 \)-norm. To do so, we use the approximation \( \tilde{P}_\eta \) of \( P \) as explained in Remark 3.2.6. This will be done in few steps.

Convergence to equilibrium in the \( \tilde{C}^1 \)-norm

First, using the Lasota-Yorke on \( \tilde{C}^1 \) we have \( \| P^n g \|_{\tilde{C}^1} \leq 1.49 \) for all \( n \). For \( \eta = 1/16384 \) (and for all finer mesh sizes, see Appendix) the following uniform Lasota-Yorke inequality is satisfied:

\[
\| \tilde{P}_\eta f \|_{\tilde{C}^2} \leq 0.0041 \| f \|_{\tilde{C}^2} + 5.092 \| f \|_{\tilde{C}^1}.
\]

We use the result in Lemma A.0.8 to get an approximation inequality for operator \( \tilde{P}_\eta \), for any function \( g \) in \( \tilde{C}^1 \):

\[
\| P^n g - \tilde{P}_\eta^n g \|_{\tilde{C}^1} \leq \eta \left( 707.34 \| g \|_{\tilde{C}^2} + 3006.6 \cdot n \| g \|_{\tilde{C}^1} \right). \tag{3.3.3}
\]

By using the \( \tilde{C}^1 \) Lasota-Yorke inequality and the approximation inequalities we have that, for all \( n \), \( \| \tilde{P}_\eta^n \|_{\tilde{C}^1} \leq 47.084 \). We computed the discretized matrix on the given partition, and let the computer estimate that \( \| \tilde{P}_\eta^n \|_{\tilde{C}^1} \leq 1/2048 \), where \( V \) is the set of zero average functions. From this, the Lasota-Yorke inequality (3.3.2), and the approximation inequality (3.3.3), we can build a matrix as in Appendix A.0.10, such that for any \( g \) in \( V \) we have that, denoting by \( g_i = P^i g \):

\[
\begin{pmatrix}
\| g_{i+1} \|_{\tilde{C}^2} \\
\| g_{i+1} \|_{\tilde{C}^1}
\end{pmatrix} \preceq 
\begin{pmatrix}
2.067 \cdot 10^{-9} & 3.29 \\
0.044 & 0.56
\end{pmatrix}
\begin{pmatrix}
\| g_i \|_{\tilde{C}^2} \\
\| g_i \|_{\tilde{C}^1}
\end{pmatrix}
\]

Therefore, for \( g \in V \) we have:

\[
\| P^{3k} g \|_{a,b} \leq (0.742)^k \| g \|_{a,b},
\]

with \( a \in [0.055, 0.056], b \in [0.94, 0.95] \), which implies:

\[
\| P^{3k} g \|_{\tilde{C}^1} \leq 1.059 \cdot (0.742)^k \| g \|_{\tilde{C}^2} \quad \| P^{3k} g \|_{\tilde{C}^2} \leq 18.19 \cdot (0.742)^k \| g \|_{\tilde{C}^2}.
\]

Approximating \( h \) in the \( \tilde{C}^1 \)-norm

An important step in our approach to compute the linear response is to approximate the invariant density in the \( \tilde{C}^1 \) norm. To do so, we use the algorithm developed in [26] and
approximate the invariant density \( h \) by a fixed point of the discretized operator \( \tilde{P}_\eta \), with \( \eta = 1/4194304 \).

One of the fundamental steps in this approximation is the estimation of the contraction time, i.e., the \( N \) such that \( \| \tilde{P}^N \|_\mathcal{C}_1 \leq \alpha \). We get \( \| \tilde{P}^5 \|_\mathcal{C}_1 \leq 0.155 \), and obtain therefore an approximation \( \tilde{h} \) such that
\[
\| h_\eta - \tilde{h} \|_\mathcal{C}_1 \leq 0.00199.
\]

### 3.3.4 Convergence to equilibrium in the \( L^\infty \)-norm

We first construct the matrix representation of the operator \( P_\eta \). For \( \eta = 1/65536 \) (and for all finer mesh sizes) the following uniform Lasota-Yorke inequality is satisfied:
\[
\| P_\eta f \|_\mathcal{C}_1 \leq 0.9753 \| f \|_\mathcal{C}_1 + 7.96 \| f \|_\infty.
\] (3.3.4)

We use the result in Lemma A.0.8 to get an approximation inequality for operator \( P_\eta \), for any function \( g \) in \( \mathcal{C}_1 \):
\[
\| P^n g - P^n_\eta g \|_\infty \leq \eta \left( 109.02 \| g \|_\mathcal{C}_1 + 188.97 \cdot n \| g \|_\infty \right).
\] (3.3.5)

By using (3.3.4) and (3.3.5) we get, for all \( n \geq 1 \),
\[
\| P^n_\eta \|_\infty \leq 6.93.
\] (3.3.6)

We computed the discretized matrix on the given partition, and let the computer estimate that \( \| P^5_\eta \|_V \|_\infty \leq 1/256 \). From (3.3.4), (3.3.5) and (3.3.6), we can construct a matrix as in Appendix A.0.10, such that for any \( g \) in \( V \) we have that, denoting by \( g_i = P^i g \):
\[
\begin{pmatrix} \| g_{i+1} \|_\mathcal{C}_1 \\ \| g_{i+1} \|_\infty \end{pmatrix} \leq \begin{pmatrix} 9.49 \cdot 10^{-8} & 1.45 \\ 0.00167 & 0.019 \end{pmatrix} \begin{pmatrix} \| g_i \|_\mathcal{C}_1 \\ \| g_i \|_\infty \end{pmatrix}
\]

Therefore, for \( g \in V \) we have:
\[
\| P^5 g \|_{a,b} \leq (0.059)^k \| g \|_{a,b},
\]
with \( a \in [0.0274, 0.0275] \), \( b \in [0.9725, 0.9726] \), which implies:
\[
\| P^{5k} g \|_\infty \leq 1.029 \cdot (0.059)^{k} \| g \|_\mathcal{C}_1 \quad \| P^{5k} g \|_\mathcal{C}_1 \leq 36.47 \cdot (0.059)^{k} \| g \|_\mathcal{C}_1.
\]

### 3.3.5 Computing the linear response

In this subsection we use the estimates obtained in subsections 3.3.3 and 3.3.4 to compute the linear response with a pre-specified error \( \tau = 0.044\gamma \). Recall that \( h \) is the \( T \)-invariant density. We have \( f := h' \in V \). Therefore:
\[
\| P^{5k} \tilde{P} h \|_\infty \leq \gamma \| P^{5k} f \|_\infty
\]
\[
\leq \gamma \cdot 1.029 \cdot (0.059)^k \| f \|_\mathcal{C}_1 \leq \gamma \cdot 1.029 \cdot (0.059)^k \| h \|_\mathcal{C}_2
\]
\[
\leq \gamma \cdot 1.029 \cdot (0.059)^k \cdot 6.03.
\]

In the following table we list the error for different choices of \( l^* \):

<table>
<thead>
<tr>
<th>( l^* )</th>
<th>( k )</th>
<th>( \sum_{k=l}^{\infty} | P^k \tilde{P} h |_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>( \frac{1}{0.069} \cdot 1.029 \cdot (0.059) \cdot 6.03 \gamma \leq 1.95 \gamma )</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>( \frac{1}{0.059} \cdot 1.029 \cdot (0.059)^2 \cdot 6.03 \gamma \leq 0.12 \gamma )</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>( \frac{1}{0.059} \cdot 1.029 \cdot (0.059)^3 \cdot 6.03 \gamma \leq 0.0068 \gamma )</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>( \frac{1}{0.059} \cdot 1.029 \cdot (0.059)^4 \cdot 6.03 \gamma \leq 0.0004 \gamma ).</td>
</tr>
</tbody>
</table>
3.3. IMPLEMENTATION AND AN EXAMPLE

In subsection 3.3.3 we found, \( \hat{h} \) such that,
\[
||h_\eta - h||_{\tilde{C}\tilde{1}} \leq 0.00199.
\]
We let
\[
f_\eta := \gamma \cdot (h_\eta)',
\]
and we also use
\[
\tilde{f}_\eta := \frac{f_\eta}{\gamma} = (h_\eta)'.
\]
We have that
\[
||\tilde{f}_\eta||_{\infty} \leq 0.6, \quad ||\tilde{f}_\eta||_{\tilde{C}\tilde{1}} \leq 4.83.
\]
Now, let\(^6\) \( \eta = 1/4194304 \), and compute the discretized operator \( P_\eta \).

| \( n \) | \( ||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \) | \( n \) | \( ||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \) | \( n \) | \( ||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \) | \( n \) | \( ||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \) |
|---|---|---|---|---|---|---|---|
| 1 | 1.275 \cdot 10^{-7} | 6 | 2.69 \cdot 10^{-14} | 11 | 2.69 \cdot 10^{-14} | 16 | 2.69 \cdot 10^{-14} |
| 2 | 8.045 \cdot 10^{-9} | 7 | 2.69 \cdot 10^{-14} | 12 | 2.69 \cdot 10^{-14} | 17 | 2.69 \cdot 10^{-14} |
| 3 | 1.43 \cdot 10^{-10} | 8 | 2.69 \cdot 10^{-14} | 13 | 2.69 \cdot 10^{-14} | 18 | 2.69 \cdot 10^{-14} |
| 4 | 7.95 \cdot 10^{-13} | 9 | 2.69 \cdot 10^{-14} | 14 | 2.69 \cdot 10^{-14} | 19 | 2.69 \cdot 10^{-14} |
| 5 | 3.09 \cdot 10^{-14} | 10 | 2.69 \cdot 10^{-14} | 15 | 2.69 \cdot 10^{-14} | 20 | 2.69 \cdot 10^{-14} |

Therefore \( \sum_{l=0}^{\ell^*} ||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \leq 4.83 \), for \( \ell^* = \{5, 10, 15, 20\} \). Note that the rounding applied in the first estimate of \( ||f_\eta||_{\tilde{C}\tilde{1}} \) was already bigger than the sum of the norms of the other terms.

**Remark 3.3.2.** Due to the fact that the matrix-vector product is approximated on the computer, a small component which does not lie in \( V \) may appear; therefore, at some point this component will converge to a really small multiple of the fixed point of \( P_\eta \). This is the reason why the computed bound for the \( \tilde{C}\tilde{1} \)-norm stabilizes.

**Remark 3.3.3.** In fact, one can use the results of Section A.0.10 to estimate \( ||P^n_\eta f_\eta||_{\tilde{C}\tilde{1}} \). If \( \eta \) is small enough, we can estimate the contraction rate of the zero average space using the uniform Lasota-Yorke of \( P_\eta \) instead of the Lasota-Yorke for the operator \( P \). With the data of Subsection 3.3.4 we have:
\[
||P^n_\eta \tilde{f}_\eta||_{\tilde{C}\tilde{1}} \leq 10.05 \cdot (0.898)^{\lfloor n/5 \rfloor} ||\tilde{f}_\eta||_{\tilde{C}\tilde{1}},
\]
where \( ||\tilde{f}_\eta||_{\tilde{C}\tilde{1}} \) can be estimated from the computation (since \( f_\eta \) lives in a finite dimensional space, it is possible to get this bound) or from the uniform Lasota-Yorke.

Using Lemma A.0.8, we now estimate:
\[
||P - P_\eta||_{\tilde{C}\tilde{1}} \rightarrow \tilde{C}^0 \leq \frac{3}{4194304} \cdot (0.0394 + 5 + 1.45) \leq 4.75 \cdot 10^{-6}.
\]
Therefore:
\[
\gamma \sum_{0}^{\ell^* - 1} \|(P^k - P^n_\eta) \tilde{f}_\eta\|_{\infty} \leq 1.22 \cdot 4.75 \cdot 10^{-6} \cdot 4.83 \gamma \leq 0.000028 \gamma.
\]
Recalling that
\[
||P^n||_{\infty} \leq 1.22
\]
\(^6\)In this example, we chose the same \( \eta \) to compute \( \tilde{P}_\eta \) and \( P_\eta \). Note that such a choice is not necessary to carryout the algorithm and the computations. In fact we could have choose different \( \eta \)'s in the two steps.
3.3. IMPLEMENTATION AND AN EXAMPLE

Figure 3.2: The density and its linear response. Horizontal axis indicate variable $x \in [0, 1]$, Vertical axis on the left graph indicate value of invariant density function, Vertical axis on the right graph indicate value of linear response.

and

$$||h' - \tilde{f}_\eta||_\infty \leq ||h - h_\eta||_{\dot{C}^1} \leq 0.00199,$$

we fix $l^* = 15$, and obtain

$$\sum_{i=0}^{l^*-1} ||P^k(\hat{P}h - \gamma \tilde{f}_\eta)||_\infty \leq \gamma \cdot 1.22 \cdot 15 \cdot 0.00199 \leq \gamma \cdot 0.0365.$$

Recapping the items of Remark 3.1.2 and the output of our computation

We summarize our estimates:

$$\sum_{k=15}^{+\infty} ||P^k \hat{P}h||_\infty \leq 0.0068\gamma,$$

$$\gamma \sum_{0}^{14} ||(P^k - P^k_\eta) \tilde{f}_\eta||_\infty \leq 0.000028\gamma,$$

$$\sum_{i=0}^{14} ||P^k(\hat{P}h - \gamma \tilde{f}_\eta)||_\infty \leq 0.0365\gamma.$$

Summing the errors we finally have our estimate:

$$||\hat{h} - \gamma \sum_{k=0}^{14} P^k_\eta \tilde{f}_\eta||_\infty \leq 0.044\gamma.$$

We plot the graph of the approximation of the invariant density in the $\dot{C}^1$ norm on the left hand side of Figure 3.2. On the right hand side of Figure 3.2 we plot the graph of the approximation of the linear response in the $L^\infty$-norm.

Remark 3.3.4. There are three zeros occur on the graph of linear response function. Let us see the graph of invariant density on the left, its spacial derivative $h'$ has zero value on $0, 0.5, 1$. Recall the definition of linear response $\hat{h} = (Id - P)^{-1}\hat{P}h$, the value of linear response is given by $h'$. Thus the zeros occur on the graph of linear response function at $0, 0.5, 1$. 
Appendix A

Useful inequalities used in the computer implementation of Chapter 3

A.0.6 Useful estimates

Lemma A.0.1. Let $T$ be a $C^3$ circle map. For some $k \geq 1$ let $G_k := T^k$. We have

$$\left\| \frac{G''_k}{(G'_k)^2} \right\|_{\infty} \leq \frac{1 - \lambda^{k+1}}{1 - \lambda} \left\| \frac{T''}{(T')^2} \right\|_{\infty}.$$  

In particular, it is true for every $k$:

$$\left\| \frac{G''_k}{(G'_k)^2} \right\|_{\infty} \leq \frac{1}{1 - \lambda} \left\| \frac{T''}{(T')^2} \right\|_{\infty} = \frac{B}{1 - \lambda}.$$  

Moreover,

$$\left\| \frac{G''_k}{(G'_k)^3} \right\|_{\infty} \leq \frac{1}{1 - \lambda^2} \left( \left\| \frac{T''}{(T')^3} \right\|_{\infty} + \frac{3\lambda}{1 - \lambda} \left\| \frac{T''}{(T')^2} \right\|_{\infty}^2 \right) =: Z.$$  

Proof. Write $G_k(x) = T^k(G_{k-1}(x))$. Therefore:

$$G_k(x)' = T'(T(G_{k-1}(x)))G_{k-1}(x),$$  

$$G_k(x)'' = T''(T(G_{k-1}(x)))(G'_{k-1}(x))^2 + T'(T(G_{k-1}(x)))G''_{k-1}(x).$$  

Using these two expressions we have

$$\frac{G_k(x)''}{(G_k(x))^2} = \frac{T''(G_{k-1}(x))}{(T'(G_{k-1}(x)))^2} + \frac{1}{G_{k-1}(x)} \frac{G''_{k-1}(x)}{(G'_{k-1}(x))^2},$$  

which implies the first inequality. We now compute

$$G_k(x)''' = T'''(T(G_{k-1}(x)))(G'_{k-1}(x))^3 + 3T''(T(G_{k-1}(x)))G''_{k-1}(x) + \frac{1}{G_{k-1}(x)} G'''_{k-1}(x).$$  

Using this last expression and the computations above we have:

$$\frac{G_k(x)'''}{(G_k(x))^3} = \frac{T'''(G_{k-1}(x))}{(T'(G_{k-1}(x)))^3} + \frac{1}{T'(G_{k-1}(x))} \frac{T''(G_{k-1}(x))}{(T'(G_{k-1}(x)))^2} \frac{G''_{k-1}(x)}{(G'_{k-1}(x))^2} + \frac{1}{(G'(G_{k-1}(x)))^2} \frac{G'''_{k-1}(x)}{(G'_{k-1}(x))^3}.$$  

\qed
A.0.7 Lasota-Yorke inequalities

Proposition A.0.2. Let $T : \mathbb{T} \rightarrow \mathbb{T}$ be a $C^3$ uniformly expanding circle map. Set $\text{Var}(\mu) := \sup_{\|\phi\| \leq 1} |\mu(\phi')|$, where $\mu := f dx$. Then

$$\text{Var}(P \mu) \leq \lambda \text{Var}(\mu) + B \|f\|_{L^1},$$

where $B = \|T'' / (T')^2\|_{\infty}$ and $\lambda = (\inf_{x \in \mathbb{T}} |D_x T|)^{-1} < 1$.

Proof. Let $\phi$ be a $C^1(T)$ observable, we have $\phi' \circ T(x) = \left(\frac{\phi \circ T(x)}{T'(x)}\right)' + (\phi \circ T(x)) \cdot \frac{T''(x)}{(T')^2}$. Consequently if $\|\phi\| \leq 1$,

$$|P \mu(\phi')| = |\mu(\phi' \circ T)| \leq \left|\mu\left(\frac{\phi \circ T(x)}{T'(x)}\right)\right| + \left|\mu\left((\phi \circ T(x)) \cdot \frac{T''(x)}{(T')^2}\right)\right| \leq \frac{1}{\inf_x T'(x)} \text{Var}(\mu) + \left\|\frac{T''}{(T')^2}\right\|_{\infty} \|f\|_{L^1}.$$

Lemma A.0.3 (Uniform bound for $\|P^n\|_{\infty}$). For $n \in \mathbb{N}$ we have

$$\|P^n\|_{\infty} \leq M := 1 + B/(1 - \lambda).$$

Proof. The operator $P^n$ is positive. Therefore $\|P^n\|_{\infty} = \sup_{x \in \mathbb{T}} P^n 1$. By Proposition A.0.2, we have

$$\text{Var}(P^n 1) \leq \frac{B}{1 - \lambda},$$

and therefore $\|P^n 1\|_{\infty} \leq M$.

Proposition A.0.4. Let $T$ be a $C^3$ circle map. We have

$$\|P^n f\|_{\mathcal{C}_1} \leq M \cdot \lambda^n \|f\|_{\mathcal{C}_1} + C \|f\|_{\infty},$$

where

$$C = \frac{BM}{1 - \lambda} + M.$$

In particular, there exists an iterate $G := T^k$ of $T$ such that

$$\|P_G f\|_{\mathcal{C}_1} \leq \theta \|f\|_{\mathcal{C}_1} + C \|f\|_{\infty},$$

where $\theta \leq \lambda^k M < 1$.

Proof. Denote by $G := T^n$. For $x \in (0,1)$ we have

$$\frac{\partial}{\partial x} (P^n f)(x) = \frac{\partial}{\partial x} \left(\sum_{y = G^{-1}(x)} \frac{f(y)}{G'(y)}\right) = \sum_{y = G^{-1}(x)} \frac{f'(y)}{(G')^2} y - \frac{f(y)}{G'(y)} 1 \left(\frac{G''(y)}{(G')^2} T'(y)\right). \quad \text{(A.0.1)}$$

By Lemma A.0.3, lemma A.0.1 and (A.0.1)

$$\|(P^n f)'\|_{\infty} \leq \lambda^n \|P^n f'\|_{\infty} + \frac{G''(y)}{(G')^2} \|P f\|_{\infty} \leq M \lambda^n \|f'\|_{\infty} + \frac{BM}{1 - \lambda} \|f\|_{\infty}. \quad \text{(A.0.2)}$$

Therefore, by (A.0.2) and Lemmas A.0.3, 3.2.3, we have

$$\|P^n f\|_{\mathcal{C}_1} = \|P^n f\|_{\infty} + J(P^n f) + \|(P^n f)'\|_{\infty} \leq M \|f\|_{\infty} + \lambda^n J(f) + M \lambda^n \|f'\|_{\infty} + \frac{BM}{1 - \lambda} \|f\|_{\infty} \leq M \lambda^n \|f\|_{\mathcal{C}_1} + C \|f\|_{\infty}.$$
Proposition A.0.5. We have
\[ ||P^n f||_{\tilde{C}_2} \leq M(\lambda^2)^n ||f||_{\tilde{C}_2} + D||f||_{\tilde{C}_1}. \]
where
\[ D = \max\{3\lambda BM \frac{B}{1-\lambda}, 3M\left(\frac{B}{1-\lambda}\right)^2 + MZ\} + M\lambda + C, \]
In particular, there exists an iterate \( G := T^k \) of \( T \) such that
\[ ||P_G f||_{\tilde{C}_2} \leq \mu ||f||_{\tilde{C}_2} + D||f||_{\tilde{C}_2}, \]
where \( \mu \leq \lambda^{2k}M < 1 \).

Proof. We denote \( G := T^n \). For \( x \in (0,1) \) we have
\[ (P^n f)'(x) = \sum_{y \in G^{-1}(x)} \frac{f''(y)}{(G'(y))^3} - 3f'(y) \frac{G''(y)}{(G'(y))^4} \]
\[ + \sum_{y \in G^{-1}(x)} -f(y) \frac{G'''(y)}{(G'(y))^4} + 3f(y) \frac{G''(y)^2}{(G'(y))^5}. \]
Therefore,
\[ ||(P^n f)'||_{\infty} \leq \lambda^{2n} ||P^n (f')||_{\infty} + 3\lambda^n \frac{B}{1-\lambda} ||P^n (f')||_{\infty} \]
\[ + 3 \left(\frac{B}{1-\lambda}\right)^2 ||P^n f||_{\infty} + Z||P^n f||_{\infty}. \]
In particular
\[ ||(P^n f)'||_{\infty} \leq M\lambda^{2n} ||f'||_{\infty} + \max\{3\lambda^n BM \frac{B}{1-\lambda}, 3M\left(\frac{B}{1-\lambda}\right)^2 + MZ\} ||f||_{\tilde{C}_1}. \]
Thus, by Proposition A.0.4, we get
\[ ||P f||_{\tilde{C}_2} = ||P f||_{\tilde{C}_1} + ||(P f)'||_{\infty} \]
\[ \leq M\lambda^{2n} ||f||_{\tilde{C}_2} \]
\[ + \left(\max\{3\lambda^n BM \frac{B}{1-\lambda}, 3M\left(\frac{B}{1-\lambda}\right)^2 + MZ\} + M\lambda^n (1-\lambda^n) + C\right)||f||_{\tilde{C}_1}. \]

A.0.8 Uniform Lasota-Yorke inequalities for the discretized operators

Lemma A.0.6. Let \( G := T^k \). The discretized operator \( P_\eta \) associated with \( G \) satisfy a Lasota-Yorke inequality on the space \( \tilde{C}_1(\mathbb{T}) \):
\[ ||P_\eta f||_{\tilde{C}_1} \leq \lambda_\eta ||f||_{\tilde{C}_1} + C_\eta ||f||_{\infty} \]
where:
\[ \lambda_\eta = \left(\frac{11}{2} + \frac{2}{m}\right) \frac{9}{2} M \lambda^k + \frac{10M}{m}, \]
and
\[ C_\eta = \left(\frac{11}{2} + \frac{2}{m}\right) 5BM \frac{1}{1-\lambda} + 5M - \lambda_\eta. \]

Proof. Following the proof of Proposition A.0.4, we have
\[ ||(P\Pi_\eta f)'||_{\infty} \leq M\lambda^k ||(\Pi_\eta f)'||_{\infty} + BM \frac{1}{1-\lambda} ||\Pi_\eta f||_{\infty} \]
\[ \leq \frac{9}{2} M\lambda^k ||f'||_{\infty} + BM \frac{1}{1-\lambda} ||f||_{\infty}. \]
By Lemma 3.2.5 we have:

\[ \|(P f)'\|_\infty \leq \frac{9}{2} \|(P \Pi f)'\|_\infty, \quad J(P f) \leq \|(P \Pi f)'\|_\infty, \]

and

\[ \|P f\|_\infty \leq 5 \|P \Pi f\| + \frac{2}{m} \|(P \Pi f)'\| \leq 5 M \left( \|f\|_\infty + \frac{2}{m} \|f'\|_\infty \right) + \frac{2}{m} \|(P \Pi f)'\|. \]

Then

\[ \|P f\|_{\tilde{C}^1} \leq \left( \frac{9}{2} + \frac{2}{m} \right) \|(P \Pi f)'\| + 5 M \left( \|f\|_\infty + \frac{2}{m} \|f'\|_\infty \right). \]

\[ \square \]

Remark A.0.5. Using the above estimates, if \( f \) is a fixed point of \( P \)

\[ \|P f - P f\|_\infty \leq \|P(f - \Pi f)\|_\infty + \|P \Pi f - \Pi f P \Pi f\|_\infty \leq M \|f - \Pi f\|_\infty + \frac{3}{m} \|(P \Pi f)'\|_\infty \leq 3 M \|f\|_\infty + \frac{9}{2} \theta \|f'\|_\infty + 15 \theta \|f\|_\infty + \frac{9}{2} \|f'\|_\infty \leq \frac{3 M}{m} \|f\|_\infty + \frac{9}{2} \theta \frac{C}{1 - \theta} + \frac{15 B M}{m} \frac{B}{1 - \lambda \frac{1}{1 - \lambda}}. \]

Lemma A.0.7. Let \( G := T^{k} \). The discretized operator \( \tilde{P}_f \) associated with \( G \) satisfy a Lasota-Yorke inequality on the space \( \tilde{C}^2(\mathbb{T}) \):

\[ \|\tilde{P}_f\|_{\tilde{C}^2} \leq \mu_f \|f\|_{\tilde{C}^2} + D_f \|f\|_{\tilde{C}^1}, \]

where

\[ \mu_f = 3 \lambda^k M + (M + 3 \lambda^k B + 3B^2 M + MZ) \eta, \]

and

\[ D_f = \max(a, b) - \mu_f, \]

\[ a = 3 \lambda^k B + 2(3B^2 M + MZ) + M, \]

\[ b = 3 \lambda^k M + 3 \lambda^k B + 6 \lambda^k BM + 2(3B^2 M + MZ) + M. \]

Proof. To prove this result we will use some inequalities proved in the proof of lemma 3.2.7, Proposition A.0.5 and Lemma A.0.4. From the proof of A.0.4 we have:

\[ \|(P \Pi f)'\| \leq \lambda^k M \|(P \Pi f)'\|_\infty + \frac{BM}{1 - \lambda} \|P \Pi f\|_\infty \]

\[ \leq \lambda^k M \|f'\|_\infty + \frac{BM}{1 - \lambda} (\|f\|_\infty + \|f'\|_\infty + \eta \|f''\|_\infty). \]

This implies that:

\[ \|\tilde{P}_f\|_\infty \leq \lambda^k M \|f'\|_\infty + \frac{BM}{1 - \lambda} (\|f\|_\infty + \|f'\|_\infty + \eta \|f''\|_\infty) \]

\[ J(\tilde{P}_f) \leq \lambda^k M \|f'\|_\infty + \frac{BM}{1 - \lambda} (\|f\|_\infty + \|f'\|_\infty + \eta \|f''\|_\infty). \]

From the proof of Proposition A.0.5, equation (A.0.3) we have:

\[ \|(P \Pi f)''\|_\infty \leq \frac{3 \lambda^k M}{2} \|f''\|_\infty + 3 \lambda^k BM \|f'\|_\infty \]

\[ + (3B^2 M + MZ) (\|f\|_\infty + \|f'\|_\infty + \eta \|f''\|_\infty). \]
We now observe that
\[ \|\tilde{P}_\eta f\|_\infty \leq \|\tilde{P}\tilde{f}_\eta f\|_\infty + \|(\tilde{P}\tilde{f}_\eta f)\|_\infty + \|(\tilde{P}\tilde{f}_\eta f)''\|_\infty \]
\[ \leq M(\|f\|_\infty + \|f'\|_\infty + \eta\|f''\|_\infty) \]
\[ + \lambda^k M\|f'\|_\infty + \lambda^k B(\|f\|_\infty + \|f'\|_\infty + \eta\|f''\|_\infty) \]
\[ + \frac{3\lambda^k}{2} M\|f''\|_\infty + 3\lambda^k BM\|f'\|_\infty \]
\[ + (3B^2 M + MZ)(\|f\|_\infty + \|f'\|_\infty + \eta\|f''\|_\infty). \]

Summing the inequalities we obtain that the coefficient in front of \(\|f''\|_\infty\) is
\[ \mu_\eta = 3\lambda^k M + (M + 3\lambda^k B + 3B^2 M + MZ)\eta; \]
please note that if \(\eta\) is small enough, this coefficient is smaller than 1. The coefficient of \(\|f\|_\infty\) is
\[ 3\lambda^k B + 2(3B^2 M + MZ) + M \]
and the coefficient of \(\|f'\|_\infty\) is
\[ 3\lambda^k M + 3\lambda^k B + 6\lambda^k BM + 2(3B^2 M + MZ) + M. \]

By a standard argument we get the result. \(\square\)

### A.0.9 Some approximation inequalities

We show how a discretized operator satisfying a Lasota-Yorke inequality satisfies useful inequalities that are used in the paper.

**Lemma A.0.8.** Suppose there are two norms \(\|\|_s \geq \|\|_w\), such that \(\forall f \in \mathcal{B}, \forall n \geq 1\)
\[ \|P^n f\|_s \leq A\lambda_1^n \|f\|_s + B\|f\|_w. \] (A.0.4)

Let \(\pi_\delta\) be a finite rank operator satisfying:

- \(P_\delta = \pi_\delta P\pi_\delta\) with \(\|\pi_\delta v - v\|_w \leq K\delta\|v\|_s;\)
- \(\pi_\delta, P^i_\delta\) and \(P^i_\delta\) are bounded for the norm \(\|\|_w\): \(\|\pi_\delta\|_w \leq P\) and \(\forall i > 0, \|P^i\|_w \leq M, \|P^i_\delta\|_w \leq M_\delta.\)

Then
\[ \|(P - P_\delta)f\|_w \leq K\delta(A\lambda_1 + P)\|f\|_s + K\delta B\|f\|_w \]
\[ \|P^n f - P^n_\delta f\|_w \leq \delta KM_\delta \left(\frac{(A\lambda_1 + P)A}{1 - \lambda_1} \|f\|_s + nB(A\lambda_1 + P + M)\|f\|_w\right). \]

**Proof.** We have
\[ \|(P - P_\delta)f\|_w \leq \|\pi_\delta P\pi_\delta f - \pi_\delta P f\|_w + \|\pi_\delta P f - P f\|_w, \]
but
\[ \pi_\delta P\pi_\delta f - \pi_\delta P f = \pi_\delta P(\pi_\delta f - f). \]

Since \(\|\pi_\delta v - v\|_w \leq K\delta\|v\|_s\)
\[ \|\pi_\delta P(\pi_\delta f - f)\|_w \leq P\|\pi_\delta f - f\|_w \leq PK\delta\|f\|_s. \]
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On the other hand
\[ \| \pi \delta P f - P f \|_w \leq K \delta \| P f \|_s \leq K \delta (A \lambda_1 \| f \|_s + B \| f \|_w) \]
which gives
\[ \| (P - P \delta) f \|_w \leq K \delta (A \lambda_1 + P) \| f \|_s + K \delta B \| f \|_w \quad (A.0.5) \]
Now let us consider \( (P^n - P^n \delta) f \). We have
\[ \| (P^n - P^n \delta) f \|_w \leq n \sum_{k=1}^{n} \| (P^n - P^n \delta) P^{k-1} f \|_w \leq M \delta \sum_{k=1}^{n} \| (P^n - P^n \delta) P^{k-1} f \|_w \]
\[ \leq K \delta M \delta \sum_{k=1}^{n} (A \lambda_1 + P) \| P^{k-1} f \|_s + B \| P^{k-1} f \|_w \]
\[ \leq K \delta M \delta (A \lambda_1 + P) \frac{A_{1-\lambda_1}}{1-\lambda_1} \| f \| + Bn(A \lambda_1 + P + M) \| f \|_w. \]

Lemma A.0.9. Suppose there are two norms \( \| \|_s \geq \| \|_w \), such that \( \forall f \in \mathcal{B}, \forall n \geq 1 \)
\[ \| P^n f \|_s \leq A \lambda_1^n \| f \|_s + B \| f \|_w \quad (A.0.6) \]
Let \( \pi \delta \) be a finite rank operator satisfying:
- \( \mathcal{P}_\delta = \pi \delta P \pi \delta \) with \( \| \pi \delta v - v \|_w \leq K \delta \| v \|_s \)
- \( \pi \delta, \mathcal{P}^i \) and \( \mathcal{P}^i_\delta \) are bounded for the norm \( \| \|_w : \| \pi \delta \|_w \leq P \) and \( \forall i > 0, \| \mathcal{P}^i \|_w \leq M \).

Then if \( f \) is a fixed point of \( \mathcal{P} \), we have
\[ \| P f - P \delta f \| \leq K \delta (1 + PM) \| f \|_s. \]

Proof. The proof is almost identical to the one above:
\[ \| P f - P \delta f \|_w \leq \| P f - \pi \delta P f \|_w + \| \pi \delta P f - \pi \delta P \pi \delta f \|_w, \]
since \( f \) is fixed point:
\[ \| P f - P \delta f \|_w \leq \| f - \pi \delta f \|_w + \| \pi \delta P f - \pi \delta P \pi \delta f \|_w \]
\[ \leq K \delta \| f \|_s + P \| P f - P \pi \delta f \|_w \]
\[ \leq K \delta \| f \|_s + PM \| f - \pi \delta f \|_w \]
\[ \leq K \delta \| f \|_s + PMK \delta \| f \|_s. \]

A.0.10 Recursive convergence to equilibrium estimation for maps satisfying a Lasota-Yorke inequality

Here we recall an algorithm introduced in [27] to compute the convergence to equilibrium of a measure preserving system satisfying a Lasota-Yorke inequality. We will see how, the Lasota-Yorke inequality together with a suitable approximation of the system by a finite
dimensional one can be used to deduce finite time and asymptotic upper bounds on the contraction of the zero average space.

Consider two vector subspaces of the space of signed measures \( B_s \subset \subset B_w \) with norms \( \| \|_s \geq \| \|_w \). Let us suppose that there are operators \( P_\delta \) approximating \( P \) satisfying an approximation inequality of the following type: there are constants \( C, D \) such that for \( g \in B_s \), \( \forall n \geq 0 \):

\[
\| (P_\delta^n - P^n)g \|_w \leq \delta (C\|g||_s + nD\|g||_w).
\]

We note that in the systems and the discretizations which are considered in the paper this inequality follows from Lemma A.0.8. Now let us consider as before the space \( V \) of zero total mass measures

\[ V = \{ \mu \in B_s | \mu(X) = 0 \} \]

and let us suppose that there exists \( \delta \) and \( n_1 \) such that

\[ \forall v \in V, \| P_\delta^{n_1}(v) \|_w \leq \lambda_2 \| v \|_w \]  

(A.0.8)

with \( \lambda_2 < 1 \). Let us consider a starting measure: \( g_0 \in V \), let us denote \( g_{i+1} = P^{n_1} g_i \). If the system is as above, putting together the Lasota-Yorke inequality, (A.0.7) and (A.0.8)

\[
\begin{align*}
\| P^{n_1} g_i \|_s &\leq \lambda_1^{n_1} \| g_i \|_s + B \| g_i \|_w , \\
\| P^{n_1} g_i \|_w &\leq \| P^{n_1} g_i \|_w + \delta (C \| g_i \|_s + n_1 D \| g_i \|_w ) , \\
\| P^{n_1} g_i \|_w &\leq \lambda_2 \| g_i \|_w + \delta (C \| g_i \|_s + n_1 D \| g_i \|_w ) .
\end{align*}
\]

(A.0.9)

Compacting it in a vector notation,

\[
\begin{pmatrix}
\| g_{i+1} \|_s \\
\| g_{i+1} \|_w 
\end{pmatrix} \preceq \begin{pmatrix} A \lambda_1^{n_1} & B \\
\delta C & \delta n_1 D + \lambda_2 \end{pmatrix} \begin{pmatrix}
\| g_i \|_s \\
\| g_i \|_w 
\end{pmatrix}
\]

(A.0.10)

where \( \preceq \) indicates the component-wise \( \leq \) relation (both coordinates are less or equal). The relation \( \preceq \) can be used because the matrix is positive. The relation (A.0.10) and the assumptions allow to estimate explicitly the contraction rate, by approximating the matrix and its iterations. Let \( \mathcal{M} = \begin{pmatrix} A \lambda_1^{n_1} & B \\
\delta C & \delta n_1 D + \lambda_2 \end{pmatrix} \). Consequently, we can bound \( \| g_i \|_s \) and \( \| g_i \|_w \) by a sequence

\[
\begin{pmatrix}
\| g_i \|_s \\
\| g_i \|_w 
\end{pmatrix} \preceq \mathcal{M}^i \begin{pmatrix}
\| g_0 \|_s \\
\| g_0 \|_w 
\end{pmatrix}
\]

which can be computed explicitly. This gives an explicit estimate on the speed of convergence for the norms \( \| \| \) and \( \| \|_w \) at a given time\(^1\).

We need an asymptotic estimation as the one given in (3.1.6) and in particular an estimation for \( C_1 \) and \( \rho \). This can be done by the eigenvalues and eigenvectors of \( \mathcal{M} \).

Indeed, let the leading eigenvalue be denoted by \( \rho_{\mathcal{M}} \) and a left positive eigenvector \( (a, b) \), such that \( a + b = 1 \). For each pair of values \( (a, b) \) such that \( a + b = 1 \) we can define a norm

\[
\|g\| = a\|g\|_s + b\|g\|_w.
\]

\(^1\)Moreover, \( \lambda_1^{n_1}, \lambda_2 < 1 \) and the quantities \( \delta C, \delta n_1 D \) have a chance to be very small when \( \delta \) is very small. This is not automatic because \( n_1 \) depend on \( \delta \). However, in the case of piecewise expanding maps, with \( F_\delta \) being an Ulam-type approximation of \( P \), as we consider in this paper, \( \delta n_1 D \) can be made sufficiently small (see [26], Theorem 12 ).
We have that

\[ \| Pg \|_{(a,b)} = a \| Pg \|_s + b \| Pg \|_w \leq (a, b) \cdot M \cdot \left( \frac{\| g \|_s}{\| g \|_w} \right) \]

then

\[ \| P^{kn1} g \|_{(a,b)} \leq \rho^k_M \| g \|_{(a,b)}. \]

By estimating of \( \rho_M \) and the coefficients \( (a, b) \) we can have upper estimates for \( C_1 \) and \( \rho. \)
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