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\section*{Abstract}

The objective quality assessment of stereoscopic images plays an important role in three-dimensional (3D) technologies. In this paper, we propose an effective method to evaluate the quality of stereoscopic images that are afflicted by symmetric distortions. The major technical contribution of this paper is that the binocular combination behaviors and human 3D visual saliency characteristics are both considered. In particular, a new 3D saliency map is developed, which not only greatly reduces the computational complexity by avoiding calculate the depth information, but also assigns appropriate weights to the image contents. Experimental results indicate that the proposed metric not only significantly outperforms conventional 2D quality metrics, but also achieves higher performance than the existing 3D quality assessment models.
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\section{1. Introduction}

With the development of three-dimensional (3D) technologies, more and more 3D contents for 3DTV and 3D cinema are produced. However, it also brings us many new issues and challenges \cite{1}\cite{2}\cite{3}. During the process of stereoscopic content creation, transmission, processing and display, various
distortions that affect the quality perception may be introduced [4]. Consequently, it is very necessary to build an effective tool to measure the quality of stereoscopic images. Over the past decades, numerous 2D image quality assessment (IQA) methods have been proposed [5][6][7]. Gao et al. [8] proposed an image quality assessment model based on multiscale geometric analysis, which has strong links with the human visual system. Focus on the problem of color distortion, He et al. [9] proposed a color fractal structure model to evaluate the quality of image. Later, they [10] proposed an effective universal blind image quality assessment method by using the sparse representation of the tertiary natural scene statistics, which achieved great results in image quality assessment area. However, most of existing methods fail to effectively evaluate the quality of 3D images. Compared with the two-dimensional (2D) images, 3D images provide the sense of depth perception, which makes the quality assessment for 3D images more difficult.

To solve the aforementioned problem, different stereoscopic image quality assessment (SIQA) algorithms have been designed, which can be categorized into the subjective and objective assessment models. Subjective assessment model represents the direct reflection of the human visual system (HVS), thus it is regarded as the most reasonable and precise assessment method. Lots of works have been progressing steadily [11] [12]. Zhou et al. [13] built a public 3D images database based on subjective quality assessment method. Lee et al. [14] proposed a paired comparison based on a subjective experiment to minimize the effect of subject’s limited 3D experience. However, the subjective model is time-consuming and impractical for online applications. Therefore, the objective model, which can be used to reliably predict the quality of stereo images, attracts more attentions [15][16].

Because of the depth information, it is not an easy matter to design an effective objective method to evaluate the quality of stereoscopic images. Recently, lots of studies have been proposed which can be mainly divided into three categories. The first category is to apply the 2D IQA metrics to evaluate the quality of stereoscopic images, such as VIF [17], PSNR, SSIM [18], MS-SSIM [19], GSM [20] and others [21][22]. Many researchers simply applied 2D IQA algorithms to the left and right images separately, and took the average of the left and right quality scores as the final score [23][24]. However, these methods are inefficient in predicting the quality of stereoscopic images. The second category of models takes the depth information into account. For example, Campisi et al., by considering the additional depth information in stereoscopic images, built a quality evaluation method [25]. Benoit et al. [26]
combined the image quality and depth quality together to calculate the final image quality. Hewage et al. [27] proposed an approach by comparing the contours of original and impaired depth maps. Similarly, Xing et al. [28] and Boev et al. [29] also developed the effective metrics to measure the quality of stereoscopic images based on depth information.

Although great efforts have been conducted to evaluate the quality of stereoscopic images, it is still difficult to build a precisely evaluation method by using the real 3D information, such as disparity map or cyclopean image. The third approach is then developed based on the perceptual characteristics of human binocular visual system (HVS) [30][31]. Ha et al. [32] built a perceptual quality assessment metric by considering the factors of temporal variation and disparity distribution. Maalouf et al. [33] integrated the left and right images into a cyclopean image to simulate human brain perception to derive a quality index. Shao et al. [34], based on binocular energy responses, proposed another effective quality assessment method of stereoscopic images. What’s more, Chen et al. [35] addressed binocular rivalry issues by modeling the binocular suppression behavior and developed an effective model to measure the quality of stereoscopic images. Lin et al. [36] integrated the binocular combination behavior into the existing 2D objective metrics and built the final quality evaluation metric. These models achieve better results than the above two types of approaches, which indicates that the human binocular characteristics play an important role in stereoscopic image quality assessment. However, all the above SIQA models neglect human visual selectively sensitivity characteristics. When human view the stereoscopic images, human eyes attempt to focus on the object that they are interested in, which is called visual saliency attention [37][38]. Xiu et al. [39] then proposed an objective saliency structure stereoscopic image quality assessment model based on the saliency map of each eye view and the texture sensitivity, and the experimental results indicated that the proposed metric achieves high consistent with human vision perception. It also indicates that human visual saliency map is helpful to predict the quality of stereoscopic images.

In this paper, inspired by previous works, we take advantage of the relationship between binocular combination perception and visual stereoscopic saliency information to deal with the stereoscopic image quality assessment problem. In particular, the effect of binocular rivalry between left and right eyes is introduced to get a reasonable binocular combination model. A novel stereoscopic saliency detection framework is also derived and incorporated to
the binocular combination information by assigning various weights to different regions with different levels of importance. Since binocular combination perception quality intrinsically reflects the quality of stereoscopic image, so the method of combining stereoscopic saliency sense with binocular combination model attains much accurate quality assessment results. The main contributions of this work are as follows: (1) A developed 3D visual saliency map for stereoscopic images is built which greatly reduces the computational complexity. (2) By considering the binocular combination properties, we use the proposed 3D visual saliency map to assign higher weights to more perceptually important area, which plays an important role in precisely quality assessment of stereoscopic images.

The remainder of this paper is organized as follows. In Section 2, a review of related works and backgrounds on human visual combination behavior and visual saliency detected models is presented. The overall proposed 3D QA framework is described in Section 3. Section 4 is the experimental results and performance analysis. Finally, Section 5 concludes this paper with a discussion and the imagination of our future work.

2. Related works and background

In order to explain the proposed SIQA model in Section 3, here we give a brief review of relevant works and backgrounds.

2.1. Human binocular combination perception

Human binocular vision is a complex visual process and plays an important role in depth perception. How the visual system processes the signals perceived by two eyes to present the real world is a fundamental problem that has aroused psychophysical and physiological investigations. Important clues about this process may be derived from data about the perceived brightness of surface regions under binocular viewing conditions, the U-shaped data of Fechner’s paradox that violates binocular brightness summation, and the effects of different combinations of monocular and binocular contours and surface luminance differences on threshold sensitivity to monocular flashes of light [40]. A large number of works have been done on how two slightly different monocular images fuse to a combined image and generate depth perception. Here we briefly give a short description of the recent findings of binocular vision, which are related to this work, as follows.
1) Eye-Weighting (EW) Model: A linear model is proposed to explain the binocular combination perception [41], based on the monocular luminance or quadratic of luminance, which is described as:

$$C = \left[ \left( w_L I_L \right)^\beta + \left( w_R I_R \right)^\beta \right]^{\frac{1}{\beta}}. \quad (1)$$

where $c$ is the stimulated combination image, $w_L$ and $w_R$ are the weighting factors of left and right eyes respectively, $\beta = 1; 2$ means monocular luminance or quadratic of luminance respectively. $I_L$ and $I_R$ are the left and right images, respectively.

2) Vector Summation (VS) model: This model indicates that the binocular brightness perception is the sum of two orthogonal vectors with some normalization [42], which is given by:

$$C = \sqrt{E_L^2 + E_R^2 + E_L E_R}. \quad (2)$$

where $E_L$ and $E_R$ are left eye and right eye inputs, respectively.

3) Gain Control (GC) model: This model is contrast dependent for the binocular combination [43]:

$$C = g_L I_L + g_R I_R. \quad (3)$$

where $g_L$ and $g_R$ are the energy responses of the left and right images, respectively.

4) Neural Network (NN) model: Cogan et al. [44] proposed the two channels model based on the separate monocular and binocular channels.

$$C = \frac{E_L}{1 + E_R} + \frac{E_R}{1 + E_L} + 0.1E_L E_R. \quad (4)$$

The above discussions here provide basic theories used in the proposed SIQA framework, which are introduced in the next section.

2.2. 3D visual saliency map

When people watch objects in a scene, human eyes will receive a considerably large amount of information. Human visual system can reduce the complexity of scene analysis to deal with the large amount of information. Visual attention is one of the most important mechanisms to predict
locations that people are likely to look at and be interested in. Over the past years, many studies have proposed many computational models of visual attention to extract the saliency map in 2D images, such as Itti-Koch model [45], Stentiford model [46], Spectral residual hypothesis model [47], Hu-Rajan-Chia [48] model and graph-based visual saliency (GBVS) model [49], which play an important role in various areas, including retargeting [50], visual coding [51] and quality assessment [52].

Compared to 2D images, stereoscopic images bring the depth information, which will affect human viewing behavior. The challenge is how to successfully combine the depth cues and the 2D features together. With the development of stereoscopic display, many computational models of visual attention for stereoscopic 3D images have been proposed which can be divided into three types: depth-weighted model, depth-saliency model and stereo-vision model. Due to page limit, here we just give a short description as follows:

1) Depth-weighted model: In general, these models take the depth information as the weighting factor of the 2D saliency. Zhang et al. [53] proposed a stereoscopic visual attention model for 3D video based on multiple perceptual stimuli. Chamaret et al. [54] designed a Region of Interest (ROI) extraction method for adaptive 3D rendering.

2) Depth-saliency model: These models are built by incorporating depth saliency map into the traditional 2D saliency detection methods. Ouerhani et al. [55] took the depth feature as additional information and finally combined with 2D saliency map to obtain the 3D saliency map. Ciptadi et al. [56] designed a 3D saliency detection model based on the feature of color and depth information. Wang et al. [57] proposed a computational model of 3D visual saliency by merging the depth saliency map with the results of 2D visual feature detection. Later, they proposed a new stereoscopic saliency detection framework based on the feature contrast of color, luminance, texture, and depth [58].

3) Stereo-vision model: Different from the above models, these models take the stereo vision characteristics into consideration, but not directly using the depth information. For example, Bruce et al. [59] built an attention framework for stereo vision by adding interpretive neuronal units into 2D model.

The first and second models are most popular in this area. For the first models, they are proposed based on existing 2D models and without additional computational complexity for the absence of depth feature extraction.
Figure 1: A stereoscopic images. (a) Left image. (b) Right image. (c) The absolute disparity image.

However, some saliency areas caused by depth feature might be failed to detect. The depth-saliency models, the second models, don’t have this problem. Because they use depth saliency maps to analyze the influence of depth information on visual saliency. However, depth saliency maps increase the computational complexity. Hence, it is necessary and reasonable to propose a 3D visual saliency model in which the depth information is considered and the computational complexity is low.

Our previous work [60] found that the absolute disparity map of the viewpoint pair with human standard disparity is an approximate contour, which means that disparity performs most obviously on the edge of the objects.
Here, we present an example. Fig. 1 (a) and (b) are the left and right view of 3D images, and we define them as L and R, respectively, then the absolute disparity image of the 3D images, define as D and shown in Fig. 1(c), can be obtained:

\[ D = |L - R|. \]  

From Fig.1(c), we can see that if the absolute disparity image is an image with the value of 0 (all black), which means the two images are completely the same and no disparity exists, then we cannot get the stereo perception. In other words, the absolute disparity information could reflect the depth information of 3D images. Based on the simple mathematical model shown in Eq. 5, the absolute disparity map greatly reduces the computational complexity of depth perception information extraction [61]. Based on the above discussion, we improve the model of 3D visual saliency map in the work [58] by using the absolute disparity map information to extract the depth feature to build the 3D saliency map, and then apply it to provide quality prediction for 3D images. It will not only effectively reflect the depth feature but also greatly reduce the computational complexity of the 3D saliency model.

3. The proposed work

The most effective way of predicting the quality of stereoscopic images is to directly estimate the quality of the true combined image formed within human brain. However, it is difficult to obtain the true combined image that people really perceived in mind. Therefore, we propose a combination model that is close to the true combined image to reflect the stereoscopic image quality. Based on the above physiological discoveries, binocular combination and 3D visual saliency map are both taken into consideration. Binocular combination model enables us to simulate the processing procedure of visual perception, and 3D visual saliency map helps us to focus on the areas of 3D images that people are interested in. Therefore, combining them together is a plausible way to synthesize the combined image in human mind. Then the goal of a 3D stereoscopic image quality assessment is changed to estimate the quality of the combination image that we proposed, in which 2D IQA metrics can play an important role. With this inspiration, we propose an objective quality assessment model for stereoscopic images. The block diagram of our
model is shown in Fig. 2. The details of the proposed framework are described in the following sub-sections.

3.1. Combination processing

As discussed in Section 2, many binocular combination models based on the left and right stimuli have been built. At the visual cortex level, the simple and complex cells are responsible for the binocular combination.
Once the two views match failure at the same retinal location, binocular rivalry will occur. Numerous works have been conducted to explain binocular rivalry [62][63]. In work [64], Levelt proposed a biologically plausible model to simulate the combined image whereby the weighting coefficients are positively correlated with the stimulus strength. A series of papers [65][66][67] indicated that binocular rivalry is composed of local processes. And Recent found also demonstrated that the retinal image fusion is not correlated to the binocular signal generated by simple cells, but is related to the associated binocular strengths of two views generated by complex cells [68]. Levelt’s model [64] then is a natural way to simulate the combined image. In this paper, as in the work [64], the left image and the compensated right image are synthesized to the combination image based on the existed models presented in Section 2.

The computational model of each type in this paper is calculated as follows:

1) Eye-Weighted (EW) model: in this paper, we set $\beta=2$, and $w_L^2=w_R^2=0.5$. The combined binocular image can be obtained:

$$C = \sqrt{(w_L \cdot I_L(x,y))^2 + (w_R \cdot I_R(x+d,y))^2}. \quad (6)$$

where $(x,y)$ is the position of a pixel and $d$ is a disparity index that matches pixels from $L$ to those in $R$. $I_L$ and $I_R$ are the left and right images, respectively.

2) Vector Summation (VS) model:

$$C = \sqrt{I_L^2(x,y) + I_R^2(x+d,y) + I_L(x,y) \cdot I_R(x+d,y)}. \quad (7)$$

3) Gain Control (GC) model:

$$C = g_L(x,y) \cdot I_L(x,y) + g_R(x+d,y) \cdot I_L(x+d,y). \quad (8)$$

4) Neural Network (NN) model:

$$C = \frac{I_L(x,y)}{1 + I_R(x+d,y)} + \frac{I_R(x+d,y)}{1 + I_L(x,y)} + 0.1 \cdot I_L(x,y) \cdot I_R(x+d,y). \quad (9)$$

Following the works in [35][69], we extract the energy responses of original and reference images by using Gabor filter banks $G_{s,o}$ ($o$ denotes the orientation index and $s$ denotes the scale index), as follows:

$$G_{s,o}(\omega, \theta) = \exp\left[-\frac{(\log(\omega/\omega_s))^2}{2\sigma_s^2}\right] \times \exp\left[-\frac{(\theta - \theta_0)^2}{2\sigma_\theta^2}\right]. \quad (10)$$
where $\omega$ and $\omega_s$ are the normalized radial frequency and the corresponding center frequency of the filter, respectively. While $\sigma_s$ and $\sigma_o$ determine the strengths of the filter, and $\theta$ is the orientation angle. Then the responses on different scale $s$ along different orientation $\theta$, denoted as $[\eta_{s,o}, \zeta_{s,o}]$, can be computed.

Based on the above analysis, the local energy at location $X$ along orientation $o$ can be obtained as follows:

$$E_o(X) = \sqrt{F_o(X)^2 + H_o(X)^2}.$$  

(11)

where $F_o(X) = \sum_s \eta_{s,o}(X)$ and $H_o(X) = \sum_s \zeta_{s,o}(X)$.

In this paper, as in Ding et al. [70], the local energies of the Gabor filter responses are obtained as the weights of the left and right eyes:

$$E(X) = \text{sum}E_o(X).$$  

(12)

### 3.2. 3D saliency map

Following work [58], the 3D saliency map is built based on three steps: feature extraction, fusion and final saliency enhancement. Note that the absolute disparity map is adopted to extract the depth feature here. We first convert the right view of the input 3D images to $YCbCr$ color space to obtain the luminance information $Y$ and two color components: $Cb$ and $Cr$. Then we use the $DC$ coefficients of $Y$, $Cb$, $Cr$ and $D$ to reflect the luminance features ($Y_{DC}$), color features ($Cb_{DC}$) and depth features ($D_{DC}$), respectively, and the $AC$ coefficients from $Y$ components to represent the texture features $T$ for the image patch [58]. In this paper, the Gaussian model of spatial distance between image patches is used to weight the feature contrast for saliency calculation [58]. Then we can obtain the saliency value $F^k_i$ of image patch $i$ from feature $k$ as:

$$F^k_i = \sum_{j \neq i} \frac{1}{\sigma \sqrt{2\pi}} e^{-l_{ij}^2/(2\sigma^2)} U^k_{ij}.$$  

(13)

where $k \in (L, Cb, Cr, T, D)$, and $l_{ij}$ is the spatial distance between image patches $i$ and $j$. $U^k_{ij}$ denotes the feature difference between image patches $i$ and $j$ from feature $k$. Here, $\sigma$ is set as 5 [58].

Since the color, luminance and depth features are represented by $DC$ coefficients, while texture feature is represented as $AC$ coefficients, so when
\( k \in (L, Cb, Cr, D) , \)

\[
U_{ij}^k = \frac{|B_i^k - B_j^k|}{B_i^k + B_j^k} . \tag{14}
\]

while \( k \in (T) , \)

\[
U_{ij}^k = \frac{\sum_t (B_i^k - B_j^k)^2}{\sum_t (B_i^k + B_j^k)} . \tag{15}
\]

where \( B^k \) represents the feature.

We use a normalized value, \( V_k \) shown in Eq.16, to represent the compactness property for feature maps:

\[
V_k = \frac{\sum_{i,j} \sqrt{(i - E_{i,k})^2 + (j - E_{j,k})^2} \cdot F_k(i, j)}{\sum_{i,j} F_k(i, j)} . \tag{16}
\]

where \((i, j)\) is the spatial location in the feature map, \( k \in (L, Cb, Cr, T, D) , \)

\[
E_{i,k} = \frac{\sum_{(i,j)} i \cdot F_k(i, j)}{\sum_{(i,j)} F_k(i, j)} . \tag{17}
\]

and

\[
E_{j,k} = \frac{\sum_{(i,j)} j \cdot F_k(i, j)}{\sum_{(i,j)} F_k(i, j)} . \tag{18}
\]

Then, we fuse the feature maps for the saliency map as follows:

\[
S_f = \sum_k \beta_k \cdot F_k + \sum_{p \neq q} \beta_p \cdot \beta_q \cdot F_p \cdot F_q . \tag{19}
\]

where \( \beta_k = \frac{1}{e^{V_k}} . \)

As the work in [58], considering the center bias factor, the saliency map can be obtained as follows:

\[
S' = 0.7 S_f + 0.3 S_c . \tag{20}
\]

where \( S_c \) is the Centre-Bias Map calculated based on center bias factor. Then the final saliency map enhanced by the normalized visual sensitivity \( C_s(f, e) \) [71] can be built as:

\[
S = S' \cdot C_s(f, e) . \tag{21}
\]
3.3. Saliency weighting and quality assessment

Given a 3D image ($I_L$ and $I_R$), the energy responses of the left image and the right image ($E_L$ and $E_R$) can be calculated by the Gabor filter responses. Then based on the above four combination computational models in Section 3.1, four kinds of cyclopean image $C$ can be obtained. The corresponding 3D saliency map $S$ can be generated based on the algorithm in Section 3.2. Therefore, the combined image and 3D saliency map of the reference 3D images, denote as $C^M_r$ and $S_r$ respectively, can be obtained, and that of the distorted 3D images, denote as $C^M_t$ and $S_t$ respectively, also can be calculated. Here, $M$ indicates one of the binocular cyclopean models above (EW, VS, GC, or NN). After calculating the above combination image and 3D visual saliency map, the next step is to pool them together and evaluate the quality of 3D images. In order to highlight the areas that human eyes are interested in, the combined image and the 3D visual saliency map are combined together to build the quality index, as follows:

$$C'^M_r = C^M_r \cdot (1 + a \cdot S_r). \quad (22)$$

$$C'^M_t = C^M_t \cdot (1 + a \cdot S_t). \quad (23)$$

where $a$ is a positive constant to highlight the visual saliency area, and $C'^M_r$ and $C'^M_t$ denote as the weighted combination images of the reference 3D images and the distorted 3D images, respectively. Although more sophisticated models may be employed, we choose this linear model for its lower computational complexity.

Finally, the task of quality assessment is conducted by applying a full reference 2D IQA algorithm on the reference weighted combination image $C'^M_r$ and on the distorted weighted combination image $C'^M_t$. The objective quality assessment value $Q_{M-F}$ of a 3D image can be given by:

$$Q_{M-F} = F(C'^M_r, C'^M_t). \quad (24)$$

where $F(\cdot)$ represents one of the 2D IQA metrics (e.g. VIF [17], PSNR, SSIM [18], MS-SSIM [19] and GSM [20]). $M-F$ denotes the proposed model, and $M$ indicates one of the binocular cyclopean models (EW, VS, GC or NN shown in Section 3.1). For PSNR using the EW model, the proposed model is defined as EW-PSNR. Similarly, M-SSIM, M-MS-SSIM and M-GSM are defined likewise on the basis of Eq.24.
4. Experimental result and analysis

4.1. Stereoscopic image quality database

To verify the performance of the proposed metric, LIVE 3D Image Quality Database of the University of Texas at Austin is used in the experiment, which contains 365 distorted images generated from 20 reference images, shown in Fig. 3. Five types of distortions are applied to the reference images at various levels (80 for JP2K, JPEG, WN and FF respectively; 45 for Blur). All distortions are symmetric in nature, and each distorted image is assigned a quantitative subjective quality score [72].

To further verify the proposed method, more 3D IQA Databases need to be used. However, some 3D IQA Databases are either not publicly available or absent of subjective assessment value. To solve this problem, the SVBL 3D IQA Database (Stereo Image Database of Stereo Vision and Bio-Optics Laboratory from School of Electronic and Information Engineering, Tianjin University [73]) is used to further verify the proposed method. The SVBL 3D IQA Database contains 360 distorted stereopairs and 30 original stereopairs. Each stereoscopic image in this database has been evaluated by human subjects, and assigned a quantitative subjective quality score [74].
4.2. Performance measures and weights determination

To verify the performance of the proposed metric, four performance indicators between the predicted objective scores and subjective scores are employed: Pearson linear correlation coefficient (PLCC), Spearman rank order correlation coefficient (SROCC), Kendall rank-order correlation coefficient (KROCC) and root mean squared error (RMSE). Among them, PLCC and RMSE, given by Eq.25 and Eq.26, are used to measure prediction accuracy. SROCC and KROCC are used to evaluate the prediction monotonicity. For a perfect match of objective and subjective scores, RMSE=0 and PLCC=SROCC=KROCC=1.

\[
PLCC(X, Y) = \frac{\sum_{i=1}^{n}(X_i - \bar{X}_i)(Y_i - \bar{Y}_i)}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X}_i)^2 \sum_{i=1}^{n}(Y_i - \bar{Y}_i)^2}}.
\]

(25)

\[
RMSE(X, Y) = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(X_i - Y_i)^2}.
\]

(26)

And the five-parameter logistic function [75], shown as follows, is applied in our experiment to conduct the nonlinear mapping:

\[
DMOS = \beta_1 \times \left[ \frac{1}{2} - \frac{1}{1 + \exp(\beta_2(x - \beta_3))} \right] + \beta_4 x + \beta_5.
\]

(27)

where \( \beta_1, \beta_2, \beta_3, \beta_4 \) and \( \beta_5 \) are determined by using the subjective scores and the objective scores. We select a small set of the LIVE 3D Image Quality Assessment database to train the parameters and determine the parameter \( a \) in Eq.22 and Eq.23 by optimizing the values of PLCC and RMSE between the objective and subjective scores. For simplicity, the parameter is chosen by linear regression optimization. We find that the parameter determination result is \( a = 7.236 \) for NN-MS-SSIM model which yield the best overall performance than other proposed combination models. In the following sections, we set \( a = 7.236 \) to make the performance comparison. The same parameter is adopted in the SVBL 3D IQA Database.

In order to evaluate the performance of the proposed scheme, we compare the proposed metric not only with four existed 2D IQA schemes, i.e., PSNR, SSIM [18], MS-SSIM [19] and GSM [20], but also with four SIQA models, i.e. Benoit’s Scheme [26], Shao’s scheme [34], Chen’s scheme [35] and Lin’s...
scheme [36]. To verify the effectiveness of the improved 3D saliency map, we also compare the proposed model using improved 3D saliency map with that using original 3D saliency map in work [58], denotes as M-OR. For the NN-OR metric, we combine the NN combination model and 3D saliency map in work [58] together to calculate the quality of the stereoscopic images. For the quality metrics based on 2D IQA method, the averaged 2D quality metrics (averaging the quality of the left and right image) are used to assess the stereoscopic image quality. For Benoit’s scheme, we adopt $Q_{f_2}$ as the final quality which is obtained by integrating the disparity similarity measures and the image quality measures together using SSIM. Shao’s model is computed based on the similarity between binocular energy response of the original and distorted stereoscopic images. The model of Chen is calculated by using MS-SSIM on the reference combination image and test combination image. For Lin’s model, we apply FI-PSNR to obtain the quality of the stereoscopic image.

4.3. Overall Performance on LIVE 3D IQA Database
4.3.1. Performance comparison with existing 2D IQA metrics

For the comparison, the experimental results of models that using 2D IQA metrics, PSNR, SSIM, MS-SSIM and GSM, are the average value of the left and right images. M-PSNR, M-SSIM, M-MS-SSIM and M-GSM are the combination of binocular models and 2D IQA metrics respectively, i.e. NN-PSNR, NN-SSIM, NN-MS-SSIM and NN-GSM are the combination of neural network model (NN) (present in Eq.24) and four 2D IQA metrics (PSNR, SSIM, MS-SSIM and GSM). Tables 1-4 present the values of 2D IQA metrics and that of the proposed model based on 2D IQA metrics. It can be seen that the proposed framework boosts the performance of corresponding 2D IQA metric, and among all the combination models, NN-MS-SSIM weighted combination model performs better than any other combination models and all 2D IQA metrics. For the proposed NN-GSM, GSM is used for many known distributions as special cases, such as the symmetrized Gamma distribution and the generalized Gaussian distribution. For NN-PSNR, PSNR is an easy and fast metric to calculate the image quality by estimating absolute errors, but the range of its validity is limited by the codec and image content. While SSIM is designed to improve the traditional PSNR method by considering image degradation as perceived change in structural information, also incorporating luminance and contrast information, which let the scheme NN-SSIM obtain a better performance than NN-PSNR. MS-SSIM is layered on SSIM.
Table 1: Performance of the proposed framework and 2D IQA metric PSNR

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>0.8345</td>
<td>0.8341</td>
<td>0.6297</td>
<td>12.0480</td>
</tr>
<tr>
<td>EW-PSNR</td>
<td>0.8158</td>
<td>0.8219</td>
<td>0.6313</td>
<td>12.6455</td>
</tr>
<tr>
<td>VS-PSNR</td>
<td>0.8149</td>
<td>0.8204</td>
<td>0.6294</td>
<td>12.6714</td>
</tr>
<tr>
<td>GC-PSNR</td>
<td>0.8178</td>
<td>0.8251</td>
<td>0.6324</td>
<td>12.5826</td>
</tr>
<tr>
<td>NN-PSNR</td>
<td><strong>0.8650</strong></td>
<td><strong>0.8656</strong></td>
<td><strong>0.6716</strong></td>
<td><strong>11.1395</strong></td>
</tr>
</tbody>
</table>

Table 2: Performance of the proposed framework and 2D IQA metric SSIM

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>0.8725</td>
<td>0.8767</td>
<td>0.6792</td>
<td>10.6841</td>
</tr>
<tr>
<td>EW-SSIM</td>
<td>0.8695</td>
<td>0.8762</td>
<td>0.6807</td>
<td>10.7986</td>
</tr>
<tr>
<td>VS-SSIM</td>
<td>0.8702</td>
<td>0.8769</td>
<td>0.6814</td>
<td>10.7732</td>
</tr>
<tr>
<td>GC-SSIM</td>
<td><strong>0.9053</strong></td>
<td><strong>0.9073</strong></td>
<td><strong>0.7235</strong></td>
<td><strong>9.2850</strong></td>
</tr>
<tr>
<td>NN-SSIM</td>
<td>0.8820</td>
<td>0.8867</td>
<td>0.6939</td>
<td>10.3042</td>
</tr>
</tbody>
</table>

Table 3: Performance of the proposed framework and 2D IQA metric MS-SSIM

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS-SSIM</td>
<td>0.9261</td>
<td>0.9239</td>
<td>0.7487</td>
<td>8.2486</td>
</tr>
<tr>
<td>EW-MS-SSIM</td>
<td>0.9313</td>
<td>0.9322</td>
<td>0.7647</td>
<td>7.9652</td>
</tr>
<tr>
<td>VS-MS-SSIM</td>
<td>0.9305</td>
<td>0.9315</td>
<td>0.7632</td>
<td>8.0107</td>
</tr>
<tr>
<td>GC-MS-SSIM</td>
<td>0.9363</td>
<td>0.9373</td>
<td>0.7711</td>
<td>7.6687</td>
</tr>
<tr>
<td>NN-MS-SSIM</td>
<td><strong>0.9371</strong></td>
<td><strong>0.9385</strong></td>
<td><strong>0.7755</strong></td>
<td><strong>7.6301</strong></td>
</tr>
</tbody>
</table>

and has a higher performance on qualifying image quality than SSIM, so the NN-MS-SSIM gains the best overall performance among all the proposed schemes. Based on the above conclusion, NN-MS-SSIM model is adopted to make a discussion and comparison in the follow sections.

4.3.2. Performance comparison with existing SIQA models

We compare the proposed NN-MS-SSIM weighted combination model with four existing stated-of-art 3D IQA models: Benoit’s scheme [26], Shao’s scheme [34], Chen’s scheme [35] and Lin’s scheme [36]. To save space, here only the values of PLCC and SROCC of each distortion type with the LIVE 3D Image Quality Database are listed in Table 5 and Table 6, where the indicator highlighted in bold shows the best performance is. Table 5 and Table
Table 4: Performance of the proposed framework and 2D IQA metric GSM

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>0.8998</td>
<td>0.9046</td>
<td>0.7195</td>
<td>9.5376</td>
</tr>
<tr>
<td>EW-GSM</td>
<td>0.9081</td>
<td>0.9131</td>
<td>0.6313</td>
<td>12.6455</td>
</tr>
<tr>
<td>VS-GSM</td>
<td><strong>0.9092</strong></td>
<td><strong>0.9135</strong></td>
<td><strong>0.7322</strong></td>
<td>9.1049</td>
</tr>
<tr>
<td>GC-GSM</td>
<td>0.8928</td>
<td>0.8980</td>
<td>0.7114</td>
<td>9.8469</td>
</tr>
<tr>
<td>NN-GSM</td>
<td>0.8887</td>
<td>0.8961</td>
<td>0.7054</td>
<td>10.0257</td>
</tr>
</tbody>
</table>

Table 5: PLCC performance comparison of the four SIQA schemes (the cases in bold: the best performance).

<table>
<thead>
<tr>
<th>Distortion</th>
<th>Benoit</th>
<th>Shao</th>
<th>Chen</th>
<th>Lin</th>
<th>NN-MS-SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG</td>
<td>0.5597</td>
<td>0.6033</td>
<td>0.6344</td>
<td>0.2167</td>
<td><strong>0.7525</strong></td>
</tr>
<tr>
<td>JP2K</td>
<td>0.8897</td>
<td>0.9166</td>
<td>0.9163</td>
<td>0.8381</td>
<td><strong>0.9445</strong></td>
</tr>
<tr>
<td>WN</td>
<td>0.9360</td>
<td>0.9400</td>
<td>0.9163</td>
<td>0.9280</td>
<td><strong>0.9329</strong></td>
</tr>
<tr>
<td>Blur</td>
<td>0.9256</td>
<td>0.9553</td>
<td>0.9416</td>
<td>0.8249</td>
<td><strong>0.9594</strong></td>
</tr>
<tr>
<td>FF</td>
<td>0.7514</td>
<td>0.8284</td>
<td>0.7573</td>
<td>0.7086</td>
<td><strong>0.8382</strong></td>
</tr>
</tbody>
</table>

Table 6: SROCC performance comparison of the four SIQA schemes.

<table>
<thead>
<tr>
<th>Distortion</th>
<th>Benoit</th>
<th>Shao</th>
<th>Chen</th>
<th>Lin</th>
<th>NN-MS-SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG</td>
<td>0.5189</td>
<td>0.5887</td>
<td>0.5582</td>
<td>0.1960</td>
<td><strong>0.7377</strong></td>
</tr>
<tr>
<td>JP2K</td>
<td>0.8701</td>
<td>0.8941</td>
<td>0.8956</td>
<td>0.8388</td>
<td><strong>0.9303</strong></td>
</tr>
<tr>
<td>WN</td>
<td>0.9347</td>
<td>0.9392</td>
<td>0.9481</td>
<td>0.9284</td>
<td><strong>0.9393</strong></td>
</tr>
<tr>
<td>Blur</td>
<td>0.8967</td>
<td>0.9258</td>
<td>0.9261</td>
<td>0.7910</td>
<td><strong>0.9435</strong></td>
</tr>
<tr>
<td>FF</td>
<td>0.6142</td>
<td>0.7973</td>
<td>0.6879</td>
<td>0.6581</td>
<td><strong>0.7744</strong></td>
</tr>
</tbody>
</table>

6 show that the proposed NN-MS-SSIM yields the highest value of PLCC on the distortions of JPEG, JP2K, Blur and FF, and obtains the highest value of SROCC on the distortions of JPEG, JP2K and Blur. Although the proposed model lags behind Chen’s model for the PLCC and SROCC values on WN distortion, and Shao’s model for the SROCC value on FF distortion, the performance values of the proposed model on WN and FF distortions are very close to the best one. This demonstrates that the proposed scheme is more stable across different distortion types, and achieves good consistency with human perception.

The overall performance comparison among these SIQA schemes and NN-OR metric is presented in Table 7. From the results of overall performance
Table 7: Overall Performance of the proposed framework NN-MS-SSIM against existing 3D quality assessment metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benoit</td>
<td>0.8829</td>
<td>0.8862</td>
<td>0.6907</td>
<td>10.2681</td>
</tr>
<tr>
<td>Shao</td>
<td>0.9295</td>
<td>0.9297</td>
<td>0.7574</td>
<td>6.0472</td>
</tr>
<tr>
<td>Chen</td>
<td>0.9167</td>
<td>0.9157</td>
<td>0.7368</td>
<td>8.7385</td>
</tr>
<tr>
<td>Lin</td>
<td>0.8645</td>
<td>0.8559</td>
<td>0.6559</td>
<td>10.9898</td>
</tr>
<tr>
<td>NN-OR</td>
<td>0.9289</td>
<td>0.9301</td>
<td>0.7456</td>
<td>8.5321</td>
</tr>
<tr>
<td>NN-MS-SSIM</td>
<td><strong>0.9371</strong></td>
<td><strong>0.9385</strong></td>
<td><strong>0.7755</strong></td>
<td><strong>7.6301</strong></td>
</tr>
</tbody>
</table>

shown in Table 7, we can see that the proposed model yields the best overall performance than Benoit’s, Chen’s, Lin’s and NN-OR model, and obtains the higher value of PLCC, SROCC and KROCC than that of Shao’s Scheme, only the RMSE value lags behind. To be more specific, for Benoit’s scheme, although the depth information and image quality factor are both considered, the overall performance would be affected by the accuracy of the disparity calculation. And also they ignore the importance of binocular visual characteristics. Though Lin’s scheme considers binocular integration behaviors, its performance is mediocre. The reason is that the algorithm of Lin’s scheme is specifically designed to predict the quality of 3D compression image, and could not be available to other types of distortions. For Chen’s and Shao’s models, the values of PLCC and SROCC are higher than 0.9, the value of KROCC are higher than 0.7, while RMSE is less than 9. Both of them perform well in predicting the quality of 3D images. However, the proposed NN-MS-SSIM yields a higher consistency with subjective scores. For Shao’s scheme, the parameters, which reflect the importance of binocular energy response and BJND features, need to be adjusted as long as the stereo image database is changed. For Chen’s scheme, although it takes binocular combination into consideration, like what we do in this paper, but it doesn’t take the visual attention into consideration. For NN-OR model, it has better performance in stereoscopic image quality assessment than Benoit’s, Chen’s and Lin’s model, and the performance values are close to the propose NN-MS-SSIM model, which proves the effectiveness of the 3D saliency map in stereoscopic images quality assessment. However, NN-OR model needs to calculate the depth map to obtain the final 3D saliency map, it will affect the overall performance and computational complexity. By using the absolute disparity map instead of depth map, the proposed model NN-MS-SSIM improves the
Table 8: Time complexity comparison of each SIQA model: the calculating time of each 3D images.

<table>
<thead>
<tr>
<th>Model</th>
<th>Benoit</th>
<th>Chen</th>
<th>Lin</th>
<th>NN-OR</th>
<th>NN-MS-SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (seconds)</td>
<td>442.39</td>
<td>345.94</td>
<td>3.04</td>
<td>217.356</td>
<td>27.4510</td>
</tr>
</tbody>
</table>

overall performance and also greatly reduces the computational time. Based on the above analysis, the higher performance of our proposed model also confirms our former conclusion that the combining 3D visual saliency map and binocular combination model can effectively and accurately predict the image quality. In general, we can conclude that the proposed model is an effective tool and a robust measure in predicting the quality of stereoscopic images.

Table 8 shows the time complexity comparison among the existed SIQA models. These SIQA models are implemented by MATLAB and the platform of Intel Core i5-2320 2.99 GHz with 4GB memory. Due to the need of disparity information, the models of Benoit, Chen and NN-OR take more time than the other two models. Although the model of Lin takes the shortest time among these SIQA models, it has worse overall performance than our proposed model, as shown in Table 7. In general, the proposed model is the most effective one to predict the quality of the stereoscopic images.

4.3.3. Impact of each component in the proposed scheme

To demonstrate the impact of each component in the proposed scheme, we design three different schemes for comparison, denote as Scheme A, Scheme B and Scheme C, respectively. The only difference between the above three models and the proposed NN-MS-SSIM is the final index. For the proposed NN-MS-SSIM, the indexes of the reference image and distorted images are built based on the Equations show in Eq.22 and Eq.23. But for Scheme A, only the binocular combination modulation, Cr-A shown in Eq.28, is used to evaluate the quality. For Scheme B, we simply combine the binocular combination model and 3D visual saliency map together, Cr-B shown in Eq.29, to build the model, while for Scheme C, a simple linear model, Cr-C shown in Eq.30, is applied to evaluate the quality. All the above models are based on the MS-SSIM 2D IQA model to get the final quality score, and the overall performance comparison of the above schemes are listed in Table 9.

\[ C_r - A = C_r. \] (28)
Table 9: Overall performance comparison of each component of the proposed scheme

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme A</td>
<td>0.8985</td>
<td>0.8941</td>
<td>0.7055</td>
<td>9.5971</td>
</tr>
<tr>
<td>Scheme B</td>
<td>0.9258</td>
<td>0.9275</td>
<td>0.7558</td>
<td>8.2627</td>
</tr>
<tr>
<td>Scheme C</td>
<td>0.9277</td>
<td>0.9290</td>
<td>0.7583</td>
<td>8.1608</td>
</tr>
<tr>
<td>Proposed</td>
<td><strong>0.9371</strong></td>
<td><strong>0.9385</strong></td>
<td><strong>0.7755</strong></td>
<td><strong>7.6301</strong></td>
</tr>
</tbody>
</table>

\[ C_r - B = C_r \cdot S_r. \] (29)

\[ C_r - C = C_r \cdot (1 + S_r). \] (30)

From the results shown in Table 9, we can see that the proposed 3D visual saliency map plays an important role in image quality assessment by comparing the results of Scheme A (binocular combination image only) and Scheme B (combined with the proposed 3D visual saliency map). Besides, Scheme C performed better evaluation performance than both of Scheme A and Scheme B, which means the overall performance can be further improved by increasing the weights of the visual saliency area. Our proposed model here yield a best performance than the above three Schemes, which indicates that the visual saliency characteristics plays an important role in the performance improvement by properly weighting the visual saliency area.

4.4. Overall Performance on SVBL 3D IQA Database

4.4.1. Overall performance comparison with existing 2D IQA Metric and SIQA Models

To save space, only the overall performances on SVBL 3D IQA Database are list in Table 10. The best results are highlighted in boldface. From the table, we can see that the overall performances of 2D metrics are worse than the proposed 3D model on SVBL 3D Database, and the proposed 3D model performs best than the existing 3D IQA models. Besides, the proposed 3D model has better overall performance than NN-OR model, which further indicates that the improved 3D saliency map has greater effect on stereoscopic image quality assessment than the original 3D saliency map in work [58]. Table 11 shows the time complexity comparison among the existed SIQA.
Table 10: Performance of the Proposed Framework LAD-MS-SSIM against Existing 3D Quality Assessment Metrics

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIF</td>
<td>0.8789</td>
<td>0.8812</td>
<td>0.6900</td>
<td>10.6487</td>
</tr>
<tr>
<td>PSNR</td>
<td>0.8257</td>
<td>0.8076</td>
<td>0.5996</td>
<td>12.6772</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.8561</td>
<td>0.8569</td>
<td>0.6578</td>
<td>11.2549</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.9060</td>
<td>0.8986</td>
<td>0.7467</td>
<td>9.9756</td>
</tr>
<tr>
<td>Benoit</td>
<td>0.8583</td>
<td>0.8336</td>
<td>0.6349</td>
<td>12.2205</td>
</tr>
<tr>
<td>Shao</td>
<td>0.9101</td>
<td>0.9086</td>
<td>0.7623</td>
<td>9.0267</td>
</tr>
<tr>
<td>Chen</td>
<td>0.9143</td>
<td>0.9103</td>
<td>0.7728</td>
<td>9.0385</td>
</tr>
<tr>
<td>Lin</td>
<td>0.9097</td>
<td>0.9009</td>
<td>0.7594</td>
<td>10.0128</td>
</tr>
<tr>
<td>NN-OR</td>
<td>0.9104</td>
<td>0.9143</td>
<td>0.7654</td>
<td>9.9861</td>
</tr>
<tr>
<td>Proposed</td>
<td><strong>0.9172</strong></td>
<td><strong>0.9174</strong></td>
<td><strong>0.7834</strong></td>
<td><strong>9.0137</strong></td>
</tr>
</tbody>
</table>

Table 11: Time complexity comparison of each SIQA model: the calculating time of each 3D images.

<table>
<thead>
<tr>
<th>Model</th>
<th>Benoit</th>
<th>Chen</th>
<th>Lin</th>
<th>NN-OR</th>
<th>NN-MS-SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (seconds)</td>
<td>476.872</td>
<td>382.734</td>
<td>4.154</td>
<td>223.56</td>
<td>30.341</td>
</tr>
</tbody>
</table>

models on SVBL 3D IQA Database based on the same platform above. It further indicates that the proposed model has the best overall performance than other models.

4.4.2. Impact of Each Component

Table 12 presents the overall performance of each component of the proposed model, and the best results are highlighted in boldface. The results indicate that the combination of combined model and saliency map both play an important role in image quality assessment, and the proposed model yields the best performance than other schemes, which further presents the effectiveness of the proposed model.

5. Conclusions

This paper proposes an effective quality assessment method of stereoscopic images based on human 3D visual saliency map and binocular visual characteristics, which can precisely predict the quality of 3D images that are
Table 12: Overall Performance Comparison of Each Component of the Proposed Scheme

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLCC</th>
<th>SROCC</th>
<th>KROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme A</td>
<td>0.8897</td>
<td>0.9004</td>
<td>0.7043</td>
<td>10.0123</td>
</tr>
<tr>
<td>Scheme B</td>
<td>0.9107</td>
<td>0.9053</td>
<td>0.7432</td>
<td>9.9248</td>
</tr>
<tr>
<td>Scheme C</td>
<td>0.9153</td>
<td>0.9122</td>
<td>0.7621</td>
<td>9.3224</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.9245</td>
<td>0.9207</td>
<td>0.7853</td>
<td>9.1537</td>
</tr>
</tbody>
</table>

contaminated by different types of symmetric distortions. A great contribution of this work is that it provides a novel quality assessment method where the binocular combination behavior and visual saliency characteristics are both considered. What’s more, our model has two clear advantages as follows: (1) We develop a novel 3D saliency map based on the absolute disparity map which can greatly reduces the computational complexity by avoiding calculate the depth information. It guides us to assign appropriate weights to the visual information content of the 3D images. (2) The proposed model highlights the important areas that human eyes tend to be interested in based on effectively combined the binocular combination characteristics and visual saliency together. We demonstrate the effectiveness of our framework on the LIVE 3D Image Quality Database distorted by symmetric distortions and SVBL 3D IQA Database. Experimental results show that the proposed method can achieve high consistency with the subjective assessments. In the future work, we will also focus on predicting the quality of stereo images and 3D videos that distorted by asymmetric distortions.
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