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Exploiting constructive interference for simultaneous wireless information and power transfer in multiuser downlink systems
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Abstract—In this paper we propose a power-efficient approach for information and energy transfer in multiple-input single-output downlink systems. By means of data-aided precoding, we exploit the constructive part of interference for both information decoding and wireless power transfer. Rather than suppressing interference as in conventional schemes, we take advantage of constructive interference among users, inherent in the downlink, as a source of both useful information signal energy and electrical wireless energy. Specifically, we propose a new precoding design that minimizes the transmit power while guaranteeing the quality of service (QoS) and energy harvesting constraints for generic phase shift keying modulated signals. The QoS constraints are modified to accommodate constructive interference, based on the constructive regions in the signal constellation.

Although the resulting problem is nonconvex, several methods are developed for its solution. First we derive necessary and sufficient conditions for the feasibility of the considered problem. Then we propose second-order cone programming and semi-definite programming algorithms with polynomial complexity that provide upper and lower bounds to the optimal solution and establish the asymptotic optimality of these algorithms when the modulation order and SINR threshold tend to infinity. A practical iterative algorithm is also proposed based on successive linear approximation of the non-convex terms yielding excellent results. More complex algorithms are also proposed to provide tight upper and lower bounds for benchmarking purposes. Simulation results show significant power savings with the proposed data-aided precoding approach compared to the conventional precoding scheme.
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I. INTRODUCTION

Recently simultaneous wireless information and power transfer (SWIPT) via the radio frequency energy harvesting (EH) technology has emerged as a new solution for sustainable wireless network operation. In a multiuser scenario, interference signals provide a source for energy harvesting. On the other hand, there have been some efforts in exploiting constructive interference (CI) to improve the users’ quality-of-service (QoS) and save the transmit power. This paper aims to exploit both data and channel state information (CSI) at the transmitter to facilitate the information and energy transfer in a multiple-input single-output (MISO) broadcast channel. Below we give a brief literature review on simultaneous wireless information and power transfer and data-aided precoding.

Simultaneous Wireless and Information Power Transfer (SWIPT)

The fundamental concept of simultaneous wireless transmission of energy and information is introduced in [2] from an information theoretic standpoint. In [3] the authors discuss two practical receiver structures for simultaneous wireless information and power transfer termed as “time switching” (TS) and “power splitting” (PS), to separate the received signal for decoding information and harvesting energy, respectively. Furthermore, multi-antenna technology can greatly facilitate the information and power transfer. The optimal precoding design for energy and information transfer in a MISO broadcast channel is studied in [4]. The achievable information and energy transmission trade-offs are investigated in [5] for a 2-user multiple-input multiple-output (MIMO) interference channel (IC), based on different combinations of receiver modes. Joint information and power transfer is studied for a general K-user MISO IC in [6] based on PS receivers where semidefinite relaxation is used to solve the precoding design. A more efficient and decentralized second-order cone programming (SOCP) relaxation is used in [7]. Energy-efficient wireless power transfer is studied in single-antenna frequency division multiple access systems [8] and multicell coordinated precoding in [9], in which Lagrangian optimization and semidefinite relaxation are used to solve the nonconvex problem.

Beamforming Optimization

Regarding the precoding design for a broadcast channel, conventional precoding involves a statistical view of interference and focuses on either maximizing the QoS - most commonly signal to interference-plus-noise ratio (SINR) - and minimizing interference subject to a transmit power, or minimizing the transmit power subject to QoS constraints. Accordingly a number of optimization problems have been studied...
for broadcast channels in [10], where convex formulations of such nature were proposed. Recent works have focused on the utility maximization in MIMO interfering broadcast channels [12], [13] and full-duplex radios [14]. For the cases of CSI errors, robust versions of these optimization problems have been studied in [15] – [20]. In [15], a robust max-min approach was developed for a single-user MIMO system based on convex optimization. Later in [11], the robust transmission schemes to maximize the compound capacity for single and multiuser rank-one Ricean MIMO channels were addressed, based on the uncertainty set in [16]. Robust beamforming for multiuser MISO downlink channels with individual QoS constraints under an imperfect channel covariance matrix was studied in [10], [17]. Recently in [18], the optimal power allocation over fixed beamforming vectors was obtained in the presence of errors in CSI matrices. Most recently, efficient numerical solutions to find conservative robust beamforming for multiuser MISO systems with mean-square-error (MSE) and SINR constraints and different bounded CSI errors have been developed in [19], [20]. Moreover, SINR balancing optimizations have been proposed in [21] where the minimum achievable SINR is maximized, subject to a total transmit power constraint.

Data-Aided Beamforming for Interference Exploitation

A newer branch of the downlink beamforming optimization literature, offers an alternative view of the interference, where as opposed to the above statistical approach, interference is treated on an instantaneous basis, by symbol-level precoding. The relevant works focus on exploiting the constructive superposition of useful and interfering signals, to utilise interfering signals as first explored for closed-form precoders [22]- [25]. In [26] a symbol-level precoding is introduced where the conventional optimization constraints are adapted to accommodate constructive interference for phase shift keying modulation (PSK). Further work in [27] focuses on a more relaxed optimization where the optimization constraints are designed based on the constructive interference regions in the PSK constellation, first characterised in [28]. More recent work has extended the above downlink beamforming optimization to quadrature amplitude modulation (QAM) constellations [24], [29].

Our Approach

In this work, we explore the adaptation of conventional SWIPT beamforming [2]- [6] as per the above symbol level precoding, to exploit an interfering signal as both a source of useful electrical power for EH and information-driven signal power for the exploitation of constructive interference. Explicitly, we aim to optimize data-aided precoding design in a MISO broadcast channel with PS receivers by exploiting constructive interference as a useful source for both signal and power transfer. We study the problem of transmit power minimization under both SINR and EH constraints.

Our major contribution is that we introduce a new linear pre-coder design for SWIPT that a) reduces the transmit power for given QoS and EH constraints compared to existing precoders based on the proposed constructive interference regions, and b) as opposed to conventional SWIPT precoders, applies to scenarios with higher number of users than transmit antennas. We re-cast the original optimization problem as a virtual multicast optimization problem in which common messages rather than individual messages are sent to all users using a common beamforming vector. This reformulation greatly simplifies the optimization and facilitates efficient solution. However, even the simplified problem is still nonconvex. Our explicit contributions to develop algorithmic solutions are listed below:

1) We provide necessary and sufficient conditions to examine the feasibility of the considered problem, which can be checked by solving a linear programming (LP) problem.
2) We formulate polynomial problems that can be solved with SOCP and semi-definite programming (SDP) algorithms which provide lower and upper bounds to the optimal solution.
3) We develop tight upper and lower bounds based on exponential complexity mixed-integer SOCP (MISOCP).
4) We propose a practical iterative algorithm to achieve locally optimal solutions using successive linear approximation for the nonconvex terms.
5) We devise a low-complexity iterative algorithm that provides the optimal solution given a feasible precoding vector.
6) We prove asymptotic optimality of the developed lower and upper bound polynomial complexity algorithms when the SINR threshold and the modulation order tends to infinity.

Our simulation results show that compared to the conventional precoding, the proposed data-aided precoding leads to 4-13 dBW of power saving for all examined cases with one to two orders of magnitude faster execution time.

We note that, while the following analysis focuses on PSK modulation, the above concept and relevant optimizations can be extended to other modulation formats such as QAM as per [29] or by adapting the decision thresholds of the constellation to accommodate for constructive interference [24]. It should be stressed however, that the proposed schemes are most useful in high interference scenarios where low order modulation such as Binary PSK (BPSK) and Quadrature PSK (QPSK) are used in the communication standards to ensure reliability [30]. In addition, constant envelope modulation such as PSK has received particular interest recently with the emergence of large scale MIMO systems [31]. All the above motivate our focus on PSK constellations. Finally, we note that, in line with the relevant literature we assume a time division duplex (TDD) transmission here, where the base station directly estimates the downlink channel using uplink pilot symbols and uplink-downlink channel reciprocity.

The rest of the paper is organized as follows. Section II introduces the system model and provides a review of conventional precoding design, while Section III formulates the considered optimization problem based on CI precoding. Sections IV and V develop several polynomial complexity algorithms with different performance and execution time...
characteristics to provide upper and lower bound solutions, respectively. Section VI introduces exponential complexity algorithms that yield tight upper and lower bounds to the optimal solution for comparison purposes. Section VII theoretically investigates the feasibility of the considered problem and establishes asymptotic optimality results for the proposed polynomial complexity algorithms. Section VIII illustrates the numerical performance of the developed algorithms compared to optimality and conventional precoding design. Finally, Section IX concludes the paper.

Notation: We use the upper case boldface letters for matrices and lower case boldface letters for vectors. $(\cdot)^*$ and $(\cdot)^T$ denote the conjugate and transpose, respectively. $\| \cdot \|$ stands for the Frobenius norm. The Rayleigh quotient of matrix $S$ is defined as $x^H S x / (x^H x)$. $\lambda_{\max}(S)$ denotes the maximum eigenvalue of matrix $S$. A complex Gaussian random vector variable $z$ with mean $\mu$ and variance variance $\Sigma$ is represented as $z \sim \mathcal{CN}(\mu, \Sigma)$. A uniform random variable in the range $[a, b]$ is denoted as $z \sim U(a, b)$. $\mathbb{E}\{\cdot\}$ denotes the expectation. $\text{Re}(x)$ and $\text{Im}(x)$ denote the real part and imaginary part of a complex number $x \in \mathbb{C}$, respectively.

II. System Model and Conventional Solution

A. System Model

Consider a MISO broadcast channel where an $N$-antenna base station (BS) transmits both signals and energy to $K$ single-antenna users. For user $i$, its channel vector, precoding vector, received noise, data, SINR and EH constraints are denoted as $h_i^T$, $t_i$, $n_i$, $d_i$, $\Gamma_i$, $E_i$, respectively. The PSK modulated symbol can be expressed as $d_i = e^{j\phi_i}$, where $d$ denotes the constant amplitude and $\phi$ is the phase. Without loss of generality, we assume $d = 1$. The average transmit power is

$$P_T = \mathbb{E}\left\{\left\| \sum_{k=1}^{K} t_k d_k \right\|^2 \right\}. \quad (1)$$

$n_i \sim \mathcal{CN}(0, N_0)$ is the additive white Gaussian noise (AWGN). All wireless links exhibit independent frequency non-selective block fading. The received signal at user $i$ is

$$y_i = h_i^T \sum_{k=1}^{K} t_k d_k + n_i. \quad (2)$$

To decode the information and harvest RF energy at the receiver side, the practical PS technique [3] is used. Specifically, the receiver splits the RF signal into two parts: one for information decoding and the other for energy harvesting, with relative power of $\rho_i$ and $1 - \rho_i$, respectively.

The signal for information decoding is expressed as

$$\tilde{y}_i = \sqrt{1 - \rho_i} y_i + \tilde{n}_i = \sqrt{\rho_i} h_i^T \sum_{k=1}^{K} t_k d_k + \nu_i + \tilde{n}_i, \quad (3)$$

where $\tilde{n}_i \sim \mathcal{CN}(0, N_C)$ is the complex AWGN introduced in the RF to baseband conversion in the decoding process, which is independent of $n_i$.

The signal for energy harvesting is

$$\tilde{y}_i = \sqrt{1 - \rho_i} y_i = \sqrt{1 - \rho_i} \left( h_i^T \sum_{k=1}^{K} t_k d_k + n_i \right) \quad (4)$$

with average power

$$P_i = (1 - \rho_i) \mathbb{E}\left\{ \left| h_i^T \sum_{k=1}^{K} t_k d_k + n_i \right|^2 \right\}. \quad (5)$$

The problem of interest is to minimize the total transmit power $P_T$ in (1) subject to QoS (i.e., SINR) constraints $\{\Gamma_i\}$ and energy harvesting constraints $\{E_i\}$, respectively. This will be achieved by optimizing beamforming design, power allocation and splitting, by exploiting the CI concept.

In the following, we first review the conventional precoding design then we introduce the proposed approach based on constructive interference.

B. Review: Conventional Precoding

In conventional MISO downlink precoding, users’ data are independent of each other, i.e., $\mathbb{E}(d_i^* d_j) = 0, \forall j \neq i$. In this case, the transmit power in (1) becomes

$$P_T = \sum_{i=1}^{K} \| t_i \|^2. \quad (6)$$

Based on the signal model (3) for information decoding, the received SINR for user $i$ is given by

$$\Gamma_i^{\text{con}} = \frac{|h_i^T t_i|^2}{\sum_{j=1, j \neq i}^{K} |h_j^T t_j|^2 + N_0 + N_c \rho_i}. \quad (7)$$

The harvested energy can be derived from (5) as

$$P_i^{\text{con}} = (1 - \rho_i) \left( \sum_{k=1}^{K} |h_i^T t_k|^2 + N_0 \right). \quad (8)$$

Consequently, the power minimization problem with both QoS and EH constraints can be formulated as

$$\min_{\{t_i, \rho_i\}} \sum_{i=1}^{K} \| t_i \|^2 \quad \text{s.t.} \quad \Gamma_i^{\text{con}} \geq \Gamma_i, \quad P_i^{\text{con}} \geq E_i, \quad 0 < \rho_i < 1, \forall i. \quad (9)$$

It is easy to see that formulation (9) is non-convex and hence challenging to solve. In our previous work [6], we have used semidefinite programming relaxation to tackle it and we show that the relaxation is tight for 2-user and 3-user MISO IC. This result is extended in [4], showing that the SDP relaxation is tight for the general MISO downlink case ($K \in \mathbb{N}$).

III. Proposed Precoding with Constructive Interference

A. Problem Formulation

Traditional precoding techniques refer to Gaussian information signals and treat users’ data as totally random and independent information streams, and the interference between them as harmful. For the PSK signalling considered, however,
interference can be constructive to the signal’s detection on an instantaneous basis when it shifts the received constellation point away from the decision thresholds in the constellation [22]-[26]. Therefore, in this context one user’s data do not always generate harmful interference to others. With the knowledge of both the instantaneous CSI and the data symbols at the BS, the received interference can be classified to be constructive or destructive. In brief, while destructive interference deteriorates performance, CI moves the received symbols away from the decision thresholds of the constellation and thus improves the detection. We refer the readers to [22]-[24] for further details. The main idea of the proposed precoding is to exploit the CI for both information decoding and energy harvesting.

The received signal at user $i$ in (2) can be rewritten as

$$y_i = h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} d_i + n_i,$$

(9)

The information decoding part can be written as

$$\sqrt{p_i} y_i + \tilde{n}_i = \sqrt{p_i} h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} d_i + \sqrt{p_i} n_i + \tilde{n}_i.$$  

(10)

We illustrate the derivation of the SINR constraint for the example of QPSK in Fig. 1. Here, Fig. 1(a) represents the conventional optimization region and Fig. 1(b) shows the proposed optimization region. We have used the definitions $y_i^R = \text{Re} \left( h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} \right)$ and $y_i^I = \text{Im} \left( h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} \right)$.

By means of their definition, $y_i^R$ and $y_i^I$ essentially shift the observation of received symbol onto the axis from the origin of the constellation diagram to the constellation symbol of interest. Clearly, $y_i^R$ provides a measure of the amplification of the received constellation point along the axis of the nominal constellation point due to constructive interference, and $y_i^I$ provides a measure of the angle shift from the original constellation point, i.e. the deviation from the axis of the nominal constellation point with phase $\phi_i$. The reader is referred to [27] for further details where this concept is explained in the context of downlink precoding.

In conventional precoding optimization, $y_i^R$ and $y_i^I$ are constrained such that the received symbol is contained within a circle (denoted by the dashed circle in Fig. 1(a)) around the nominal constellation point, so that the interference caused by the other symbols is limited. In contrast to this, the concept of CI is exploited to allow a relaxation of $y_i^R$ and $y_i^I$ for all transmit symbols, under the condition that the interference caused is constructive, lying in the green shaded sector in the diagram [23]. It can be seen that $y_i^R$ and $y_i^I$ are allowed to grow infinitely, as long as their ratio is kept such that the received symbol is contained within the constructive area of the constellation, i.e., the distances from the decision thresholds, as set by the SNR constraints $\gamma_i$, are not violated. It can be seen that the angle of interference need not be strictly aligned with the angle of the useful signal, as long as it falls within the constructive area of the constellation. For a given modulation order $M$ the maximum angle shift in the CI area is given by $\theta = \pi / M$. By using basic geometry we arrive at the SINR constraint expressed as [27]

$$|y_i^I| \leq (y_i^R - \gamma_i) \tan \theta,$$

(11)

which is expanded to

$$\left| \text{Im} \left( h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} \right) \right| \leq \sqrt{E_i \left( N_0 + \frac{N_C}{\rho_i} \right)} \tan \theta.$$  

(12)

The harvested energy and the total transmit power can be derived based on (1) and (5), respectively, as

$$P_i = |h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)}|^2$$

and

$$P_T = \sum_{k=1}^{K} |t_k e^{j(\phi_k - \phi_i)}|^2.$$  

Therefore, the power minimization problem subjective to both SINR and EH constraints with the aid of the CI can be formulated as

$$\min_{\{t_k, \phi_k\}} \left\| \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} \right\|^2$$

s.t. constraints (12),

$$\left| \text{Im} \left( h_i^T \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)} \right) \right| \geq \sqrt{E_i \left( N_0 + \frac{N_C}{\rho_i} \right)} \tan \theta, \quad i \in K$$

$$0 < \rho_i < 1, \quad i \in K.$$  

By defining $\tilde{h}_i = h_i e^{j(\phi_0 - \phi_i)}$ and $w = \sum_{k=1}^{K} t_k e^{j(\phi_k - \phi_i)}$, we can write (13) equivalently as

$$\min_{\{w, \rho\}} \|w\|^2$$

s.t. $|\text{Im} (\tilde{h}_i^T w)| \leq \sqrt{E_i \left( N_0 + \frac{N_C}{\rho_i} \right)} \tan \theta, \quad i \in K$  

$$\left| \text{Re} (\tilde{h}_i^T w) \right| \geq \frac{E_i}{1 - \rho_i}, \quad i \in K$$

$$|\tilde{h}_i^T w|^2 \geq \frac{E_i}{1 - \rho_i}, \quad i \in K.$$  

(14a)

(14b)

(14c)

(14d)
Although the reformulation (14) seems a trivial step, it indicates that the original broadcast channel reduces to a virtual multicast channel with common messages to all users [32]. The problem (14) is nontrivial to solve because of the nonconvex constraint \( |\mathbf{h}_i^T \mathbf{w}|^2 \geq \frac{E_i}{1 - \rho_i} \). The rest of this paper is devoted to solving the multicast problem (14).

IV. APPROXIMATE SOCP SOLUTIONS

In this section we develop two algorithms that provide approximate solutions to the considered problem. The first approximates the nonconvex constraints to formulate and solve an SOCP convex problem. The second builds upon the first solution to provide a better solution using successive linear approximation. A brief introduction on SOCP formulations is provided before describing these algorithms.

SOC problems are convex formulations involving the minimization of a linear function subject to linear and second-order cone (SOC) constraints [33]. Their standard form is:

\[
\begin{align*}
\min & \quad \mathbf{c}^T \mathbf{x} \\
\text{s.t.} & \quad \mathbf{A} \mathbf{x} = \mathbf{b}, \\
& \quad \|\mathbf{C}_i \mathbf{x} - \mathbf{d}_i\| \leq \mathbf{e}_i^T \mathbf{x} + f_i, \quad i = 1, \ldots, L_C,
\end{align*}
\]

Among the constraints that can be modeled using SOCs are the restricted hyperbolic constraints which have the form: \( x^T \mathbf{x} \leq yz \), where \( x \in \mathbb{C}^{N \times 1}, y, z \geq 0 \). Such a constraint is equivalent to a rotated SOC constraint of the form:

\[
\left\| \begin{pmatrix} 2x & y - z \end{pmatrix} \right\| \leq y + z.
\]

For example, constraint \( x^2 \leq yz, y, z \geq 0 \) is equivalent to SOC \( \|\begin{pmatrix} 2x & y - z \end{pmatrix} \| \leq y + z \). Also, the geometric mean constraint (GMC) \( x_1 \ldots x_{2l} \geq \sqrt[l]{x_1 \cdots x_{2l}} \), \( x_i \geq 0, \quad i = 1, \ldots, 2l \) is represented by a hierarchy of SOC constraints by defining existing variables as \( x_i \equiv x_{0,i} \) and new variables \( x_{k,i} \geq 0, \quad k = 1, \ldots, l, i = 1, \ldots, 2^{l-k} \) so that GMC is equivalent to [34, p.105]:

layer \( k: x_{k-1,2i-1}x_{k-1,2i} \geq x_{k,i}, i = 1, \ldots, 2^{l-k}, k = 1, \ldots, l, \)

\[ x_{l,1} \geq t. \]

A. Upper bounding SOCP algorithm

In this section, an upper bound solution to (14) is derived by approximating the problem using convex SOCP. Towards this direction, we begin by reformulating (14b) for \( i \in \mathcal{K} \) using SOC constraints. If we define

\[
\begin{align*}
v_i &= |\operatorname{Im} (\mathbf{h}_i^T \mathbf{w})|, \\
y_i^R &= \operatorname{Re} (\mathbf{h}_i^T \mathbf{w}) = \sum_{k=1}^{K} \operatorname{Re}(\mathbf{h}_{i,k})w_k^R - \operatorname{Im}(\mathbf{h}_{i,k})w_k^I, \\
y_i^I &= \operatorname{Im} (\mathbf{h}_i^T \mathbf{w}) = \sum_{k=1}^{K} \operatorname{Im}(\mathbf{h}_{i,k})w_k^R + \operatorname{Re}(\mathbf{h}_{i,k})w_k^I,
\end{align*}
\]

then it is true that the absolute term of (14b) can be equivalently represented by two linear constraints as:

\[
y_i^R \leq v_i, \quad -y_i^I \leq v_i, \quad i \in \mathcal{K}.
\]

This is true because on the one hand, constraint (17) forces \( v_i \geq |y_i^R|, \quad i \in \mathcal{K} \), and on the other hand, (14b) forces \( v_i \) to be as small as possible, which is achieved for \( v_i = |y_i^R| \).

To deal with the square root, the terms in (14b) are rearranged and both sides of the constraint are squared yielding

\[
(y_i^R - v_i / \tan \theta)^2 \geq \Gamma_i \left( N_0 + \frac{N_C}{\rho_i} \right),
\]

which is equivalent to

\[
\begin{align*}
z_i^+ &= y_i^R - v_i / \tan \theta + \sqrt{\Gamma_i N_0}, \\
z_i^- &= y_i^R - v_i / \tan \theta - \sqrt{\Gamma_i N_0}, \\
z_i^+ z_i^- &\geq \frac{\Gamma_i N_C}{\rho_i}.
\end{align*}
\]

From the constraint in (14b), it is easy to see that a solution of (14) satisfies \( y_i^R > v_i / \tan \theta \geq 0 \), and hence \( z_i^+ > 0 \). Because the right hand side (r.h.s.) of (20) is positive, combined with the fact that \( z_i^+ > 0 \), implies that a solution of (14) satisfies \( z_i^+, z_i^- > 0 \); hence, based on the SOC hierarchy for GMC, (20) is equivalent to:

\[
\begin{align*}
z_i^+ z_i^- &\geq r_i^2, \quad \rho_i \geq r_i^2, \\
r_{1,i} r_{2,i} &\geq \sqrt{\Gamma_i N_C}, \\
z_i^+ &\geq 0, \quad z_i^- \geq 0, \quad r_{1,i} \geq 0, \quad r_{2,i} \geq 0.
\end{align*}
\]

To summarize, constraint (14b) is equivalent to (15)-(19) and (21)-(23).

Constraint (14c), is not convex due to the term \( ||\mathbf{h}_i^T \mathbf{w}||^2 = (y_i^R)^2 + (y_i^I)^2 \), \( i \in \mathcal{K} \); nonetheless, it can be convexified by eliminating the real or imaginary part. Eliminating the imaginary part is better because \( y_i^R \geq |v_i| / \tan \theta + \sqrt{\Gamma_i N_0} \) yielding the constraint:

\[
(y_i^R)^2 \geq \frac{E_i}{1 - \rho_i},
\]

which is similar to (20), and hence can be reformulated into SOCP. Hence, the approximate SOCP formulation is:

\[
\min \{ \mathbf{w}, \mathbf{x}, \mathbf{r}_i, \mathbf{r}_2, \mathbf{y} \} \quad ||\mathbf{w}||^2
\]

s.t. Constraints (15)-(19), (21)-(23), (14d),

\[
\begin{align*}
1 - \rho_i &\geq r_i^2, \quad i \in \mathcal{K}, \\
r_{3,i} y_i^R &\geq \sqrt{E_i}, \quad i \in \mathcal{K}, \\
r_{3,i} &\geq 0, \quad y_i^R \geq 0 \quad i \in \mathcal{K}.
\end{align*}
\]

Problem (25) provides an upper bound to the solution of (14), as its solution is always feasible for the latter since \( (y_i^R)^2 + (y_i^I)^2 \geq (y_i^R)^2 \). Note that if \( y_i^R = 0, \quad i \in \mathcal{K} \), then this formulation provides an optimal solution.

B. Successive linear approximation algorithm

In this section, we propose an iterative approach to tackle the nonconvex constraint (14b) \( (y_i^R)^2 + (y_i^I)^2 \geq (y_i^R)^2 \), using successive linear approximation (SLA). To illustrate the idea, we define the quadratic function \( f(v) \triangleq v^2 \), which has the same form with the nonconvex terms \( (y_i^R)^2 \) and \( (y_i^I)^2 \), \( i \in \mathcal{K} \).
The linear approximation of \( f(v) \) around the point \( p \) can be expressed as
\[
f(v) \approx f(p) + \left( \frac{df(v)}{dv} \right)_{v=p} (v - p) = p^2 + 2p(v - p) \tag{26}
\]

It is important to note that the first order approximation \( p^2 + 2p(v - p) \) always approximates the quadratic function \( v^2 \) from below such that \( v^2 \geq p^2 + 2p(v - p) \), for all \( v, p \).

Let \( y_i^R(\tau) \) and \( y_i^I(\tau) \) denote the values of variables \( y_i^R \) and \( y_i^I \) obtained using \( w(\tau) \) at the \( \tau \)-th iteration of the algorithm. Performing linear approximation of the nonconvex constraints yields
\[
\omega_i \geq E_i / (1 - \rho_i), \quad i \in \mathcal{K} \tag{27}
\]
where \( \omega_i \), for \( i \in \mathcal{K} \) is given by
\[
\omega_i = (y_i^R(\tau))^2 + 2(y_i^R - y_i^R(\tau)) + (y_i^I(\tau))^2 + 2(y_i^I - y_i^I(\tau)). \tag{28}
\]

Hence, the problem that needs to be solved during the \( \tau + 1 \) iteration is given by:
\[
\begin{align*}
\min_{\{w, p, x, t, r, z, y, y_f, w_f, v, w\}} & \quad \|w\|^2 \\
\text{s.t.} & \quad \text{Constraints (15)-(19), (21)-(23), (14d),(28)} \tag{29a}
\end{align*}
\]

SLA is outlined in Algorithm 1. The algorithm starts by solving problem (25) to obtain an initially feasible solution. Then, an iterative procedure is followed which involves linear approximation of the nonconvex terms upon derivation of \( y_i^R(\tau) \) and \( y_i^I(\tau) \) followed by the solution of problem (29) to obtain a new approximate solution to the initial problem. The procedure is repeated until the relative difference of the objective function between two successive iterations is below a threshold \( \epsilon \). It is important to note that \( (y_i^R)^2 + (y_i^I)^2 \geq \omega_i \) is always true, which implies that solving (29) always provides a feasible solution to (14). SLA is a widely used procedure in signal processing for communications that has been proven to converge to a local optimum [35]. Algorithm 1 starts from the solution of (25) and progressively improves so that its solution is at least as good as the one of (25). Hence, there is a computational complexity/solution quality tradeoff between formulation (25) and Algorithm 1 as the former has lower computational complexity, while the latter yields results closer to optimality.

### C. Improving Feasible Solutions

In sections IV-A and IV-B procedures have been developed to obtain feasible solutions to problem (14) using SOCP. This section proposes a low-complexity algorithm to improve upon a feasible solution \( \hat{w}, \hat{\rho} \), i.e. to obtain a new solution with lower total transmit power. The key idea is to attempt to find an optimal value for variable \( 0 < \delta < 1 \) such that \( \hat{w} = \delta \hat{w} \) and \( \hat{\rho} \) is a feasible solution to problem (14). Replacing \( w \) with \( \delta \hat{w} \) in formulation (14) yields:
\[
\begin{align*}
\min_{\{\delta, \rho\}} & \quad \delta^2 \|\delta \hat{w}\|^2 \\
\text{s.t.} & \quad \text{Constraints (31)-(35)} \tag{30a}
\end{align*}
\]

Notice that the objective function of (30) is unimodal and involves only variable \( \delta \). Hence, one solution approach is to apply the bisection method, which examines whether problem (30) is feasible for a specific \( \delta \) and appropriately increases or decreases \( \delta \). Notice also that for fixed \( \delta \) the problem can be decomposed into \( K \) separable 1-D subproblems involving variables \( \rho_i \). Rearranging the terms in (30b) and (30c) for subproblem \( i \) yields:
\[
\begin{align*}
\rho_i \geq (\Gamma_i N_C) / (\eta_{1i} \delta^2 - \Gamma_i N_0) = \rho_i^{LB} \tag{31} \\
\rho_i \leq 1 - E_i / (\eta_{2i} \delta^2) = \rho_i^{UB}, \tag{32}
\end{align*}
\]

where
\[
\begin{align*}
\eta_{1i} = \left( \text{Re} \left( \tilde{h}_i^T \tilde{w} \right) - \| \text{Im} \left( \tilde{h}_i^T \tilde{w} \right) / \tan \theta \|^2 \right) \tag{33} \\
\eta_{2i} = \| \tilde{h}_i^T \tilde{w} \|^2. \tag{34}
\end{align*}
\]

Feasibility of inequalities (31) and (32) is achieved when \( 0 < \rho_i^{LB} < \rho_i^{UB} < 1 \). If feasibility is true for all \( i \in \mathcal{K} \), then solution \( \delta \hat{w} \) is feasible for problem (30) otherwise the problem is deemed infeasible for the particular value of \( \delta \).

Each iteration of the bisection method is \( O(K) \) and since convergence through bisection is achieved in approximately \( \log_2(1/\epsilon) \) iterations, where \( \epsilon \) is an optimality tolerance, the total complexity of the algorithm is \( O(K \log_2(1/\epsilon)) \) which is significantly smaller than the complexity of SOCP or SDP algorithms.

### V. LOWER BOUNDING FORMULATIONS

In this section two formulations are developed that provide lower bounds to the optimal solution of (14). These include an SOCP formulation and an SDP one that builds upon the SOCP formulation to provide tighter bounds. Developing lower bounding formulations is important because they provide an indication of how far a solution is from the optimal.
A. SOCP lower bounding formulation

In order to obtain an SOCP LB solution, we need to approximate from below the non-convex term in (14c). For this reason, we consider that \( y_i^R \geq v_i / \tan \theta \), which implies that \((y_i^R)^2 + y_i^R v_i \tan \theta \leq (y_i^R)^2 + (y_i^R)^2 \). Because \((y_i^R)^2 + y_i^R v_i \tan \theta \) can be expressed as the product of two positive linear terms, i.e., \( y_i^R (y_i^R + v_i \tan \theta) \), the resulting constraint can be expressed into a convex SOCP form similar to (20), yielding the formulation:

\[
\min_{\{w, p, x_i^z, r_i, r_{1,i}, r_{4,i}, u_i, y_i^R, y_i^L, y_i\}} \|w\|^2
\]

s.t. Constraints (15)-(19), (21)-(23), (14d),
\[
1 - \rho_i \geq r_{3,i}^2, \quad i \in \mathcal{K},
\]
\[
u_i = y_i^R + v_i \tan \theta, \quad i \in \mathcal{K},
\]
\[
y_i^R u_i \geq r_{4,i}^2, \quad i \in \mathcal{K},
\]
\[
\begin{align*}
 r_{3,i} &\geq \sqrt{E_i}, \quad i \in \mathcal{K}, \\
r_{3,i} &\geq 0, r_{4,i} \geq 0, \quad u_i \geq 0, \quad i \in \mathcal{K}.
\end{align*}
\]

B. SDP lower bound formulation

The SDP relaxation for the nonconvex constraint has been proven very useful in providing tight and in some cases optimal results \([4], [7]\). The difficulty in developing the SDP relaxation for the nonconvex term in (14c) is achieved by approximating the non-convex quadratic terms, \((y_i^R)^2 + (y_i^L)^2\), into mixed-interger linear expressions using piecewise linear approximation (PLA) functions. Note that considering an upper (lower) PLA envelope yields a LB (UB) to problem (14), as the resulting PLA function overestimates (underestimates) the values of \((y_i^R)^2 + (y_i^L)^2\). Naturally, by tightening the PLA of the quadratic terms, better bounds are obtained, but this requires more linear segments resulting in higher computational cost. Note that these approaches have exponential complexity and are only used for benchmarking purposes.

One can easily find the PLA of a quadratic function, by considering a fixed number of points, at integer multiples of a parameter \( \kappa \), such that segments are either tangent (lower envelope) or intersect (upper envelope) the quadratic function. Nonetheless, this approach has no control over the approximation error, while the maximum error for different segments varies. For this reason, an approach has been followed that produces segments when needed so that the approximation error does not exceed a predefined value \( e_m \) \([37]\). Although this approach may lead to a large number of segments we can adjust \( e_m \) to achieve the desirable number of segments and at the same time maintain the error less than a constant known value.

To illustrate the PLA procedure, here we only consider a general variable \( y \) in place of \( y_i^L \) and \( y_i^L \) and an approximation interval \( \{y_L, y_U\} \). The approximation procedure, involves two steps for the production of each segment. In UPLA, where an upper envelope needs to be produced, the first step for the derivation of segment \( l \), starts from a known intersection point \( \{y_L, y_U\} \) (initially it is set \( y_L = y_L \)) and finds a line \( \alpha y + \beta \) such that \( y^2 - (\alpha y + \beta) \leq e_m \), for \( y^2 \geq \alpha y + \beta \).

In the second step, a new intersection point is found, such that

SDP formulation (38) provides a lower bound to (14); it is optimal if \( \text{rank}(W) = 1 \), in which case it is true that \( W = WW^T \). Note also that (38) is tighter than both (35) and (37), as it combines both lower bounding formulations. Finally, notice that there is a computational complexity/solution quality tradeoff between formulations (35) and (38) as the former has lower computational complexity, while the latter yields tighter lower bounds.

VI. TIGHT MISOPC BOUNDS

Due to the non-convexity of (14), in Sections IV and V we have proposed several algorithms to obtain polynomial but suboptimal upper and lower bound solutions. To evaluate the performance of these algorithms in terms of optimality, in this section a MISOPC formulation is developed, which provides tight lower and upper bounds to the optimal solution. This is achieved by approximating the non-convex quadratic terms, \((y_i^R)^2 + (y_i^L)^2\), in (14c) into mixed-interger linear expressions using piecewise linear approximation (PLA) functions. Note that considering an upper (lower) PLA envelope yields a LB (UB) to problem (14), as the resulting PLA function overestimates (underestimates) the values of \((y_i^R)^2 + (y_i^L)^2\). Naturally, by tightening the PLA of the quadratic terms, better bounds are obtained, but this requires more linear segments resulting in higher computational cost. Note that these approaches have exponential complexity and are only used for benchmarking purposes.
region of approximation. Since the approximated functions produced for LPLA continue operation until obtained from the maximum Rayleigh quotient. Since y2 provides an upper bound so-

\[ y_{i+1}^2 = \alpha_i y_i + \beta_i, \] which completes the creation of the lth segment.

In LPLA, where a lower envelope needs to be produced, the first step for the derivation of segment l, starts from a point of maximum error, \{y_l, y_l - e_m\} (initially, the procedure starts from \(y_l = y_L - e_m\)) and computes a line \(\alpha_i y + b_i\) that is tangent to \(y^2\). In the second step, a new point of maximum error is found such that \(\alpha_i y_{i+1} + \beta_i = y_{i+1}^2 - e_m\), which completes the creation of the lth segment. UPLA and LPLA continue operation until \(y_m\) is reached. Fig. 2 illustrates an example of the upper and lower envelope approximation functions produced for \(f(x) = x^2\) using the described methods when \(e_m = 1\).

One issue that still has not been discussed concerns the region of approximation. Since the approximated functions \((y_i^R)^2\) and \((y_i^L)^2\), \(i \in K\) are produced from \(|\mathbf{h}_i^T \mathbf{w}|^2 = \mathbf{w}^H \mathbf{h}_i^T \mathbf{h}_i \mathbf{w}\), an upper bound for both functions can be established by finding the maximum value of this term. Based on the fact that a feasible solution \(\mathbf{w}\) provides an upper bound solution to (14), \(f_{UB} = \mathbf{w}^H \mathbf{w}\), e.g. obtained from (25), an upper bound for \((y_i^R)^2\) and \((y_i^L)^2\) is the quantity \(f_{UB} \lambda_{\text{max}}(\mathbf{h}_i^T \mathbf{h}_i)\) obtained from the maximum Rayleigh quotient. Since \(y_i^R \geq 0\), the approximation region of \(y_i^R\) is \([0, \sqrt{f_{UB} \lambda_{\text{max}}(\mathbf{h}_i^T \mathbf{h}_i)}]\) and of \(y_i^L\) is \([-\sqrt{f_{UB} \lambda_{\text{max}}(\mathbf{h}_i^T \mathbf{h}_i)}, \sqrt{f_{UB} \lambda_{\text{max}}(\mathbf{h}_i^T \mathbf{h}_i)}]\).

For the approximation of the nonconvex separable constraints with PLA functions we consider the multiple choice model [38]. Let us assume that function \((y_i^R)^2\) is approximated by \(L_i^R\) linear segments with slopes \(\alpha_{i,i-1}^R, \alpha_{i,i+1}^R\), zero-crossing points \(\beta_{i,i-1}^R, \beta_{i,i+1}^R\), and breakpoints \(\gamma_i^R, \gamma_i^R, \gamma_i^R, \gamma_i^R\). For the approximation of \((y_i^R)^2\), the multiple choice model introduces binary variables \(\psi_{i,i}^R\) to indicate whether the lth linear segment \([\gamma_i^R, \gamma_i^R]\) is active and continuous variables \(T_{i,j}^R\), such that \(T_{i,j}^R = y_i^R\) if the lth segment is active and zero otherwise. As a result, it is true that \((y_i^R)^2 \approx \sum \alpha_{i,j}^R T_{i,j}^R + \beta_{i,j}^R \psi_{i,j}^R\) and \(y_i^R = \sum \xi_{i,j}^R\). The same analysis holds true for the approximation of \((y_i^L)^2\).

Based on the above, the resulting MISOP formulation is:

\[
\begin{align*}
\text{min} & \quad \|\mathbf{w}\|^2 \\
\text{s.t.} & \quad \text{Constraints (15)-(19), (21)-(23), (14d) (39b)} \\
& \quad u_i = \sum_{l=1}^{L_i^R} (\alpha_{i,l}^R \xi_{i,l}^R + \beta_{i,l}^R \psi_{i,l}^R) \\
& \quad \sum_{l=1}^{L_i^R} (\alpha_{i,l}^R \xi_{i,l}^R + \beta_{i,l}^R \psi_{i,l}^R), i \in K \\
& \quad y_i = \sum_{l=1}^{L_i^R} \xi_{i,l}^R, y_i = \sum_{l=1}^{L_i^R} \xi_{i,l}^R, i \in K \\
& \quad \psi_{i,l}^R \leq \xi_{i,l}^R, l = 1, ..., L_i^R, i \in K \\
& \quad \xi_{i,l}^R, \psi_{i,l}^R \in \{0, 1\}, l = 1, ..., L_i^R, i \in K \\
& \quad u_i, \psi_{i,l}^R \geq E_i, i \in K \\
& \quad \psi_{i,l}^R \in \{0, 1\}, l = 1, ..., L_i^R, i \in K.
\end{align*}
\]

VII. THEORETICAL ANALYSIS

In this section, the feasibility of problem (14) and the asymptotic optimality of the developed algorithms is investigated.

A. Feasibility Analysis

The following theorem establishes the main result on the feasibility test, which reduces to the solution of an LP constraint satisfaction problem.

**Theorem 1.** Let \(\Delta_i = \Gamma_i (N_0 + N_C)\). Problem (14) is feasible if and only if LP problem (40) is feasible.

**Proof:** The proof is provided in Appendix A.

Theorem 1 states that although the problem is nonlinear and non-convex its feasibility can be tested through the solution of an LP problem. In fact, Theorem 40 confirms that the feasibility of problem (14) is independent of the EH constraints and of the \(\rho_i\) parameters, similar to other works on MISO broadcast channels [4]. Theorem 1 can be exploited to test if an examined problem instance is feasible in a fast manner, as the solution of the resulting LP formulation is significantly faster compared to the developed algorithms in Sections IV - VI which require the solution of SOCP or SDP problems with a larger number of variables.

B. Asymptotic optimality

The developed algorithms are suboptimal in general. However, we prove that they asymptotically converge to the optimal solution when the SINR threshold (\(\Gamma_i\)) and the modulation
order \((M)\) tends to infinity. Towards this direction note that Algorithm 1 always provides equal or better bounds than the SOCP algorithm based on (25), while the solution from (38) provides a tighter LB than (35). Hence, it suffices to establish the result for (25) and (35), in order for it to hold true for Alg. 1 and formulation (38). The main result is as follows:

**Proposition 1.** The solutions of (25) and (35) asymptotically converge to the optimum for \(M \to \infty\) and for \(\Gamma_i \to \infty\), \(i \in \mathcal{K}\).

**Proof:** The proof is provided in Appendix B.

Proposition 1 is important because practical systems often use a large modulation order and high SINR threshold to achieve high data rates and low outage probability, in which cases the proposed algorithms will achieve asymptotically optimal results. The simulation section verifies this result for a practical communication scenario.

**VIII. Simulation Results**

In this section we investigate the benefits of using CI, examine the performance of the developed algorithms and experimentally verify the theoretical findings.

The considered setting involves \(K\) receivers randomly located around the BS with distance \(l_i\) and direction \(\zeta_i\) drawn from the uniform distribution, \(l_i \sim U(2, 7)\)m and \(\zeta_i \sim U(-\pi, \pi)\). Each receiver can harvest energy at frequency \(f = 915\)MHz while it is assumed that the gains per antenna at the BS and receivers are 8dBi and 3dBi, respectively. The path attenuation of receiver \(i\), \(L_i\), is obtained using the Friis equation with reference distance 1m and path loss coefficient 2.5. It is further assumed that \(K = N = 4\), \(N_0 = -70\)dBm and \(N_C = -50\)dBm, while the EH and SINR thresholds are the same for all receivers, i.e. \(\Gamma_i = \Gamma\), \(E_i = E\), \(i \in \mathcal{K}\). The modulation scheme used is QPSK unless otherwise stated. Rician fading is used to model the channel as the short distance between the BS and the receivers implies dominance of the line-of-sight signal. Hence, \(h_i\) is composed of the line-of-sight (LOS) signal, \(h_i^{LOS}\) and the non-LOS signal \(h_i^{NLOS}\) according to the equation [4]

\[
h_i = \sqrt{\frac{K_R}{1 + K_R}}h_i^{LOS} + \sqrt{\frac{1}{1 + K_R}}h_i^{NLOS},
\]

where \(K_R = 5\)dB is the Rician factor. For the LOS signal the far-field uniform linear antenna array model with \(\lambda/2\) distance between antenna elements is considered [39] which implies that \(h_i^{LOS} = \sqrt{L_i}[1, e^{-j(\pi \sin \zeta_i)}, ..., e^{-j((N-1)\pi \sin \zeta_i)}]^T\). Rayleigh fading is adopted for the NLOS signal, \(h_i^{NLOS} \in \mathbb{C}^{N \times 1}\) which means that each of its elements are circularly symmetric complex Gaussian (CSCG) random variables with zero mean and variance \(L_i\).

The performance of nine algorithms is examined:

1) **SDPnoCl:** The conventional SDP algorithm based on (8).
2) **SOCP-UB:** The SOCP algorithm based on (25).
3) **ISOCP-UB:** SOCP-UB followed by the bisection method of Section IV-C.
4) **SLA-UB:** The iterative SLA Algorithm 1.
5) **MISOCP-UB:** Formulation (39) along with LPLA.
6) **MISOCP-LB:** Formulation (39) along with UPLA.
7) **SDP-LB:** The SDP algorithm based on (37).
8) **ISDP-LB:** The SDP algorithm based on (38).
9) **SOCP-LB:** The SOCP algorithm based on (35).

Note that the first five algorithms provide upper bounds and the last four lower bounds to the optimal solution. Furthermore, all figures depict results that are averaged over 1000 randomly generated problem instances per examined case.

First, we investigate the tightness of the exponential complexity algorithm MISOCP according to (39). As noted above, if LPLA is used then the expression \((y_i^R)^2 + (y_i^I)^2\) will be larger than any piecewise linear approximating function, so that the solution of (39) will provide an UB to the original solution; similarly, applying UPLA provides a LB to the optimal solution. Fig. 3 depicts the relative percentage optimality gap between the MISOCP-UB and MISOCP-LB as a function of \(e_m/E\). The gap is defined as

\[
\frac{(||w_i^{UB}||_2^2 - ||w_i^{LB}||_2^2)}{||w_i^{LB}||_2^2} \times 100,
\]

where \(w_i^{UB}\) and \(w_i^{LB}\) denote the solution obtained from MISOCP-UB and MISOCP-LB, respectively. From the figure it is clear that the gap closes for decreasing value of \(e_m\), so that for \(e_m = 0.001E\) the gap is about 0.1%. Nonetheless, as smaller \(e_m\) values result in more piecewise linear segments, for the rest of the experiments we have selected \(e_m = 0.01E\) which yields an optimality gap less than 2%.

Figs. 4, 5 and 6 depict the total transmitted power achieved by the different investigated algorithms with varying \(\Gamma\), \(E\) and \(K\), respectively. In these figures, continuous/dashed lines represent the performance of upper/lower bounding algorithms, while the dotted line represents the optimal solution of the conventional scheme with no CI (i.e., SDPnoCl). From the figures it can be seen that ISOCP-UB performs better than SOCP-UB by up to 0.8dBW, while the best performing UB algorithm is SLA-UB which achieves performance at most 1.5dBW better than ISOCP-UB. Regarding the LB algorithms, clearly SDP provides a very bad LB, contrary to conventional precoding where it provides optimal results, while ISDP and SOCP-LB have almost identical performance, having a
0.5dBW gap compared to the tight MISOCP-LB in the worst case. Another important observation is that the performance of the conventional precoding scheme SDPnoCI is significantly worse than SLA-UB which is the best CI precoding algorithm. In fact, for varying $\Gamma$, $E$ and $K$ there is a performance gap between SLA-UB and SDPnoCI in the range $[3.5, 9.2]$dBW, $[3.9, 9.4]$dBW and $[3.8, 13.3]$dBW, respectively. In addition, Fig. 4 indicates that while SINR increases, the gap between the upper and lower bounding algorithms tends to zero, as expected from Proposition 1. Furthermore, Fig. 6 indicates that the relative performance of different algorithms remains the same for increasing number of users.

Figs. 7 and 8 depict the relative percentage optimality gap between SLA-UB, which is the best performing polynomial complexity algorithm, and the best lower bound for varying $\Gamma$ and $E$ in the form of boxplots\(^2\). As can be seen, all cases examined yield median performance within 5% from the optimal, while in the majority of the cases the optimality gap is less than 2%. Also apart from the case $\Gamma = 10$dB and $E = -30$dBm all other cases have small dispersion from the median value which is less than 5% for $E = -30$dBm and less than 2.5% in all other cases examined. Note that performance is observed for $c_m = 0.01E$, which yielded a relative gap between MISOCP-UB and MISOCP-LB approximately 2% which implies that SLA-UB is even closer to optimality. CI approaches are superior to the conventional precoding approach, SDPnoCI, not only in terms of total transmitted power, but also in terms of computational complexity as it results in SOCP instead of SDP formulations. This is shown

\(^2\)The bottom and top of each box indicate the first and third quartiles (25% and 75%) of a ranked data set, while the horizontal line inside the box indicates the median value (second quartile). The horizontal lines outside the box indicate the lowest/highest datum still within 1.5 inter-quartile range of the lower/upper quartile; for normally distributed data this corresponds to approximately 0.35%/99.65%. 

in Fig. 9 that depicts the execution time of SDPnoCI, SLA-UB and SOCP-UB. From the figure it is clear that SLA-UB is more than one order of magnitude faster than SDPnoCI, but also slower than SOCP-UB by 3-5 times. This implies that between the two CI-based approaches there is a tradeoff between computational complexity and optimality as SOCP-UB is faster but has inferior performance compared to SLA-UB.

We have already illustrated in Figs. 4 and 7 that as the SINR threshold increases the performance gap between UB and LB algorithms tends to zero. To demonstrate the fact that the same is true for the modulation order $M$, we depict in Fig. 10 the relative percentage gap between the solution of SOCP-UB and SOCP-LB as the modulation order increases from $M = 2$ (BPSK) to $M = 32$ (32-PSK). It can be observed that the optimality gap reduces by four orders of magnitude as we increase $M$, reaching an optimality gap of less than 1% for all examined cases.

Finally, Fig. 11 compares the relative percentage performance between SDPnoCI and SLA-UB in terms of transmit power for varying modulation order, $M$, and $\Gamma = M - 1$, so that both algorithms have $\log_2(M)$ bit/s/Hz theoretical maximum spectral efficiency. It is clear that SDPnoCI provides up to 20% better results for $M = 4$ and $M = 8$, while for higher modulation order, and hence higher SINR, the SLA-UB algorithm is significantly better requiring up to half total transmit power compared to SDPnoCI.

IX. CONCLUSIONS

In this paper, we have explored for the first time, the exploitation of the constructive interference in MISO downlink to boost the performance for both information decoding and energy harvesting. We have shown that, by means of data-aided beamforming, constructive interference can be exploited to improve the signal power as well as act as a source of wireless power transfer. Despite the fact that the formulated problem is nonconvex, several polynomial complexity algorithms have
been developed that provide results close to optimality, as well as reduced transmission power by 4-13 dBW and one to two orders of magnitude faster execution compared to conventional precoding design. In addition, it has been theoretically proven that the proposed algorithms asymptotically converge to the optimal solution when the SINR threshold and the modulation order tend to infinity.

**APPENDIX A**

**PROOF OF THEOREM 1**

In order to prove this theorem we need to first prove that problem (14) is feasible if and only if (43) is feasible.

\[
\begin{align}
\text{find } w & \\
s.t. \quad \text{Re} \left( \hat{h}_i^T w \right) - \text{Im} \left( \hat{h}_i^T w \right) / \tan \theta \geq \sqrt{\Delta_i}, \ i \in \mathcal{K} & \tag{43a}
\end{align}
\]

This result is proven following a similar procedure to the one taken for the proof of Lemmas 3.1 and 3.2 in [4] and for this reason is omitted due to space limitations. Hence, to prove this theorem, we simply need to eliminate the absolute value operator from (43b). Towards this direction note that \( \left| \text{Im} \left( \hat{h}_i^T w \right) \right| = \max \left( \text{Im} \left( \hat{h}_i^T w \right), -\text{Im} \left( \hat{h}_i^T w \right) \right) \) and that constraints (40b)-(40c) ensure that:

\[
\text{Re} \left( \hat{h}_i^T w \right) \geq \max \left( \text{Im} \left( \hat{h}_i^T w \right), -\text{Im} \left( \hat{h}_i^T w \right) \right) + \sqrt{\Delta_i} \tag{44}
\]

which is equivalent to (43b). This completes the proof.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

First we prove asymptotic optimality for the modulation order. Since the solution of (25) provides an UB and the solution of (35) a LB, it suffices to show that as \( M \to \infty \), the two formulations become identical which means that the gap between a feasible solution and a lower bound solution is equal to zero. Observing the approximated EH terms from formulations (25) and (35) is can be easily deduced that

\[
(y_i^R)^2 \leq (y_i^R)^2 + (y_i^I)^2 \leq y_i^R (y_i^R + |y_i^I| \tan \theta) \tag{45}
\]

For \( M \to \infty \) it is true that \( \tan \theta \to 0 \) which means that \( (y_i^R)/(y_i^R + |y_i^I| \tan \theta) \to (y_i^R)^2 \), and based on (45) this also implies that \( |y_i^I| \to 0 \). This is also verified from the SINR constraint as for \( \tan \theta \to 0 \) it must be true that \( |y_i^I| \leq \mu, \mu \to 0 \), which holds true when \( |y_i^I| \to 0 \). Hence, we have proven that for \( M \to \infty \) the UB and LB EH constraints tend to the accurate EH constraint, completing the proof for the modulation order.

Regarding asymptotic optimality for \( \Gamma_i \to \infty, \ i \in \mathcal{K} \), it is true from the feasibility analysis of the SINR constraints (see (43b)) that \( y_i^R \geq |y_i^I|/\tan \theta + \sqrt{\Delta_i} \), where \( \Delta_i \to \infty \). Hence, the expression \( y_i^R + |y_i^I| \tan \theta \to y_i^R \) so that \( y_i^R (y_i^R + |y_i^I| \tan \theta) \to (y_i^R)^2 \). This shows that for \( \Gamma_i \to \infty \) the upper and lower bound formulations (25) and (35) will provide the same solution which implies optimality, completing the proof.
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