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Abstract

Surface and interfacial weakly-nonlinear ring waves in a two-layer fluid are modelled numerically, within the framework of the recently derived 2+1-dimensional cKdV-type equation. In a case study, we consider concentric waves from a localised initial condition and waves in a 2D version of the dam-break problem, as well as discussing the effect of a piecewise-constant shear flow. The modelling shows, in particular, the formation of 2D dispersive shock waves and oscillatory wave trains.

Keywords: Nonlinear ring waves, cKdV-type equation, dispersive shock waves

1. Introduction

The cylindrical (or concentric) Korteweg - de Vries (cKdV) equation

\[
2A_R + 3AA_\xi + \frac{1}{3} A_{\xi\xi\xi} + \frac{A}{R} = 0
\]  

was derived and studied in various physical contexts (see, for example, [1] - [9] and references therein). In particular, it was derived to describe surface waves in a uniform fluid from Boussinesq equations [2] and from the set of Euler equations [3]. The cKdV-type equations were also derived for internal waves in a stratified fluid without shear flow [7], and surface waves in a uniform fluid with a shear flow [8]. Recently, we generalised these studies by considering the propagation of internal and surface ring waves in a stratified fluid over a shear flow [10]. The derived 2+1-dimensional cKdV-type equation has the form

\[
\mu_1 A_R + \mu_2 AA_\xi + \mu_3 A_{\xi\xi\xi} + \mu_4 \frac{A}{R} + \mu_5 \frac{A_\theta}{R} = 0.
\]  

Importantly, the coefficient \(\mu_5\) is equal to zero both when the fluid is uniform and when there is no shear flow. In these cases the equation (2) reduces to a 1+1-dimensional model [10]. The general theory was then applied to the case of a two-layer fluid with a piecewise-constant shear flow, with an emphasis on the analytical description of the wavefronts of surface and interfacial ring waves. We also note that the original cKdV equation (1) is integrable [11, 12].

In this paper, we use the derived model equations to study surface and interfacial ring waves in a two-layer fluid numerically. The paper is organised as follows. In Section II, we briefly overview the derivation of the cKdV-type equation from the Euler equations with application to the two-layer fluid given in [10]. Particular examples of concentric waves generated from a localised initial condition and a 2D version of the dam-break problem are modelled in Section III. The effect of a piecewise-constant shear flow on the ring waves generated from a localised initial condition is modelled in section IV. Some conclusions are drawn in Section V. The coefficients of the relevant cKdV-type equations are listed in Appendix A. The derivation of the 2D linear wave equations for the surface and interfacial waves is discussed in Appendix B. The finite-difference scheme used in our study is described in Appendix C.

2. Derivation of a cKdV-type equation

2.1. Problem formulation and amplitude equation

We study a ring wave propagating in an inviscid incompressible fluid, described by the set of Euler equations:

\[
\rho(u_t + uu_x + vv_y + ww_z) + p_z = 0,
\]  

\[
\rho(v_t + uv_x + vv_y + wv_z) + p_y = 0,
\]  

\[
\rho(w_t + uw_x + vv_y + ww_z) + p_z + pg = 0,
\]  

\[
\rho_0 + uu_x + vv_y + ww_z = 0,
\]  

\[
u_x + v_y + w_z = 0.
\]
with the free surface and rigid bottom boundary conditions appropriate for the oceanic applications:

\[
\begin{align*}
    w &= h_t + uh_x + vh_y \quad \text{at} \quad z = h(x, y, t), \quad \text{(8)} \\
p &= p_a \quad \text{at} \quad z = h(x, y, t), \quad \text{(9)} \\
w &= 0 \quad \text{at} \quad z = 0. \quad \text{(10)}
\end{align*}
\]

Here, \( u, v, w \) are the velocity components in \( x, y, z \) directions respectively, \( p \) is the pressure, \( \rho \) is the density, \( g \) is the gravitational acceleration, \( z = h(x, y, t) \) is the free surface height (with \( z = 0 \) at the bottom), and \( p_a \) is the constant atmospheric pressure at the surface. We assume that in the basic state \( u_0 = u_0(z), v_0 = w_0 = 0 \), \( p_{0c} = -p_0 g, h = h_0 \). Here \( u_0(z) \) is a horizontal shear flow in the \( x \)-direction, and \( \rho_0 = \rho_0(\zeta) \) is a stable background density stratification.

We use the vertical particle displacement \( \zeta \) as an additional dependent variable, which is defined by the equation

\[
\zeta_{t} + u\zeta_{x} + v\zeta_{y} + w\zeta_{z} = w, \quad \text{(11)}
\]

and satisfies the surface boundary condition

\[
\zeta = h - h_0 \quad \text{at} \quad z = h(x, y, t), \quad \text{(12)}
\]

where \( h_0 \) is the unperturbed depth of the fluid.

We use the following non-dimensional variables:

- \( x \rightarrow \lambda x, \quad y \rightarrow \lambda y, \quad z \rightarrow h_0 z, \quad t \rightarrow \frac{\lambda}{c} t, \)
- \( u \rightarrow c^* u, \quad v \rightarrow c^* v, \quad w \rightarrow h_0 c^* w, \)
- \( (\rho_0, \rho) \rightarrow \rho^* (\rho_0, \rho), \quad h \rightarrow h_0 + a p, \)
- \( p \rightarrow p_a + \int_{z}^{\infty} \rho^* \rho_0(s) g \, ds + \rho^* g h_0 p, \)

where \( \lambda \) is the wave length, \( a \) is the wave amplitude, \( c^* = \sqrt{gh_0} \) is the long-wave speed of surface waves, \( \rho^* \) is the dimensional reference density of the fluid, while \( \rho_0(z) \) is the non-dimensional function describing stratification in the basic state, and \( \eta = \eta(x, y, t) \) is the non-dimensional free surface perturbation. Non-dimensionalisation leads to the appearance of two small parameters in the problem, the amplitude parameter \( \varepsilon = a/h_0 \) and the wavelength parameter \( \delta = h_0/\lambda \). For the sake of simplicity, in the subsequent derivation we impose the condition \( \delta^2 = \varepsilon \). Variables can be scaled further to replace \( \delta^2 \) with \( \varepsilon \) in the equations [9].

We introduce the cylindrical coordinate system moving at a constant speed \( c \) (a natural choice is the flow speed at the bottom, as follows from the derivation) and consider deviations from the basic state (the same notations \( u \) and \( v \) have been used for the projections on the new coordinate axis), scaling the appropriate variables by the amplitude parameter \( \varepsilon \),

\[
\begin{align*}
x &\rightarrow ct + r \cos \theta, \quad y \rightarrow r \sin \theta, \quad z \rightarrow z, \quad t \rightarrow t, \\
u &\rightarrow u_0(z) + \varepsilon (u \cos \theta - v \sin \theta), \\
v &\rightarrow \varepsilon (u \sin \theta + v \cos \theta), \\
w &\rightarrow \varepsilon w, \quad p \rightarrow \varepsilon p, \quad p_a \rightarrow \rho_0 + \varepsilon p.
\end{align*}
\]

Then, we look for a solution of the problem in the form of asymptotic multiple-scales expansions of the form \( \zeta = \zeta_1 + \varepsilon \zeta_2 + \ldots \), and similar expansions for other variables, where

\[
\zeta_1 = \Lambda(\xi, \phi(z, \theta), \text{(13)}
\]

with the following set of fast and slow variables:

\[
\xi = rk(\theta) - st, \quad R = \varepsilon rk(\theta), \quad \theta = \theta, \quad \text{(14)}
\]

where we define \( s \) to be the wave speed in the absence of a shear flow (with \( k(\theta) = 1 \)), while when a shear flow is present the function \( k(\theta) \) describes the distortion of the wavefront in a particular direction, and is to be determined. The formal range of asymptotic validity of the model is defined by the conditions \( \xi \sim R \sim O(1) \). To leading order, the wavefront at any fixed moment of time \( t \) is described by the equation \( r^2 = c_t \), and we consider outward propagating ring waves, requiring that \( k = k(\theta) > 0 \).

To leading order, assuming that perturbations of the basic state are caused only by the propagating wave, we obtain

\[
\begin{align*}
u_1 &= -d x u_0 \cos \theta \quad \frac{kF}{k^2 + k^2 A^2} \phi_2, \quad \text{(15)} \\
u_1 &= A \phi \sin \theta \quad \frac{kF}{k^2 + k^2 A^2} \phi_2, \quad \text{(16)} \\
u_1 &= A \phi \cos \theta, \quad \text{(17)} \\
u_1 &= \rho_0 (k^2 + k^2 A^2 \phi_2, \quad \text{(18)} \\
u_1 &= -\rho_0 \phi_2, \quad \text{(19)} \\
u_1 &= \phi \quad \text{at} \quad z = 1, \quad \text{(20)}
\end{align*}
\]

where the function \( \phi = \phi(z, \theta) \) satisfies the following modal equations:

\[
\begin{align*}
\left[ \frac{\rho_0 c^2}{k^2 + k^2 A^2} \phi \right]_z - \rho_0 \phi = 0, \quad \text{(21)} \\
\frac{\rho_0 c^2}{k^2 + k^2 A^2} \phi - \phi = 0 \quad \text{at} \quad z = 1, \quad \text{(22)} \\
\phi = 0 \quad \text{at} \quad z = 0, \quad \text{(23)}
\end{align*}
\]

and \( F = -s + (u_0 - \varepsilon c) \cos \theta - (k^2 - k^2) \sin \theta) \),

where we now have fixed the speed of the moving coor-
dinate frame $c$ to be equal to the speed of the shear flow at the bottom, $c = u_0(0)$. Then, $F = -s \neq 0$ at $z = 0$, and the condition $F\phi = 0$ at $z = 0$ implies (23), simplifying the mathematical formulation. The values of the wave speed $s$ in the absence of the shear flow, and the pair of functions $\phi(z, \theta)$ and $k(\theta)$, for a given shear flow, constitute solution of the modal equations (21) - (23).

Substituting the leading order solution (15)-(20) into the equations at order $O(\varepsilon)$, we obtain the following non-homogeneous equation for the function $\zeta_\varepsilon$:

$$
\left( \frac{\rho_0 F^2}{k^2 + k'^2} \zeta_\varepsilon \right)_z - \rho_0 \zeta_\varepsilon = M_2,
$$

with the boundary conditions

$$
\zeta_\varepsilon = 0 \quad \text{at} \quad z = 0, \hspace{1cm} (25)
$$

$$
\rho_0 \left[ \frac{F^2}{k^2 + k'^2} \zeta_\varepsilon - \zeta_\varepsilon \right] = N_2 \quad \text{at} \quad z = 1, \hspace{1cm} (26)
$$

where $M_2$ and $N_2$ are explicitly given in terms of the solutions of the leading order problem (see [10]). The compatibility condition $\int_0^1 M_2 \phi \, dz = N_2 = 0$ yields the 2+1-dimensional evolution equation for the slowly varying amplitude of the ring wave in the form

$$
\mu_1 A_R + \mu_2 A_{R\theta} + \mu_3 A_{\theta\theta} + \mu_4 \frac{A}{R} + \mu_5 \frac{A_\theta}{R} = 0. \hspace{1cm} (27)
$$

The coefficients are given in terms of the solutions of the modal equations (21) - (23) by the formulae:

$$
\mu_1 = 2s \int_0^1 \rho_0 F \phi_1^2 \, dz, \hspace{1cm} (28)
$$

$$
\mu_2 = -3 \int_0^1 \rho_0 F^2 \phi_1^3 \, dz, \hspace{1cm} (29)
$$

$$
\mu_4 = -\int_0^1 \left\{ \rho_0 \frac{\delta^2 k(k + k')}{(k^2 + k'^2)^2} \right\} \left[ (k^2 - 3k'^2) F^2 - 4k' \left( k^2 + k'^2 \right) W_0 F \sin \theta - W_0^2 \left( k^2 + k'^2 \right)^2 \sin^2 \theta \right] \, dz, \hspace{1cm} (30)
$$

$$
\mu_5 = -\frac{2k}{k^2 + k'^2} \int_0^1 \rho_0 F \phi_1^2 [k' F - W_0 (k^2 + k'^2) \sin \theta] \, dz, \hspace{1cm} (31)
$$

where $W_0 = u_0 - c$.

### 2.2. Two-layer fluid

We consider the case when both the density of the fluid and the shear flow are piecewise-constant functions ($0 \leq z \leq 1$):

$$
\rho_0 = \rho_2 H(z) + (\rho_1 - \rho_2) H(z - d),
$$

$$
u_0 = U_2 H(z) + (U_1 - U_2) H(z - d).
$$

Here, $d$ is the thickness of the lower layer and $H(z)$ is the Heaviside function. This background flow is subject to Kelvin-Helmholtz instability, which is excluded in the consideration of a long wave over a sufficiently weak shear flow (see [10] for a relevant discussion and the references).

Solution of the modal equations (21) - (23) in the upper and the lower layers is given, respectively, by

$$
\phi_1 = \left( \frac{F^2_1}{k^2 + k'^2} + z - 1 \right) \Lambda, \hspace{1cm} (24a)
$$

$$
\phi_2 = \left( \frac{F^2_2}{k^2 + k'^2} + d - 1 \right) \Lambda z \hspace{1cm} (24b)
$$

where $\Lambda$ is a constant, and the function $\phi$ is continuous, while the jump condition

$$
\left[ \frac{\rho_0 F^2 \phi_2}{k^2 + k'^2} - [\rho_0] \phi \right] \quad \text{at} \quad z = d
$$

provides an equation for the function $k(\theta)$:

$$
(\rho_2 - \rho_1) d (1 - d) (k^2 + k'^2)^2 + \rho_2 F^2_1 F^2_2
$$

$$
- \rho_2 d F^2_1 (1 - d) F^2_2 (k^2 + k'^2) = 0, \hspace{1cm} (32)
$$

with $F_1 = -s + (U_1 - U_2) (k \cos \theta - k' \sin \theta)$, $F_2 = -s$. This nonlinear first-order ordinary differential equation is further generalisation of the Burns and generalised Burns conditions [13, 8].

First, we assume that there is no shear flow and find the wave speed $s$ by letting $U_1 = U_2 = 0$, while $k = 1$. The dispersion relation takes the standard form

$$
\rho_2 s^4 - \rho_2 s^2 + (\rho_2 - \rho_1) d (1 - d) = 0.
$$

So the wave speed in the absence of the shear flow is given by $s^2 = \frac{1}{2} \left( \pm \sqrt{(2d - 1)^2 + 4\rho_1 / \rho_2 d (1 - d)} \right)$, where the upper sign should be chosen for the faster surface mode, and the lower sign for the slower internal mode.

The general solution of the equation (34) can be found in the form similar to the general solution of the
generalised Burns condition [8], allowing us then to find the necessary singular solution relevant to the ring waves in a stratified fluid in parametric form [10]:

\[ k(a) = -\frac{aQ_0 - 2Q}{\sqrt{(Q_0 - 2a)^2 + 4b^2}}, \quad (35) \]

where if \( \theta \in (0, \pi) \), then \( b = \sqrt{Q - a^2} \),

\[ \theta = \begin{cases} \arctan\left(-\frac{2\sqrt{Q - a^2}}{Q_0 - 2a}\right) & \text{if } Q_0 - 2a < 0, \\ \arctan\left(-\frac{2\sqrt{Q - a^2}}{Q_0 - 2a}\right) + \pi & \text{if } Q_0 - 2a > 0, \end{cases} \]

while if \( \theta \in (\pi, 2\pi) \), then \( b = -\sqrt{Q - a^2} \),

\[ \theta = \begin{cases} \arctan\left(\frac{2\sqrt{Q - a^2}}{Q_0 - 2a}\right) + \pi & \text{if } Q_0 - 2a < 0, \\ \arctan\left(\frac{2\sqrt{Q - a^2}}{Q_0 - 2a}\right) + 2\pi & \text{if } Q_0 - 2a > 0. \end{cases} \]

Here,

\[ Q = \rho_2[2d(-s + a(U_1 - U_2))^2 + (1 - d)s^2] \pm \sqrt{\Delta}, \]

\[ \Delta = \rho_2^2[2d(-s + a(U_1 - U_2))^2 - (1 - d)s^2]^2 + 4\rho_1\rho_2d(1 - d)s^4[-s + a(U_1 - U_2)]^2, \]

where the upper (lower) sign should be chosen for the interfacial (surface) wave. The wave speed \( s \), the modal function \( \phi(z, \theta) \), and the function \( k(\theta) \) are now determined. The coefficients of the equation (27) for the surface and interfacial mode are listed in Appendix A.

3. Nonlinear propagation of concentric waves

In this section we model the propagation of concentric waves in a two-layer fluid. Assuming that there is no shear flow, one can derive the 2D wave equations for the linear surface and interfacial waves (see Appendix B). These equations are used to describe the initial evolution of the weakly-nonlinear waves. Then, we solve the derived cKdV equations for both modes, using the solutions of the linear equations at \( R = R_0 \) as the necessary ‘initial’ conditions. The numerical scheme is an extension of the scheme suggested in [14] (see Appendix C).

3.1. A localised initial condition

The 2D linear wave equation

\[ A_{tt} - s^2(A_{xx} + A_{yy}) = 0, \]

has an exact solution describing waves from a localised condition at \( t = 0 \) [15]:

\[ A(x, y, t) = Q \text{ Re} \left( \frac{1 + i \theta}{(1 + i \theta)^{2/3} + (x^2 + y^2)^{1/2}} \right). \quad (36) \]

Here, \( Q \) and \( \nu \) are arbitrary constants.

To solve the derived nonlinear cKdV equation numerically, we need to know the wave amplitude at \( R_0 = \delta R_0 \). In this example, we assume that \( \nu = 0.02 \) and \( \nu = 0.5 \), and choose the exact solution (36) written in \((\xi, R)\) coordinates as the initial condition at \( R = R_0 \):

\[ A(R_0, \xi) = Q \text{ Re} \left( \frac{1 + 2i(50R_0 - \xi)}{(1 + 2i(50R_0 - \xi)^2 + (100R_0)^{3/2})} \right). \]

We use one and the same initial condition for both surface and interfacial waves. The initial condition at \( R = R_0 = 0.1 \) is shown in Figure 1 for \( Q = 20 \) and \( \nu = 0.5 \). We choose \( \rho_1 = 1 \), \( \rho_2 = 1.2 \) and consider two values of the lower layer depth \( d = 0.5 \) and \( d = 0.6 \).

3.1.1. Numerical results for surface waves

If \( d = 0.6 \), the wave speed of the surface waves is \( s_s \approx 0.9789 \), and we solve the equation

\[ 2.1358A_R + 3.2015AA_{\xi} + 0.3236A_{\xi\xi} + 1.0679A_{\xi\xi\xi} = 0. \]

Numerical solutions are obtained for \( Q = 20 \) and \( Q = -20 \). The cross-section along the directions \( \theta = 0 \) and \( \theta = \pi \) is shown in Figure 2. The problem formulation and profiles of surface waves for \( d = 0.5 \) are similar.

The exact linear and the numerical nonlinear solutions are compared in Figure 3 for \( t = 64 \) and \( d = 0.6 \). Weak nonlinearity and dispersion, acting together, yield the generation of a well-developed oscillatory dispersive wave train behind the lead wave of elevation \((Q > 0)\) or depression \((Q < 0)\), which is not captured by the
2D linear wave equation. The amplitude of the lead wave decreases with the increase of the distance from the centre much more rapidly than in the linear solution, which agrees with previous studies (e.g., [4, 5]).

3.1.2. Numerical results for interfacial waves

If \( d = 0.5 \), the wave speed of the interfacial waves is \( s_\approx = 0.2087 \), and we solve the equation

\[
0.4182A_R - 0.0599AA_\xi + 0.0154A_{\xi\xi\xi} + 0.2091\frac{A}{R} = 0,
\]

while if \( d = 0.6 \), then \( s_\approx \approx 0.2043 \), and the equation is given by

\[
0.4272A_R - 0.6719AA_\xi + 0.0150A_{\xi\xi\xi} + 0.2136\frac{A}{R} = 0.
\]

Thus, the nonlinearity coefficient is much greater when \( d = 0.6 \), despite a small change in the thickness of the layers.

The numerical solutions are again shown for \( Q = 20 \) and \( Q = -20 \). The cross-section of the wave profile along the directions \( \theta = 0 \) and \( \theta = \pi \) is plotted in Figure 4 for \( d = 0.6 \). The exact linear and the numerical nonlinear solutions for the interfacial wave are compared in

![Figure 2: Surface waves in the directions \( \theta = 0 \) and \( \theta = \pi \) for \( d = 0.6 \).](image1)

![Figure 3: The linear (non-oscillatory) and nonlinear (oscillatory) surface waves for \( d = 0.6 \).](image2)

![Figure 4: Interfacial waves in the directions \( \theta = 0 \) and \( \theta = \pi \) for \( d = 0.6 \).](image3)
Figure 5: The linear (non-oscillatory) and nonlinear (oscillatory) interfacial waves for \( d = 0.5 \) (faster waves) and \( d = 0.6 \) (slower waves) at \( t = 280 \).

Figure 5 for \( t = 280 \). When \( Q > 0 \), the lead wave of elevation is more pronounced when the nonlinearity coefficient is small, while more energy goes into the formation of an oscillatory wave train in the second case. On the contrary, when \( Q < 0 \), the lead wave of depression is more pronounced in the second case, and more energy goes into the formation of an oscillatory wave train in the first. Thus, there are significant differences in the interfacial wave profiles, despite only a small change in the value of the parameter \( d \).

3.2. A 2D version of the dam-break problem

We now consider a 2D version of the dam-break problem. In the same two-layer model, the fluid heights of both upper and lower layers are assumed to be greater in the central area of a circular dam, which is released at time \( t = 0 \). To avoid numerical instability at the sharp boundaries, we use a smoothed initial condition:

\[
\tilde{A}(x, y, 0) = \frac{1}{2} Q \left[ \tanh \left( -\nu(x^2 + y^2 - \tilde{r}_0^2) \right) + 1 \right],
\]

where \( \tilde{r}_0 \) describes the position of the dam, and \( \nu \) and \( Q \) are suitable positive constants. The initial condition is shown in Figure 6 (with \( Q = 1 \), \( \nu = 0.15 \), and \( \tilde{r}_0 = 8 \)). Note that the wave height parameter \( Q \) can be chosen arbitrarily, due to a possible scaling in the problem.

Figure 6: Initial condition in a 2D dam-break problem.

Figure 7: Linear surface waves for \( d = 0.6 \) and \( Q = 1 \) at \( t = 0, 10, 20, 30 \) and 40 (from the ‘dam-break’ initial condition in the centre at \( t = 0 \).

3.2.1. Numerical results for surface waves

We choose \( d = 0.6 \) and numerically solve the linear Cauchy problem:

\[
\tilde{A}_{tt} - \tilde{A}_{xx}^2 (\tilde{A}_{xx} + \tilde{A}_{yy}) = 0,
\]

\[
\tilde{A}(x, y, 0) = \frac{1}{2} Q \left[ \tanh \left( -0.15(x^2 + y^2 - 64) \right) + 1 \right].
\]

The cross-section \( y = 0 \) of the linear solution is shown in Figure 7 for \( Q = 1 \).

Then the numerical solution of the linear problem is used as the initial condition for the derived cKdV equation. Here we let \( \varepsilon = 0.02 \) and impose the initial condition at \( R = R_0 = 0.24 \). The nonlinear Cauchy problem for the surface mode is given by

\[
2.1358A_R + 3.2015AA_x + 0.3236A_{xxx} + 1.0679\frac{A}{R} = 0,
\]

\[
A(\xi, 0.24) = \tilde{A} \left( 12, 0, \frac{12 - \xi}{0.9789} \right).
\]

The cross-section of the numerical solution along the directions \( \theta = 0 \) and \( \theta = \pi \) for \( Q = 20, 30 \) and 40 is shown in Figure 8. We see the formation of concentric dispersive shock waves (DSWs), similar to the plane waves described by the KdV equation (see [16, 17] and references therein). Concentric DSWs have been observed and modelled in Bose-Einstein condensates.
The amplitude of initial condition is $Q = 20$

The amplitude of initial condition is $Q = 30$

The amplitude of initial condition is $Q = 40$

Figure 8: Nonlinear surface waves in the directions $\theta = 0$ and $\theta = \pi$ for $d = 0.6$ at $t = 0, 10, 20, 30$ and 40 (from the ‘dam-break’ initial condition in the centre at $t = 0$).

Figure 9: The linear (non-oscillatory) and nonlinear (oscillatory) surface waves for $Q = 40$ at $t = 30$.

3.2.2. Numerical results for interfacial waves

We again choose $d = 0.6$ and numerically solve the linear Cauchy problem

$$\tilde{A}_{tt} - s^2 (\tilde{A}_{xx} + \tilde{A}_{yy}) = 0,$$

$$\tilde{A}(x, y, 0) = \frac{1}{2} Q \left( \tanh \left(-0.15(x^2 + y^2 - 64)\right) + 1 \right),$$

and use the cross-section $y = 0$ of the linear solution as the initial condition for the cKdV equation, with $\epsilon = 0.02$, and $R_0 = 0.24$. The nonlinear Cauchy problem is given by

$$0.4272 A_R - 0.6719 A_A \xi + 0.0150 A_{\xi\xi\xi} + 0.2136 \frac{A}{R} = 0,$$

$$A(\xi, 0.24) = \tilde{A}\left(12, 0, \frac{12 - \xi}{0.2043}\right).$$

In Figure 12, the cross-section of the numerical solution is shown along the directions $\theta = 0$ and $\theta = \pi$ for $Q = 20, 30$ and 40. In Figure 13 the linear and nonlinear solutions are compared for $Q = 40$ at $t = 150$. The modelling again shows the formation of the concentric....
Figure 10: Nonlinear surface wave for $Q = 40$ and $t = 40$.

Figure 14: Nonlinear interfacial wave for $Q = 40$ and $t = 200$. 
The amplitude of initial condition is $Q = 20$

The amplitude of initial condition is $Q = 30$

The amplitude of initial condition is $Q = 40$

Figure 12: Nonlinear interfacial waves in the directions $\theta = 0$ and $\theta = \pi$ for $d = 0.6$ at $t = 0, 50, 100, 150$ and 200 (from the ‘dam-break’ initial condition in the centre at $t = 0$).

Figure 13: The linear (non-oscillatory) and nonlinear (oscillatory) interfacial waves for $Q = 40$ at $t = 150$.

Figure 15: The initial condition in the directions $\theta = 0$ (downstream, lower wave) and $\theta = \pi$ (upstream, higher wave) at $R_0 = 0.1$.

DSWs. However, the internal DSWs in Figure 12 and Figure 13 look distinctively different from the surface DSWs shown in Figure 8 and Figure 9. In particular, there is only one internal DSW formed in the middle range of the relevant linear solution, while there are two surface DSWs formed in the front and back regions of the linear solution, at least for the initial conditions used in these numerical experiments. The internal DSW is shown for $Q = 40$ and $t = 200$ in the relief plot in Figure 14.

4. Ring waves on a shear flow

In this section, we illustrate the effect of the piecewise-constant shear flow on the ring waves. We use a model initial condition, defined by a distorted solution of the 2D linear wave equation [15], where the wave amplitude depends on a direction. Then we numerically solve the Cauchy problem for the cKdV-type equation (27) with this initial condition.

4.1. Model initial condition

Recently, Arkhipov et. al. have studied long nonlinear ring waves on the interface of a two-layer fluid with a piecewise-constant shear flow using a coupled system of Bousinesq-type equations [27]. In this section, we solve a qualitatively similar problem using the following model initial condition: at $R_0 = 0.1$ (where $R_0 = \varepsilon |\theta| k(\theta)$ with $k(\theta)$ given in Section 3), we define

$$A(R_0, \xi, \theta) = 5 \left( 4 - \frac{3|\pi - \theta|}{\pi} \right) \times \Re \left( \frac{1 + 2i(50R_0 - \xi)}{(1 + 2i(50R_0 - \xi))^2 + (100R_0)^2} \right)^{3/2},$$

which constitutes a distorted analytical solution to the 2D linear wave equation used in Section III, where now the amplitude depends on the direction. This model condition is shown in Figure 15 for the directions $\theta = 0$.
and \( \pi \), with \( R_0 = 0.1 \). Here, the wave height is four times higher in the upstream direction (\( \theta = \pi \)) than downstream (\( \theta = 0 \)). This model initial condition mimics the properties of the waves in [27]: the wave is lower downstream and higher upstream. This initial condition is discontinuous at \( r = 0 \). However, the initial condition is used at \( r = r_0(\theta) > 0 \) in the time interval \( t \in [0, t_f] \). We would like to compare the qualitative features of our model problem with the solutions in [27].

We use the same parameters as before. The densities of the two layers are \( \rho_1 = 1 \), \( \rho_2 = 1.2 \) and \( \varepsilon = 0.02 \). Two values of the depth of the lower layer are \( d = 0.5 \) and \( d = 0.6 \).

4.2. Numerical results for interfacial waves

The 2 + 1-dimensional cKdV-type equation (27) with variable coefficients is solved numerically using the scheme described in Appendix C. We plot the cross-section of the solution in the downstream and upstream directions for \( U_1 - U_2 = 0.05 \) (Figure 16) and \( U_1 - U_2 = 0.1 \) (Figure 17).

The modelling shows that the rate of decrease of the height of interfacial waves with the distance from the origin is greater in the upstream direction, which agrees with the behaviour of solutions in [27]. We plot the interfacial waves in the downstream direction for \( d = 0.5 \) at \( t = 80 \), with \( U_1 - U_2 = 0 \), 0.05, and 0.1 in Figure 18, and in the upstream direction in Figure 19. The shear flow increases the wave speed downstream and decreases the wave speed upstream. This feature agrees with the effect of the squeezing of the interfacial wavefronts in the direction of the shear flow described in [10]. We also note that, with the increase of the strength of the shear flow, the rate of the change of the wave height decreases downstream and increases upstream.

4.3. Numerical results for surface waves

The cross-section of the numerical solution is shown in the downstream and upstream directions for \( U_1 - U_2 = 0.1 \) in Figure 20. Surface waves in the downstream direction are shown for \( t = 20 \) and \( d = 0.5 \), with \( U_1 - U_2 = 0 \) and 0.1 in Figure 21.

The wave height also decreases faster upstream than downstream. Qualitatively, the shear flow has similar effect on the surface wave height as on the interfacial wave height. Quantitatively, the effect of the weak shear flow on the surface waves is weaker than its effect on the interfacial waves (see Figure 18) since the speed of
the flow $U_1 - U_2 = 0.1$ is much smaller than the surface wave speed. However, the important difference is that the shear flow elongates the wavefronts of the surface waves in the direction of the shear flow, while squeezing the wavefronts of the interfacial waves (see [10] for details).

We note that a useful equation was recently derived in [28] in order to describe axisymmetric surface waves. Unlike the cKdV-type models, this equation allows for initial conditions to be imposed at $r = 0$. However, it does not account for stratification and shear flow.

We also note that the linear solution constructed in [29, 30] provides the necessary initial condition for the surface ring wave on a shear current of uniform vorticity.

5. Conclusion

In this paper we modelled the propagation of surface and interfacial ring waves in a two-layer fluid, using the recently derived 2+1-dimensional cKdV-type equation [10]. The numerical finite-difference scheme used in the paper is an extension of the unconditionally stable implicit numerical scheme suggested by Feng and Mitsui in [14]. We considered three particular problems: concentric waves generated from a localised condition and a 2D version of the dam-break problem, as well as more complicated asymmetric ring waves in the presence of a piecewise-constant shear flow. The modelling has shown that the formation of 2D dispersive shock waves and oscillatory wave trains is a typical scenario for the cases under study. Small changes in physical parameters (e.g., the relative depth of the layers) can result in significant changes in the coefficients of the derived equation, and, as a consequence, in significant differences in wave profiles. Weak shear flow has greater effect on interfacial waves, resulting in a number of qualitative and quantitative changes, described in the paper.
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Appendix A. Coefficients of the cKdV-type equation

In this Appendix we list the coefficients of the derived 2 + 1-dimensional amplitude equation (27) for both surface and interfacial ring waves in the two-layer case.

For the surface waves, we normalise \( \phi \) by setting \( \phi = 1 \) at \( z = 1 \). The constant \( \Lambda \) in the modal function (33) is given by

\[
\Lambda_1 = \frac{k^2 + k'^2}{F_1^2}.
\]

Substituting the modal function into the formulae (28) - (32), we obtain the coefficients in the form

\[
\begin{align*}
\mu_1 &= \frac{2s(k^2 + k'^2)^2}{F_1^2} (1 - d)p_1F_1 + \rho_2F_2 \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^2, \\
\mu_2 &= -\frac{3(k^2 + k'^2)^2}{F_1^2} (1 - d)p_1F_1 + \rho_2F_2 \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^3, \\
\mu_3 &= -\frac{(k^2 + k'^2)^2}{3F_1^2} \left( p_1F_1 \left( \frac{F_1^2}{k^2 + k'^2} - \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^2 \right) + \rho_2F_2d \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^2 \right), \\
\mu_4 &= -\frac{(1 - d)p_1k(k + k')(k^2 + k'^2)}{F_1^4} \left( F_1^2 + 4k'F_1(U_1 - U_2) \sin \theta + 3(k^2 + k'^2)(U_1 - U_2)^2 \sin^2 \theta \right) + \frac{3(k^2 + k'^2)(U_1 - U_2)^2 \sin^2 \theta}{dF_1^2} \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^2 \left( k^2 - 3k'^2 \right) \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right) + \frac{4d(1 - d)(k'F_1 + (U_1 - U_2)(k^2 + k'^2) \sin \theta)}{F_1^2}, \\
\mu_5 &= -\frac{2s(k^2 + k'^2)^2}{F_1^2} (1 - d)p_1k(k + k')(U_1 - U_2)(k^2 + k'^2) \sin \theta + \frac{\rho_2kF_1^2}{d} \left( \frac{F_1^2}{k^2 + k'^2} + d - 1 \right)^2 \right)
\end{align*}
\]

where

\[
\begin{align*}
F_1 &= -s + (U_1 - U_2)(k \cos \theta - k' \sin \theta), \\
F_2 &= -s, \\
s^2 &= \frac{1 + \sqrt{(2d - 1)^2 + 4\rho_1/\rho_2d(1 - d)}}{2},
\end{align*}
\]

and the function \( k(\theta) \) is defined by the formula (35).

For the interfacial waves, we normalise \( \phi \) by setting \( \phi = 1 \) at \( z = d \). The constant \( \Lambda \) in the modal function (33) is given by

\[
\Lambda_1 = \frac{k^2 + k'^2}{F_1^2 + (d - 1)(k^2 + k'^2)}.
\]

Substituting the modal function into the formulae (28) - (32), we obtain the coefficients in the form

\[
\begin{align*}
\mu_1 &= 2s \left( \frac{(1 - d)p_1F_1(k^2 + k'^2)^2}{(F_1^2 + (d - 1)(k^2 + k'^2))} + \frac{\rho_2F_2}{d} \right), \\
\mu_2 &= -3 \left( \frac{(1 - d)p_1F_1(k^2 + k'^2)^3}{(F_1^2 + (d - 1)(k^2 + k'^2))} + \frac{\rho_2F_2^2}{d^2} \right), \\
\mu_3 &= -\frac{\rho_1F_1^2}{3(F_1^2 + (d - 1)(k^2 + k'^2))} \left( F_1^2 - (F_1^2 + (d - 1)(k^2 + k'^2)) \right) - \frac{1}{3} \frac{\rho_2F_2^2}{d(k^2 + k'^2)}, \\
\mu_4 &= -\frac{(k^2 - 3k'^2)F_1^2 - 4k(k^2 + k'^2)F_1(U_1 - U_2) \sin \theta}{(F_1^2 + (d - 1)(k^2 + k'^2))} \left( \frac{1 - d)p_1k(k + k')}{(F_1^2 + (d - 1)(k^2 + k'^2))} \right)^2 + \frac{4d(1 - d)p_1k(k + k')(k'F_1 + (k^2 + k'^2)(U_1 - U_2) \sin \theta)}{(F_1^2 + (d - 1)(k^2 + k'^2))} \left( \frac{\rho_2(k + k')(k^2 - 3k'^2)F_2^2}{d(k^2 + k'^2)} \right), \\
\mu_5 &= -\frac{2(1 - d)p_1F_1k(k^2 + k'^2)}{(F_1^2 + (d - 1)(k^2 + k'^2))} \left( k'F_1 + (U_1 - U_2)(k^2 + k'^2) \sin \theta \right) - \frac{2kk'\rho_2F_2^2}{d(k^2 + k'^2)},
\end{align*}
\]

where

\[
\begin{align*}
F_1 &= -s + (U_1 - U_2)(k \cos \theta - k' \sin \theta), \\
F_2 &= -s, \\
s^2 &= 1 - \frac{\sqrt{(2d - 1)^2 + 4\rho_1/\rho_2d(1 - d)}}{2},
\end{align*}
\]

and the function \( k(\theta) \) is defined by the formula (35).

Appendix B. Linear waves in a two-layer fluid

This is a brief overview of the derivation of the 2D linear wave equations for the surface and interfacial modes in the absence of a shear flow, which follows the approach in [31].

In non-dimensional coordinates, the basic density of the fluid is

\[
\rho_0 = \begin{cases} 
\rho_{0(1)} & \text{if } z \in (d, 1), \\
\rho_{0(2)} & \text{if } z \in (0, d),
\end{cases}
\]
where \( \rho(1) \) and \( \rho(2) \) are constants and \( d \) is the depth of the lower layer. The set of Euler equations is given by

\[
\begin{align*}
\rho(0)u_{0x} + u_0u_{0x} + V_0u_{0x} + w_0u_{0x} + p_{0x} = 0, \\
\rho(0)V_{0x} + u_0V_{0x} + V_0V_{0x} + w_0V_{0x} + p_{0y} = 0, \\
\varepsilon \rho(0)(w_{0x} + u_0w_{0x} + V_0w_{0x} + w_{0y}) + p_{0x} + \rho_0 = 0, \\
u_{0x} + V_{0y} + w_{0y} = 0,
\end{align*}
\]

(B.1) - (B.4)

where \( i = 1, 2 \). Here, \( u, v, w \) are the velocity components in \( x, y, z \) directions respectively and \( p \) is the pressure. Using the asymptotic multiple-scales expansions

\[
[u_0(x, y, t), v_0(x, y, t), w_0(x, y, t)] = \varepsilon [\hat{u}_0(x, y, t), \hat{v}_0(x, y, t), \hat{w}_0(x, y, t)] + O(\varepsilon^2),
\]

\( p_0(x, y, t) = \rho_0(x, y) + \varepsilon \hat{p}_0(x, y) + O(\varepsilon^2), \) where \( \rho_0(x, y) = \rho_0 \),

\( \rho_0 = \rho(0) + \varepsilon \hat{p}_0 + O(\varepsilon^2), \)

to leading order equations (B.1) - (B.4) yield

\[
\begin{align*}
\rho(0)xu_{0x} + p_{0x} &= 0, \quad (B.5) \\
\rho(0)xv_{0y} + p_{0y} &= 0, \quad (B.6) \\
u_{0x} + V_{0y} + w_{0y} &= 0. \quad (B.8)
\end{align*}
\]

We apply the free surface and rigid bottom boundary conditions and let \( \varepsilon \phi(x, y, t) \) and \( \varepsilon \zeta(x, y, t) \) represent the surface and interfacial perturbations, respectively. The boundary and continuity conditions are

\[
\begin{align*}
w(1) &= \eta_t, & p(1) &= \rho(1)\eta_t, & \text{at } z = 1 + \varepsilon \eta_t, \\
w(2) &= \xi_t, & p(2) &= \zeta(\rho(2) - \rho(0)), & \text{at } z = d + \varepsilon \zeta,
\end{align*}
\]

To leading order,

\[
\begin{align*}
w(1) &= \eta_t, & \text{at } z = 1, \quad (B.9) \\
p(1) &= \rho(0)\eta, & \text{at } z = 0, \quad (B.10) \\
w(2) &= 0, & \text{at } z = 0, \quad (B.11) \\
p(2) &= \zeta, & \text{at } z = d, \quad (B.12)
\end{align*}
\]

\[
p(1) - p(2) = \zeta(\rho(0,1) - \rho(0,2)) \quad \text{at } z = d. \quad (B.13)
\]

From equations (B.5)-(B.8) and boundary conditions (B.9)-(B.11), one can obtain

\[
\begin{align*}
w(1) &= (z - 1)(\eta_{xx} + \eta_{yy}) + \eta_t, \\
w(2) &= \frac{z}{\rho(2)}(p(2)_{x}, x + p(2)_{y}), \\
n & \text{where } p(2) = p_2(x, y, t).
\end{align*}
\]

From the continuity condition (B.13) at the interface \( z = d \), one gets

\[
p(2) = \rho(0,1)\eta + (\rho(0,2) - \rho(0,1))\zeta. \quad (B.14)
\]

Substituting (B.14) into (B.12), we obtain

\[
\eta_t = \left( \frac{d(\rho(0,1) - \rho(0,2))}{\rho(2)} + 1 \right) (\eta_{xx} + \eta_{yy}) + \frac{d(\rho(0,2) - \rho(0,1))}{\rho(2)}(\zeta_{xx} + \zeta_{yy}), \quad (B.15)
\]

\[
\zeta_t = \frac{\rho(0,1)d}{\rho(2)}(\eta_{xx} + \eta_{yy}) + \frac{(\rho(0,2) - \rho(0,1)d)}{\rho(2)}(\zeta_{xx} + \zeta_{yy}). \quad (B.16)
\]

Now, let us consider the linear combination of \( \eta \) and \( \zeta \):

\[\psi = \eta + b\zeta, \] where \( b \) is a constant, that satisfies the linear wave equation \( \psi_t - s^2(\psi_{xx} + \psi_{yy}) = 0 \). Then, substituting equations (B.15) and (B.16) into the above equation, we obtain

\[
\psi_t - s^2(\psi_{xx} + \psi_{yy}) = \eta_t + b\zeta_t - s^2(\eta_{xx} + \eta_{yy}) - bs^2(\zeta_{xx} + \zeta_{yy})
\]

\[
= \left( \frac{d(\rho(0,1) - \rho(0,2))}{\rho(2)} + 1 + \frac{b\rho(0,1)d}{\rho(2)} - s^2 \right) (\eta_{xx} + \eta_{yy})
\]

\[
+ \frac{d(\rho(0,2) - \rho(0,1))}{\rho(2)} + \frac{b\rho(0,2) - \rho(0,1)d}{\rho(2)} - bs^2(\zeta_{xx} + \zeta_{yy})
\]

\[
= 0.
\]

This yields a system of equations

\[
\begin{cases}
\frac{d(\rho(0,1) - \rho(0,2))}{\rho(2)} + 1 + \frac{b\rho(0,1)d}{\rho(2)} - s^2 = 0, \\
\frac{d(\rho(0,2) - \rho(0,1))}{\rho(2)} + \frac{b\rho(0,2) - \rho(0,1)d}{\rho(2)} - bs^2 = 0,
\end{cases}
\]

which has two solutions

\[
\begin{cases}
s^2 &= \frac{1}{2} \sqrt{D}, \\
b_1 &= \frac{-2d(\rho(0,1) - \rho(0,2)) - \rho(0,2)(1 - \sqrt{D})}{2d\rho(0,1)},
\end{cases}
\]

\[
\begin{cases}
s^2 &= \frac{1}{2} \sqrt{D}, \\
b_2 &= \frac{2d(\rho(0,1) - \rho(0,2)) - \rho(0,2)(1 + \sqrt{D})}{2d\rho(0,1)},
\end{cases}
\]

where \( D = (1 - 2d)^2 + \frac{4d(1 - d\rho(0,1))}{\rho(0,1)} \).

The wave speeds \( s_+ \) and \( s_- \) coincide with the speeds of the surface and interfacial modes in the absence of a shear flow in Section II. The modal equations in \( (x, y, z) \) coordinates in the two-layer case have the form

\[
\begin{align*}
s^2 \phi_{zz} &= 0 & \text{at } 0 < z < 1, \quad (B.17) \\
s^2 \phi_z - \phi &= 0 & \text{at } z = 1, \quad (B.18) \\
\phi &= 0 & \text{at } z = 0. \quad (B.19)
\end{align*}
\]
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We obtain the modal function $\phi$ in the form

$$
\phi = \begin{cases} 
\Lambda (s^2 - 1 + z) & \text{at } d < z < 1, \\
(s^2 - 1 + d) \frac{\alpha}{s^2} & \text{at } 0 < z < d,
\end{cases}
$$

where $\Lambda$ is a constant. For the surface mode, the wave speed $s = s_s$ and we set $\phi_s = 1$ at $z = 1$, which implies $\Lambda = 1/s_s^2$. The modal function for the surface mode is

$$
\phi_s = \begin{cases} 
\frac{s^2 - 1 + z}{s^2 - 1} & \text{at } d < z < 1, \\
\frac{s^2}{s^2} & \text{at } 0 < z < d.
\end{cases}
$$

For the interface mode, the wave speed $s = s_i$ and we set $\phi_i = 1$ at $z = d$, which implies $\Lambda = 1/(s_i^2 - 1 + d)$. The modal function for the interface mode is

$$
\phi_i = \begin{cases} 
\frac{s^2 - 1 + z}{s^2 - 1 + d} & \text{at } d < z < 1, \\
\frac{s^2}{s^2} & \text{at } 0 < z < d.
\end{cases}
$$

Then,

$$
\zeta = (A_i \phi_s + A_i \phi_i)_{z=1}, \quad \eta = (A_s \phi_s + A_s \phi_i)_{z=1},
$$

where $A_s$ denotes the wave amplitude of the surface waves at $z = 1$ and $A_i$ denotes the wave amplitude of the interface waves at $z = d$. Thus,

$$
\psi_1 = \eta + b_1 \zeta
= A_s + A_i \frac{s^2}{s^2 - 1 + d} + \frac{s^2 - 1 + d}{s^2} A_s + b_1 A_i
= P_1 A_i + P_{12} A_i,
$$

where

$$
P_{13} = 1 + \frac{\rho_2}{\rho_1} \frac{\rho_2 s^2 - (1 - d)p_2 - dp_1}{s^2 - 1}, \quad P_{1i} = \frac{\rho_2}{\rho_1} \frac{s^2}{s^2 - 1 + d} + \frac{\rho_2}{\rho_1} \frac{s^2 - 1 + d}{s^2} = 0,
$$

and

$$
(A_s)_{xx} - s^2 \psi_1 (A_i)_{xx} + (A_s)_{yy} = \frac{\psi_{1i} - s^2 \psi_{1x} + \psi_{1y}}{P_{13}} = 0.
$$

Similarly, one can show that $\psi_2 = P_{2i} A_i$, where $P_{2i}$ is a constant, and the interface mode $A_i$ also satisfies the linear wave equation

$$
(A_i)_{tt} = s_i^2 ((A_i)_{xx} + (A_i)_{yy}).
$$

Appendix C. Numerical method

The cKdV-type equation (27) is written in the form

$$
\mu_1 A_R + \mu_2 A \xi + \mu_3 A \xi \xi + \mu_4 \frac{A}{\xi} + \mu_5 \frac{A}{\xi} = 0, \quad (C.1)
$$

where $\mu_i = \mu_i(\theta_i)$. A finite-difference scheme used in this paper is an extension of the scheme suggested by Feng and Mitsui [14].

Appendix C.1. Linearised implicit method

We assume that $\xi \in [\xi_{\min}, \xi_{\max}], R \in [R_0, R_{\max}]$ and $\theta \in [0, 2\pi]$. We discretise the domains of $\xi, R$ and $\theta$ into grids with equal spacings $\Delta \xi, \Delta R$ and $\Delta \theta$. We approximate the grid values $A(\xi_{\min} + n \Delta \xi, R_0 + n \Delta R, m \Delta \theta)$ by $A^n_{l,m}$, where $l = 0, 1, 2, \ldots, L; m = 0, 1, 2, \ldots, M$ with $N = (\xi_{\max} - \xi_{\min})/\Delta \xi$ and $M = 2\pi/\Delta \theta - 1$ (where $0 = \theta$ and $\theta = 2\pi$ define the same direction), and approximate the coefficients $\mu_i(\Delta \theta) = \mu_i(m \Delta \theta)$. The initial condition is given by $A^0 = [A^0_0, A^0_1, \ldots, A^0_L, A^0_M]^T$.

The central difference approximations of partial derivatives in (C.1) are

$$
A^m_{l+1,m} - A^m_{l-1,m} = \frac{2 \Delta \xi}{2} + O(\Delta \xi^2),
$$

$$
A^m_{l,m+1} - A^m_{l,m-1} = \frac{2 \Delta \xi}{2} + O(\Delta \xi^2),
$$

$$
A^m_{l,m} = \frac{A^m_{l+1,m} - A^m_{l-1,m}}{2 \Delta \theta} + O(\Delta \theta^2).
$$

We denote $f = A^2$ and $\frac{1}{2} f_{\xi} = A \xi$. A set of nonlinear algebraic equations has to be solved in order to obtain $A^{n+1}$ from $A^n$. We need to linearise the equations using the Taylor expansion for $f$:

$$
f^{n+1}_{l,m} = f^n_{l,m} + \frac{\partial f^n}{\partial R_{l,m}} \Delta R + O(\Delta R^2)
= f^n_{l,m} + D^n_{l,m} A^{n+1}_{l,m} + O(A^2),
$$

where $D^n_{l,m} = \frac{\partial f^n}{\partial A^n_{l,m}} = 2 A^n_{l,m} + \Delta A^{n+1}_{l,m} = A^n_{l,m} - A^n_{l,m}$. Then

$$
A^{n+1}_n = 2 f^n_{l,m} + 2 A^n_{l,m} (A^n_{l,m} - A^n_{l,m}) = 2 A^n_{l,m} A^{n+1}_{l,m}.
$$

Using the central difference approximations, the
equation (C.1) at \( R_n + \frac{1}{2} \Delta R \) can be written as

\[
\mu_{1,n} A_{n+1,n} - \mu_{1,n} A_{n,n} + \mu_{2,n} (A_{n,n+1} R_{n+1}) + \mu_{3,n} (A_{n+1,n} R_{n+1}) + \frac{\mu_{4,n}}{2} (A_{n,n+1} R_{n+1}) + \frac{\mu_{5,n}}{2} (A_{n,n+1} R_{n+1}) = 0. \tag{C.5}
\]

Substituting (C.2)-(C.4) into the above equation we obtain the following linear system of equations:

\[
\begin{align*}
\frac{\mu_{5,n}}{4 \Delta \xi} & A_{n+1,n} - \mu_{5,n} \Delta \xi A_{n+1,n} + \frac{\mu_{3,n}}{2 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{2 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n} = d_{n,n}^0, \tag{C.6}
\end{align*}
\]

where

\[
d_{n,n}^0 = -\mu_{5,n} A_{n,0} R_n + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{2 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{2 \Delta \xi} A_{n+1,n} + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n}.
\]

Equation (C.6) can be written in the vector form:

\[
T \cdot A^{n+1} = d^n. \tag{C.7}
\]

At the boundary, using periodicity of \( \theta \), we have:

\[
A_{n+1}^0 = A(\xi, R, -\Delta \theta) = A(\xi, R, 2 \pi - \Delta \theta) = A_{n-1}^0, \quad A_{n+M+1}^0 = A(\xi, R, 2 \pi) = A(\xi, R, 0) = A_{n0}^0 \tag{C.8}
\]

for every \( n \) and \( l \).

The domain of \( \xi \) is chosen to satisfy the condition that \( A_{n,n}^0 \) tends to 0 at \( l = 0 \) and \( L \), i.e. at \( \xi = \xi_{\text{min}} \) and \( \xi_{\text{max}} \). Then the value of \( A_{n,n}^0 \) outside of the interval \( [\xi_{\text{min}}, \xi_{\text{max}}] \) is equal to 0,

\[
A_{n,2m} = A_{n,1m} = A_{L+1,n} = A_{L+2,2m} = 0. \tag{C.9}
\]

From equation (C.6), the terms in the matrix of coefficients \( T \) are determined by the following formulae

\[
\begin{align*}
d_{n,0}^0 &= \frac{\mu_{5,n}}{4 \Delta \xi}, \\
R_n d_{n,0}^0 &= -\mu_{5,n} A_{n+1,n} R_n + \frac{\mu_{5,n}}{2 \Delta \xi} A_{n+1,n} R_n + \frac{\mu_{5,n}}{4 \Delta \xi} A_{n+1,n} R_n \tag{C.10}
\end{align*}
\]

Note that the matrix of coefficients at the boundary needs to be changed in accordance with the boundary conditions (C.8) and (C.9). The coefficients \( \mu_i \) are determined by the formulae (29-32).

**Appendix C.2. Order of accuracy**

We use the Taylor expansions of \( A_{n+1,n}^0 \) and \( A_{n+1,n}/R_n \):

\[
A_{n+1,n}^0 = A_{n,n}^0 + \Delta R (A_{n,n}^0)_{R} + O(\Delta R^2),
\]

\[
A_{n+1,n}^0/R_n = A_{n,n}^0/R_n + \Delta R (A_{n,n}^0)_{R} + O(\Delta R^2).
\]

Substituting the central difference approximations (C.2)-(C.4) and the Taylor expansions above into the difference equation (C.5), we obtain

\[
\mu_{1,n} ((A_{n,n}^0)_R + \frac{1}{2} \Delta R (A_{n,n}^0)_{R}) + \frac{\mu_{2,n}}{2} \left( \frac{A_{n,n}^0}{R_n} + \Delta R (A_{n,n}^0)_{R} \right) + \frac{\mu_{3,n}}{2} \left( \frac{A_{n,n}^0}{R_n} + \Delta R (A_{n,n}^0)_{R} \right) + \mu_{4,n} \left( \frac{A_{n,n}^0}{R_n} + \Delta R (A_{n,n}^0)_{R} \right)
\]

\[
= \mu_{1,n} (A_{n,n}^0)_R + \mu_{2,n} (A_{n,n}^0)_{R} + \mu_{3,n} (A_{n,n}^0)_{R} + \mu_{4,n} A_{n,n}^0.
\]

If \( A_{n,n}^0 \) is an exact solution of the cKdV - type equation (C.1), then

\[
\mu_{1,n} (A_{n,n}^0)_R + \mu_{2,n} (A_{n,n}^0)_{R} + \mu_{3,n} (A_{n,n}^0)_{R} + \mu_{4,n} A_{n,n}^0 = 0,
\]

and the truncation error of the system (C.6) is \( O(\Delta R^2 + \Delta \xi^2, \Delta R^2 + \Delta \theta^2) \).

**Appendix C.3. Physical coordinates**

The wave amplitude \( A \) in equation (C.1) depends on the variables \( (\xi, R, \theta) \). In physical coordinates, it depends on the radius \( r \), the time \( t \) and the angle \( \theta \). The two coordinate systems are related as follows:

\[
\xi = r k(\theta) - s, \quad \theta = r e(\theta), \quad \theta = \theta,
\]

\[
R = r, \quad \xi = \xi,
\]

\[
\Delta R = \Delta r,
\]

\[
\Delta \xi = \Delta \xi + \Delta \xi,
\]

\[
\Delta \theta = \Delta \theta + \Delta \theta.
\]
\[ t = \frac{R}{es} - \frac{\xi}{s}, \quad \theta = \theta, \]

where \( e \) is the amplitude parameter, \( s \) is the wave speed in the absence of a shear flow and the function \( k(\theta) \) is the 'distortion function' \( (k(\theta) = 1 \) in the absence of a shear flow). The range and discretisation of the variables \( \xi, R \) and \( \theta \) is discussed in Appendix C.1.

The initial condition for the derived equation (C.1) is given at fixed \( R_0 \) in the form \( A(R_0, \xi, \theta) \). In an experiment, one can take probes at fixed points to measure the wave amplitude at various depths. This method has been used, for example, by Ramirez et al [32]. The initial condition \( \theta = \theta(0) \) can be obtained by taking probes at points \( r_0 = R_0/\xi k(\theta) \) and measuring the wave amplitude in the required time interval \( t \in [0, t_1] \). Here \( t_1 = \frac{R_0}{es} \xi \min / s \), which implies \( \xi \min = \frac{R_0}{e} \cdot st \). Similarly, \( \xi \max = \frac{R_0}{e} \cdot st \). Thus, \( \xi \in [R_0/e, \xi \min, R_0/e] \). We assume that waves are generated by a disturbance in some neighbourhood of the origin \( (r < r_0) \). Therefore, we impose the conditions \( A_{0l}^n = 0 \) for \( l > ((R_0 + n\Delta R)/\xi - \xi \min)/\Delta \xi \).

For a given point \( r, \theta \), the values of \( m \) and \( n \) used to calculate the quantities \( A_{0l}^n \) are given by

\[ m = \frac{\theta}{\Delta \xi}, \quad n = \frac{\xi k(\theta)(r - r_0)}{\Delta \xi}, \]

and we change the value of \( l \) as a function of \( t \) : \( l = \frac{rk(\theta) - \xi \min - st}{\Delta \xi} \). This map allows us to plot the wave profile at a given moment of time \( t \) in the coordinates \( (r, \theta) \). Note that the model is used to find the wave amplitude in the area \( r > r_0 \). We showed the solution of the linear problem (defining our initial condition at \( r = r_0 \)) in the area \( r < r_0 \).