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Abstract

The evolution of turbulent rectangular submerged free jets is described in the literature by the presence of two regions of flow: the potential core region (PCR) and the fully developed region (FDR). However, experiments carried out in the last decade showed that a third region of flow is present, the undisturbed region of flow (URF), so-called in the average visualization, or the negligible disturbances flow (NDF) plus the small disturbances flow (SDF), so-called in the instant visualization. The URF is located between the slot exit and the beginning of the PCR. The main characteristics of URF, and NDF, is that velocity and turbulence profiles remain almost equal to those measured on the slot exit, and the height of the jet remains equal to the slot one. In the SDF the jet height undergoes small variations, i.e. contractions or expansions, but without formation of vortex. Up to now, no numerical evidence of the presence of URF has been given by the literature. The present study, which concerns a two-dimensional jet, presents Large Eddy Simulations (LES), carried out at four Reynolds numbers, which are able to predict and characterize URF. The present numerical results are compared to previous theoretical approaches and confirm the presence of URF, between the slot exit and the PCR. Moreover, URF has a self-similar behavior and a new law for the evolution of the momentum is proposed.

1. Introduction

The evolution of turbulent rectangular submerged free jets has been investigated largely in the last decades. Albertson et al. [1] measured the velocity of a jet flow, emerging from a rectangular slot, at several distances from the exit. The structure of the flow was characterized by two-zones: the first one, the closest to the slot exit, was called zone of flow establishment, or near-field region (NFR), and the second one zone of established flow, or fully developed region (FDR), or far-field region. In the NFR the jet mixes with the
stagnant fluid at the boundary layer, the velocity on the centerline remains equal to the exit one, and the zone has been called also potential core region (PCR). The limit of the zone of flow establishment is when mixing has penetrated into the centerline. At the end of PCR a zone of fully developed flow, or fully developed region (FDR), is observed.

The model proposed in [1] confirms the previous theoretical investigations of Tollmien [2] and Görtler [3], about the mixing of homogeneous streams, and jet expansions, where the authors proposed different self-similar solutions. These theories have been validated experimentally in several works for the FDR [1, 4-10], and the PCR [11-12].

Even though several experimental observations confirmed the validity of the model proposed in [1], other works showed that, for moderate to small Reynolds numbers and turbulence intensities, there is evidence of a more complex behavior. Brown [13], by studying, with the stroboscopic cinematography, the vortices produced by sound in air jets, observed a column of air, upstream the mixing region, which appears to be undisturbed by the flow. Beavers and Wilson [14] reported the presence of an undisturbed region of flow, while studying the growth of vortices, in the vortex sheets bounding a submerged jet. Chambers et al. [15], using Schlieren photography and spectral coherence measurements, observed an undisturbed region of flow for some jet inlet conditions.

Gori et al. [16] carried out a series of experiments on a free air jet, emerging from a rectangular channel, by using Hot Wire Anemometer (HWA) and shadowgraph visualizations. A region of flow, just outside the exit, where velocity and turbulence remain almost equal to those measured on the slot exit, was observed and called Undisturbed Region of Flow (URF). Its presence was confirmed later by Shadowgraph visualizations and Hot Film Anemometer (HFA) measurements [17-20]. Further experiments, [21], conducted with Particle Image Velocimetry (PIV), have recently confirmed the presence of the URF in the average flow. Experiments of the instant flow evolution [22] have shown that the URF can be further divided into two new types of flow, the Negligible Disturbances Flow (NDF) and the Small Disturbances Flow (SDF). In the NDF the jet height remains almost constant, as well as velocity and turbulence profiles, while in the SDF the jet height evidences small variations, either contractions or expansions, but without vortex formation. The experiments have also shown that the length of the URF, equal to the total length of NDF plus SDF, increases with the decrease of the Reynolds number.

The URF has not been investigated numerically so far, except in [23], where some preliminary numerical solutions, obtained with the RANS modeling, compared the experimental shadowgraph visualizations at \( Re=25,000 \) and 60,000. The numerical analysis can give further information, besides the experiments, which can contribute to a better understanding of the phenomenon of heat transfer upon a cylinder, due to jet flow [24]. This problem has been shown to depend on several variables, as the presence of multiple cylinders in a row [25-26], fins [27], level of turbulence in the jet [28], slot to cylinder diameter ratios [29-30].

The assumption of a two-dimensional flow in turbulent conditions has been theoretically justified for some decades with applications to: heat transfer [31], pulsed jet [32], offset jet flow [33], jet flow of a nanofluid in
a converging duct [34], meteorology and magneto-hydrodynamics [35]. Some two-dimensional Direct Numerical Simulations (DNS) [36-37] and Large Eddy Simulations (LES) [38-43] have been conducted to study the fluid dynamics of submerged jets, but in none of them the URF has been observed. The advantage of the two-dimensional simulation is the relative rapidity of solution, along with the ability to capture the natural evolution of the structures in the NFR of turbulent jets. Despite the 2D modeling precludes the vortex stretching mechanism, it makes the LES calculations affordable. In addition, the near-field transitional mixing in turbulent jets is dominated by two-dimensional, large-scale coherent structures [44], which are captured in the simulations.

The aim of this paper is to perform a set of numerical simulations, at several Reynolds numbers, in order to establish whether the URF is present between the slot exit and the PCR, like in the experiments of Gori et al. [16-22], or the PCR begins right downstream the slot exit, like in Albertson [1].

2. Numerical Method

2.1 Governing Equations

The Large Eddy Simulation (LES) solves the large-scale turbulent structure at an affordable computational cost, in comparison with the Direct Numerical Simulation, DNS, and models the small-scales by spatially filtering the Navier-Stokes equations. Let us define a generic field, \( a(t, x_i) \), function of time \( t \), and a spatial coordinate \( x_i \). The corresponding grid-scale filtered field, \( \tilde{a}(t, x_i) \), is defined by the following integral

\[
\tilde{a}(t, x_i) = \int_{\Omega} a(t, \xi_i) g(x_i - \xi_i, \Delta) d^3\xi_i
\]

where \( \Omega \) is the domain dimension, \( g \) is a properly normalized spatial filter function, with a characteristic filter width, \( \Delta \). The effect of the small-scales is embedded in the non-linear terms. For sake of generality the variable will be expressed in a non-dimensional form. The governing equations are:

Continuity equation

\[
\frac{\partial \tilde{u}_i}{\partial x_i} = 0
\]

Momentum equation

\[
\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial}{\partial x_j} \left( \tilde{u}_i \tilde{u}_j + \tilde{p} \delta_{ij} - \frac{2}{Re} \tilde{S}_{ij} \right) = \frac{\partial \gamma_{ij}}{\partial x_j}
\]

where \( \tilde{u}_i \) is the velocity vector, \( \tilde{p} \) the static pressure, \( \tilde{S}_{ij} \) the identity tensor, \( Re \) the Reynolds number, defined as
Re = \frac{U_w D_h}{\nu} \quad (4)

being \( U_w \) the inlet velocity, \( D_h \) the hydraulic diameter, \( \nu \) the fluid kinematic viscosity, \( S_y \) the shear rate tensor, defined as

\[
\tilde{S}_y = 2 \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) - \frac{1}{3} \frac{\partial \tilde{u}_k}{\partial x_k} \delta_{ij} \quad (5)
\]

\( \tilde{\tau}_{ij} \) the sub-grid stress tensor,

\[
\tilde{\tau}_{ij}^{sgr} = 2 \nu_{sgr} \tilde{S}_{ij} - \frac{2}{3} k_{sgr} \delta_{ij} \quad (6)
\]

\( \nu_{sgr} \) the sub-grid viscosity,

\[
\nu_{sgr} = C_s \Delta^2 \tilde{S} \quad (7)
\]

\( k_{sgr} \) the sub-grid kinetic energy,

\[
k_{sgr} = C_s \Delta^2 \tilde{S}^2 \quad (8)
\]

\( \tilde{S} \) the filtered shear rate,

\[
\tilde{S} = \sqrt{2 \tilde{S}_y \tilde{S}_y} \quad (9)
\]

\( \Delta \) the filter width,

\[
\Delta = \sqrt{\Delta_x \Delta_y} \quad (10)
\]

with \( \Delta_k \) the box filter width in the k-th direction. The dynamic Smagorinsky model is employed in the present study, and its details are illustrated in [42].

2.2 Computational approach

The simulations are carried out with the pisoFoam finite-volume solver, which solves the Navier-Stokes transient incompressible equations via the PISO algorithm, available in the open-source code OpenFOAM. The two-dimensional grid is generated in blockMesh and the OpenFOAM utility for mesh generation. The geometry is made by a rectangular box, three diameters long in the vertical (y) direction and 6.5 diameters in axial (x) direction. The uniform grid is made of \( 884 \times 408 \) points with a stencil of \( 7.3 \times 10^{-3} \) hydraulic diameters in both directions.
The filter chosen for the LES is the “simple” one, which interpolates the field in a given point with its neighboring cells. The filter amplitude is proportional to the cubic root of the cell volume. A top-hat velocity profile is assumed at the slot exit, in analogy with [1]. The thickness of the shear layer influences the length of the initial region, because the smaller it is the shorter is the initial region, as pointed out in [36]. Therefore, since the top-hat velocity profile has the smallest shear layer thickness, if the URF is observed in this case, it is surely observable with another inlet velocity profile.

Above and below the slot there is a wall, whose thickness is 0.176 hydraulic diameters, in analogy with the experimental conditions of [16-22]. Everywhere else, in the \( x \) and \( y \) directions, there is a free boundary. At the outlet, the total pressure is specified, and the velocity boundary condition changes, depending on its direction, in order to avoid continuity errors. If the fluid flows out of the domain a zero gradient condition is imposed for the velocity, otherwise the velocity is obtained from the patch-face normal component of the internal-cell value. The explicit time integration scheme is the second order backwards. A different time step, based on the CFL stability criterion, is used for each simulation, so that the CFL is always equal to 0.5. The simulations are carried out for 140 flow times, being the “flow time” the ratio between the domain length and the axial velocity at the slot. After 10 flow times the steady state is reached and the next 130 flow times are used to average the instant variables, in order to obtain the mean turbulent properties.

3. Results and discussion

In order to visualize the jet, Figure 1 reports the instant vorticity contours, which, in a two-dimensional flow, is just a scalar, at four Reynolds numbers. In order to better visualize the jet, only the absolute value of the variable is considered, and the contours are represented in logarithmic scale. The two-dimensional modeling is sufficient to capture the flow features in the near-field region, in spite of the fact that the vortex-stretching is missing in the FDR.

The evolution of the flow field follows the same scheme at all the four Reynolds numbers investigated, 5000, 10,000, 20,000, 40,000. After the jet exits from the rectangular slot the shear layer starts developing. Right after the slot exit there is a region, whose length changes with the Reynolds number, where no vortex is present. The Kelvin-Helmholtz instability appears in the free shear layer at different positions, depending on the Reynolds number. For higher Reynolds number the roller vortex structures are closer to the slot. This is in agreement with the linear theory on the Kelvin-Helmholtz instabilities [45], where a low wave number perturbation is enough to trigger the instabilities in a high Reynolds number flow. The vortical structures appear to be bigger at small Reynolds numbers. The roller vortex structures are anti-symmetrical and travel downstream at the speed of the convection velocity. Downstream a certain distance from the beginning of the Kelvin-Helmholtz instability, the roller vortices pair to form bigger roller structures. The merging of the shear layers triggers the asymmetry in the flow. The perturbation of the fluid, at intermediate wave numbers, results in an energy cascade to lower wave numbers, as in three-dimensions. Therefore, in the two-dimensional simulations small vortices aggregate into larger ones.
Figure 1-(a) shows, at Re = 5000, that the fluid proceeds undisturbed, and the jet height remains nearly constant, up to \( x = 1 \), where it becomes slightly narrower. This is the point where the Kelvin-Helmholtz instability appears. The jet undergoes some expansions and contractions up to \( x = 1.8 \), where the first small pair of counter-rotating vortices appear. From \( x = 2 \) up to \( x = 2.4 \), the vortices have a cat’s eye-shape because of the higher vorticity, close to the slot exit, while downstream, where vorticity is smaller, the vortices are round and symmetric. At this Reynolds number, the jet appears mainly symmetric, despite the presence of some asymmetric filaments, expelled from the last couple of vortices.

The vorticity contours at Re = 10,000, Figure 1-(b), show a more complex pattern compared to Re = 5000. The undisturbed region of flow, URF, is shorter, ending around \( x = 0.8 \). The following jet contractions and expansions are smaller in amplitude compared to the previous case. At \( x = 1.45 \) the first roller vortex pair appears. At each vortex pair corresponds a regular mushroom shaped structure. The jet proceeds up to \( x = 2.3 \), where, after a considerable contraction, the jet loses its axial structure and becomes a turbulent wake, made of large elliptical vortices with high vorticity, which travel towards the jet axis, and others vortices, which are occasionally expelled and surround it.

Figure 1-(c) shows the vorticity contours at Re = 20,000. The vortex pairs are smaller and the undisturbed region of flow, URF, is much shorter than in the previous two cases, ending around \( x = 0.15 \). Both cat’s eye and round vortices are present, forming mushroom structures, up to \( x = 2.3 \), where the jet becomes asymmetric and vortices of different shapes are expelled from the jet. Closer to the jet the vortices roll faster. When they move away from the centerline the structures slow down and eventually mix with other vortices, expelled afterwards, by forming larger structures with complex shape. Around \( x = 3.4 \), another mushroom structure, a rounder one, can be seen with larger elliptical eddies. Around \( x = 5 \), the last mushroom shaped structure is shown.

The vorticity contours at Re = 40,000 are shown in Figure 1-(d). In the initial region of flow there are no major differences with the previous case, i.e. Re = 20,000. The undisturbed region of flow, URF, ends around \( x = 0.1 \). Then, the jet undergoes a series of contractions and expansions, up to about \( x = 1 \), where they become asymmetric. Around \( x = 2 \), the jet bends and reaches its smallest section, and around \( x = 2.5 \) the flow field loses its axial structure and becomes a turbulent wake. Some mushroom shaped structures, with irregular shape and random orientation, are visible in the wake, as well as elliptical large eddies.

Figure 1 - Instant vorticity contours: (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.

3.1 Undisturbed region flow (URF)

In the URF the axial velocity changes slightly from the slot exit profile. Therefore, to establish whether an URF is present, in the two-dimensional jet, the axial velocity profile needs to be investigated. The evolution of the axial velocity profiles is studied by analyzing the “isotachs”, which are curves with constant velocity in
the x-y plan. This method is particularly useful to identify discontinuity in the flow field. Since in the NFR the average axial velocity profile is symmetric, it is sufficient to consider its evolution only in the upper part of the domain. Because of the top-hat velocity profile on the slot exit, and the no-slip boundary condition at the nozzle wall, all the isotachs are supposed to originate from the point \((x_0, y_0) = (0, h)\), being \(h = 0.25\) the ratio between the half-length of the slot, \(H/2\), and the hydraulic diameter, \(2H\).

Figure 2 presents the numerical results of the isotachs for four different velocities and Reynolds numbers. The analysis of the isotachs of Figure 2 reveals the presence of a point where the slope of the isotachs changes, being positive for \(U \in [0, 0.70]\) and negative for \(U \in [0.75, 1]\), regardless of the Reynolds number. The axial length position of the slope change is inversely proportional to the Reynolds number. The slope change indicates that the fluid is subject to different mechanisms, upstream and downstream. The focus of this section of the paper is on the upstream region, i.e. between the slot exit and the point of change in slope. For the moment this region is called URF, in analogy to the experiments [16-22], which identifies the first region of flow after the slot exit, and, then, it will be establish if this name is appropriate or not. The fact that the extension of this region is inversely proportional to the Reynolds number seems to give already some credits to the findings of [16-22].

A regression analysis, conducted on the isotachs curves in the URF, allows to find a self-similar law for the URF, with the introduction of a self-similar variable, \(\eta\), constant along the isotachs, of the following form:

\[
\eta = \eta_0 + \sqrt{\text{Re}} \frac{(y - h)}{\sqrt{x}}
\]  

(11)

The regression lines obtained with the present theory are reported in Figure 2, along with the numerical isotachs. The regression lines of the present theory are in very good agreement with the numerical isotachs, up to the point where slope change occurs, for each velocity and Reynolds number. The presence of the constant \(\eta_0\), in Eq. 11, is necessary in order to explain the fact that the slopes of the isotachs are positive for \(U \in [0, 0.70]\) and negative for \(U \in [0.75, 1]\), regardless of the Reynolds number. Therefore, in the URF there must be an isotach curve, in the interval \(U \in [0.70, 0.75]\), called critical isotach, which is always parallel to the x axis, and independent of the Reynolds number.

The analysis of the numerical results reveals that turbulence is negligible in the URF, therefore, the instant variables and the mean ones coincide. The analysis of the axial momentum budget shows that in the URF the axial pressure gradient and the axial viscous stresses, along with the local time derivative, are negligible. Then, the axial momentum equation can be reduced to
The evolution of the axial velocity is dominated by viscous effects, then, the URF cannot be inside the PCR, which has been identified as the region of a jet flow where the fluid can be considered inviscid [1]. Since the axial velocity is function of a self-similar variable, $\eta$, and the problem is two-dimensional, the flow can be represented by a stream-function, $\psi$, defined as

$$\psi = \frac{1}{\sqrt{\text{Re}}} x f(\eta)$$  \hspace{1cm} (13)$$

where $f(\eta)$ is a function of the self-similar variable $\eta$, defined by Eq. (11).

The axial-velocity is then self-similar and can be represented by

$$u(\eta) = \frac{\partial \psi}{\partial \eta} = \frac{df}{d\eta}$$  \hspace{1cm} (14)$$

while the vertical one is not self-similar

$$v(x, \eta) = -\frac{\partial \psi}{\partial x} = -\frac{1}{2\sqrt{\text{Re}}} \frac{1}{x} \left( f - (\eta - \eta_0) \frac{df}{d\eta} \right)$$  \hspace{1cm} (15)$$

Equations (14) and (15) automatically satisfy the continuity equation:

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0$$  \hspace{1cm} (16)$$

Now, replacing Eqs. (13-15) into Eq. (12), and expressing the spatial derivative as a function of the similarity variable, $\eta$, an ordinary differential equation for the function $f(\eta)$, can be obtained

$$\frac{d^3 f}{d\eta^3} + \frac{1}{2} f \frac{d^2 f}{d\eta^2} = 0$$  \hspace{1cm} (17)$$

Equation (17) has been derived by Blasius [46], in order to describe the evolution of the boundary layer in a flat-plate, and by Lessen [47] and Lock [48] to model the laminar free shear layer between two parallel streams of fluid, with the same [47] and different physical properties, [48], but their self-similar variable did not contain the constant $\eta_0$. In order to solve Eq. 17 three boundary conditions are necessary. The first two are:

$$\lim_{\eta \to \infty} \frac{df(\eta)}{d\eta} = 0$$  \hspace{1cm} (18)$$
\[
\lim_{\eta \to -\infty} \frac{df(\eta)}{d\eta} = 1
\]  

(19)

In the parallel streams problem, Lessen [47] and Lock [48] imposed a null vertical velocity on the interface between the two streams. This choice cannot be assumed in the present case because the numerical simulations show that the maximum value of the vertical velocity is reached at the interface with the stagnant fluid. In the jet flow, inside a stagnant fluid, the vertical velocity is null on the centerline, but this condition is difficult to be applied because the similarity variable on the centerline, \( \eta \), is function of the axial coordinate, \( x \), and, by the definition of Eq. (11), \( \eta \) is always largely negative on the centerline. Since the axial velocity profile in the near field region is almost flat, and the interest is to describe the boundary layer, the boundary condition to be taken into account is that the centerline corresponds to \( \eta = -\infty \). Therefore, the following boundary condition is assumed

\[
\lim_{\eta \to -\infty} f(\eta) = \eta - \eta_0
\]  

(20)

At this point, the problem is fully determined and the equations can be solved. The third order ordinary differential equation is split into two systems of three first order differential equations. The first one needs to be solved in the range, \( -\infty, \eta_0 \), and the second one in the range, \( \eta_0, +\infty \). The system is solved with the shooting method in order to find the value of the constant \( \eta_0 \). The additional boundary conditions imposed are: the continuity of \( f \), \( df/d\eta \), and \( d^2f/d\eta^2 \), at \( \eta = \eta_0 \).

The solution is obtained with the code MATLAB, through the routine “ode45”, which solves the system of non-linear ordinary differential equations with the Runge-Kutta method of fourth order. The results are \( f(\eta_0) = -0.3384 \), \( df/d\eta|_{\eta_0} = 0.6914 \), and \( d^2f/d\eta^2|_{\eta_0} = -0.191 \) at \( \eta = \eta_0 = -0.5288 \) (horizontal line), while \( f(0) = 0 \), \( df/d\eta|_{0} = 0.5873 \), and \( d^2f/d\eta^2|_{0} = -0.1997 \) at \( \eta = 0 \).

Figure 3 compares the axial velocity profiles, obtained by the present theory, with the numerical results of the simulations, in the URF. The numerical axial velocity profiles are expressed in function of the self-similar variable, \( \eta - \eta_0 \), and plotted at different axial coordinates, in order to show that the hypothesis of self-similarity is valid. The results, at the four Reynolds numbers, show a good agreement, especially at smaller Reynolds number, because of the wider boundary layer. The velocity profile has an interesting facet, at \( y=h \), or \( \eta = \eta_0 \) (horizontal line), Lock [48] found a value of 0.59 for the parallel streams problem, while the present theory, for a rectangular jet flow in stagnant fluid, shows a value of 0.69, which is in reasonable agreement.

**Figure 3 – Numerical axial velocity profiles, at different x distances, and present theory of self-similarity in URF.**
(a) \( Re = 5000 \); (b) \( Re = 10,000 \); (c) \( Re = 20,000 \); (d) \( Re = 40,000 \).
Figure 4 presents the vertical velocity, multiplied by the square root of 4 times the Reynolds number and the axial coordinate, according to Eq. 15. The numerical vertical velocity profiles, obtained with the LES approach, are reported at different axial distances. The theoretical profiles are compared with the numerical results for the four Reynolds numbers investigated. The vertical velocity approaches zero for $\eta$ approaching $-\infty$, in agreement with the present theory and differently from Lock [48], where the value reached is -0.5. Further on, the present theory predicts the position of the maximum of the vertical velocity, which is $0.3378/\sqrt{Re \cdot x}$ at $\eta = \eta_0$, while is 0 in the Lock one [48]. Moreover, the vertical velocity profile, predicted by the Lock theory [41], varies more inwards the jet than outwards, compared to the present profile, while the two theories converge for $\eta \to +\infty$.

Figures 4-(a) and 4-(b) show that the theoretical results lose their agreement with the numerical ones at high values of $x$, because of the difficulty to find the limit of the URF. Further on, between this region and the next one there is a buffer layer, where the phenomena, dominating in one region, coexist with those of the other one and the transition is fast but not abrupt. At small Reynolds numbers, the numerical results are in better agreement with the present theoretical ones.

Figure 4 - Numerical vertical velocity profiles, at different $x$ distances, and present theory of self-similarity in URF. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.

3.2 Potential Core Region (PCR)

The axial velocity profiles are also investigated in the potential core region, PCR, which follows the URF. Figure 5 shows the isotachs curves, obtained with the numerical simulations and already reported in Fig. 2, but a larger span of the $x$ coordinate evidences better the two different slopes of each isotach. The region of interest is now the PCR, with the greater slope.

In the PCR, turbulence is not negligible, therefore, the self-similar analysis must be applied to the mean variables. A suitable variable of self-similarity, $\eta$,

$$\eta = \eta_0 + \frac{(y-h_0)}{a(x-x_0)}$$

(21)

can be employed for the axial velocity profiles.

The regression lines, obtained from the present theory, are approximately straight lines with the constant $a$ independent on the Reynolds number, in agreement with the definition of PCR, and they are reported in Figure 5 for the four Reynolds numbers. It is possible to observe the reasonably good agreement between the constant slope of the regression line, and that of each isotach, in the first part of each PCR.

Figure 5 – Numerical isotachs: $U = 0.1$, black; $U = 0.4$, circle; $U = 0.7$, $x$; $U = 0.9$, diamonds. Regression lines of the present theory: $U = 0.1$, black; $U = 0.4$, dot-dashed; $U = 0.7$, dotted; $U = 0.9$, dashed. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.
Tollmien [2] and Görtler [3] proposed a self-similar solution for the velocity profile in the potential core region, PCR, of a turbulent jet. The self-similar variable is the same of Eq. (21), with the assumptions of $\eta_0, h_0, x_0$ equal to 0, and the coefficient $a$ equal to 0.13, although the experimental values are 0.09 in [21], and 0.12 in [1].

The analysis of the axial and vertical momentum budget reveals that the equations can be approximated by:

$$U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} = \frac{\partial \tau_{xy}^R}{\partial y}$$

(32)

$$0 = -\frac{\partial P}{\partial y} + \frac{\partial \tau_{xy}^R}{\partial y}$$

(23)

This result is in agreement with Tollmien [2] and Görtler [3], while the vertical momentum is in agreement with the dimensional analysis of Townsend [49] and the experimental analysis of Miller and Comings [50].

The present numerical results are validated by the comparison with the theoretical ones of Tollmien [2] and Görtler [3], by defining:

$$\Psi = a(x - x_0)f(\eta)$$

(24)

$$U = \frac{\partial \Psi}{\partial y} = \frac{df}{d\eta}$$

(25)

$$V = -\frac{\partial \Psi}{\partial x} = -a \left( f - (\eta - \eta_0) \frac{df}{d\eta} \right)$$

(26)

$$\tau_{xy}^R = \nu_r \frac{\partial U}{\partial y}$$

(27)

The two theories are different, because in Tollmien [2]

$$\nu_r = c^2 \left( x - x_0 \right)^2 \left| \frac{\partial U}{\partial y} \right|$$

(28)

$$\zeta = \frac{a(\eta - \eta_0)}{\sqrt{2c^2}}$$

(29)
\[
\frac{d}{d\zeta} \left( \frac{d^2 f}{d\zeta^2} \right) + 2 f \frac{d^2 f}{d\zeta^2} = 0 \tag{30}
\]

while in Görtler [3]

\[
\nu_r \rho = \rho \left( x - x_0 \right) \tag{31}
\]

\[
\bar{\zeta} = \frac{a^2 \left( \eta - \eta_0 \right)}{e} \tag{32}
\]

\[
\frac{d^3 f}{d\zeta^3} + f \frac{d^2 f}{d\zeta^2} = 0 \tag{33}
\]

Equations (30) and (33) are solved by providing the boundary conditions imposed in [2] and [3]. The constants of the model are scaled in such a way that the variables \( \zeta \) and \( \bar{\zeta} \) coincide.

The mean axial velocity profiles obtained with the present numerical simulations, at the four Reynolds number and at different \( x \) distances, are compared with the Tollmien [2] and Görtler [3] results in Figure 6, as function of \( \zeta = \bar{\zeta} \). The numerical results are reported at different axial coordinates, \( x \), in order to show that the hypothesis of self-similarity is verified. Both the theories give comparable results at the interface, however, Figure 6 shows that Tollmien [2] results are in better agreement with the numerical data closer to the centerline, while the Görtler [3] ones are better in the outer region. The agreement between the numerical data and the two theories is quite good, even at high Reynolds numbers.

**Figure 6 - Numerical axial velocity profiles at different x distances, Tollmien (black line) and Görtler (dashed line) theories in the PCR. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.**

Figure 7 compares the theoretical vertical velocity profiles of Tollmien [2] and Görtler [3] with the present numerical results at the four Reynolds numbers, as function of \( \zeta = \bar{\zeta} \). The Tollmien [2] theory is in better agreement with the present numerical results in the upper part of the domain, while the Görtler [3] one is in better agreement closer to the centerline. Both theories [2-3] give comparable results at the interface, where the shape and the position of the maximum are well predicted. The agreement with the numerical results is less satisfactory at high Reynolds numbers.

**Figure 7 - Numerical vertical velocity profiles at different x distances, Tollmien (black line) and Görtler (dashed line) theories in the PCR. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.**

4. Conclusions

The theoretical approach, employed in the present paper, shows that, in a rectangular submerged free jet, it is possible to identify two self-similar regions of flow. The first one, dominated by the viscous stresses, is identifiable with the undisturbed region of flow, URF, observed in the average flow, [16-21], is also described
in the instant flow, [22], as negligible disturbances flow, NDF, plus small disturbances flow, SDF. The second region, dominated by turbulence, is identifiable with the potential core region, PCR. According to Albertson, [1], when a jet issues from a rectangular slot, a velocity discontinuity is present on the exit of the jet into the surrounding fluid, since its velocity profile may be assumed to be relatively top-hat. The eddies, generated in this region of high shear stress, result immediately in a lateral mixing process, which progresses both inward and outward with the distance from the exit.

The numerical Large Eddy Simulations, performed in the present paper at four Reynolds numbers, ranging from 5000 to 40,000, show that the eddies are generated only at a certain distance from the slot exit, subdividing the flow-establishment zone, or near field region, into two regions, the first one dominated by the viscous friction and the second one by the turbulent mixing. The first region can be called Undisturbed Region Flow, URF, or Negligible Disturbances Flow, NDF, plus Small Disturbances Flow, SDF, because the velocity profile has slight changes compared to the slot exit, and the jet height varies only slightly. The second region of flow is the well-known Potential Core Region, PCR. The first type of flow, URF, dominated by viscosity, is highly sensitive to the Reynolds number, and seems to disappear around Re = 40,000, where the flow-establishment zone is entirely occupied by the PCR, as in [1].

The results obtained in the present paper confirm, numerically and theoretically, the experimental findings discovered in [16-22]. The present two-dimensional approach, comparable to several numerical papers, which considers the near field of the jet flow as an essentially 2D region, is applicable since the URF is not affected by turbulence. The solution in the initial, or near field, region is dependent on the top-hat velocity profile imposed on the exit, but, as shown by the literature, this type of velocity profile has a virtually zero shear layer thickness and produces the initial region with the shortest length possible. Therefore, numerical results obtained using a more realistic velocity profile could find an even longer URF.

In conclusion, the present numerical and theoretical results are reliable and confirm that an URF is present in a two-dimensional rectangular submerged jet, as shown experimentally in [16-22]. The results shown suggest that the model with three-regions of flow for submerged jets, proposed in [16-22] on the basis of the experimental data, describes better the evolution of the phenomenon, compared with the Albertson model [1].
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Figure 1 - Instant vorticity contours: (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.
Figure 2 – Numerical isotachs: \( U = 0.1 \), black point; \( U = 0.4 \), circle point; \( U = 0.7 \), x point; \( U = 0.9 \), diamond point. Regression lines of the present theory: \( U = 0.1 \), black line; \( U = 0.4 \), dot-dashed line; \( U = 0.7 \), dotted line; \( U = 0.9 \), dashed line. (a) \( \text{Re} = 5000 \); (b) \( \text{Re} = 10,000 \); (c) \( \text{Re} = 20,000 \); (d) \( \text{Re} = 40,000 \).
Figure 3 – Numerical axial velocity profiles, at different x distances, and present theory of self-similarity in URF.
(a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.
Figure 4 - Numerical vertical velocity profiles, at different x distances, and present theory of self-similarity in URF. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.
Figure 5 – Numerical isotachs: $U = 0.1$, black; $U = 0.4$, circle; $U = 0.7$, x; $U = 0.9$, diamonds. Regression lines of the present theory: $U = 0.1$, black; $U = 0.4$, dot-dashed; $U = 0.7$, dotted; $U = 0.9$, dashed. (a) $Re = 5000$; (b) $Re = 10,000$; (c) $Re = 20,000$; (d) $Re = 40,000$. 
Figure 6 - Numerical axial velocity profiles at different x distances, Tollmien (black line) and Görtler (dashed line) theories in the PCR. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.
Figure 7 - Numerical vertical velocity profiles at different x distances, Tollmien (black line) and Görtler (dashed line) theories in the PCR. (a) Re = 5000; (b) Re = 10,000; (c) Re = 20,000; (d) Re = 40,000.