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Students’ preferences in undergraduate mathematics assessment

Existing research into students’ preferences for assessment methods has been developed from a restricted sample: in particular, the voice of students in the ‘hard-pure sciences’ has rarely been heard. We conducted a mixed method study to explore mathematics students’ preferences of assessment methods. In contrast to the message from the general assessment literature, we found that mathematics students differentially prefer traditional assessment methods such as closed book examination; they perceive them to be fairer than innovative methods and they perceive traditional methods to be the best discriminators of mathematical ability. We also found that although students prefer to be assessed by traditional methods they are also concerned by the mix of methods they encounter during their degree, suggesting that more account needs to be taken about the students’ views of this mix. We discuss the impact of the results on the way general findings about assessment preference should be interpreted.
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Introduction and background

There appears to be widespread agreement that students’ preferences for assessment methods influence their learning and how they interact with teaching (Scouller 1998; Harlen and Crick 2003; Gielen, Dochy and Dierick 2003; Boud and Falchikov 2007). Birenbaum (2007) argues that finding out about students’ assessment preferences and what factors underpin those preferences is increasingly important in institutions with a service orientation which seek to accommodate students’ views. However, Birenbaum goes on to note that research into students’ preferences is relatively scarce and focused mainly on preferential choice between assessment formats.

Much of the work in this area tends to compare multiple choice tests to essays and traditional examinations. It points to a preference for multiple choice questions or short
response questions over traditional essay style or more in-depth questions. Moreover, they suggest student preferences are biased towards methods with low discrimination (giving high marks irrespective of ability) and which can be prepared for easily. For example, Traub and MacRury (1990) suggested that students in their sample preferred multiple choice questions over essays because they felt they would achieve higher scores on them and were easier to revise for. Similarly, both Scouller (1998) and Zeidner (1987) implied that a preference for multiple choice tests was based on students viewing them as covering a wide range of the syllabus superficially, avoiding the deeper focus required of a traditional essay or examination question.

When the exploration of assessment methods widens beyond a comparison of multiple choice with essays and examinations, the research suggests a general dissatisfaction with the traditional methods. For example, Sambell, McDowell and Brown’s (1997) study, which was based on a wide selection of students on 13 different degree programmes, suggested that exams were “invariably seen as a regrettable or second-rate situation” (p357) and that alternative forms of assessment such as projects and presentations were both preferable and more exacting. Moreover, Sambell et al. suggest that these alternative forms were also seen as fairer than traditional examinations. Similarly, Kniveton’s (1996) study of students across 7 degree programmes suggested that continuous assessment was seen as fairer and a better discriminator of ability than examinations.

More recently however, Joughin (2010) has questioned the way in which some key studies on students’ perceptions of assessment have been interpreted. He suggested that the oversimplified way in which these studies have been used does not take into account
their context and the cognitive demands both of the assessment type and of the discipline of study.

This latter issue is of particular interest when the sources of the data for much of the research in this area are examined. Struyven, Dochy and Janssens (2005) conducted a comprehensive review of research on students’ perceptions about assessment which analysed the findings of over fifty different empirical studies. Table 1 shows an analysis of the academic subjects studied by the students who took part in these studies.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of studies</th>
<th>Total Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychology</td>
<td>9</td>
<td>1389</td>
</tr>
<tr>
<td>Medicine and biology</td>
<td>7</td>
<td>690</td>
</tr>
<tr>
<td>Accountancy, economics and finance</td>
<td>6</td>
<td>587</td>
</tr>
<tr>
<td>Education</td>
<td>6</td>
<td>320</td>
</tr>
<tr>
<td>Engineering</td>
<td>5</td>
<td>627</td>
</tr>
<tr>
<td>History</td>
<td>4</td>
<td>55</td>
</tr>
<tr>
<td>Social Sciences (unspecified)</td>
<td>3</td>
<td>344</td>
</tr>
<tr>
<td>Arts &amp; Humanities (unspecified)</td>
<td>3</td>
<td>120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of studies</th>
<th>Total Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>2</td>
<td>77</td>
</tr>
<tr>
<td>Science (unspecified)</td>
<td>1</td>
<td>128</td>
</tr>
<tr>
<td>IT/computing</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Languages</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Law</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Physics</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Literature</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1. Number of studies and total sample size for subjects in the research papers analysed in Struyven et al. (2005).

It is clear that the research has not drawn evenly from all areas, with large samples from applied subjects such as psychology and medicine. Indeed, over three quarters of the
students in these studies come from just four broad disciplines: psychology, biological sciences, engineering and economics, which may not be representative of the spectrum of subjects.

Biglan’s (1973) seminal paper classified academic subjects by identifying key underlying dimensions (such as hard vs. soft and pure vs. applied) and this classification has been used repeatedly to distinguish discipline areas (e.g. Becher, 1989; Wareing, 2009). An analysis of the samples in the subjects in Table 1 against this classification shows that three of Biglan’s four quadrants – hard-applied, soft-applied, and soft-pure subjects – are relatively well explored. However, there is only one study from the hard-pure area: a small scale study of physics students’ views of portfolios as an assessment tool which did not compare or analyse preferences for different assessments.

More recent work which draws on Biglan’s classification scheme (Becher 1989, 1994) suggests that there are significant differences between cognitive demands and social structures of academic disciplines. Becher (1994) notes the different structuring of knowledge across disciplines, where the pure-hard sciences are characterised by knowledge which is “…cumulative; atomistic (crystalline/tree-like); concerned with universals, quantities, simplification; resulting in discovery/explanation” (p154) while the soft-applied subject structure is “functional; utilitarian (know-how via soft knowledge); concerned with enhancement of [semi-] professional practice; resulting in protocols/procedures” (p154). Such differences are also reflected in the views of professional bodies: for example, the London Mathematical Society (LMS 2011) note “there are significant cognitive differences between learning in mathematics and in most other subjects”.
Given the importance of disciplinary differences, Joughin’s (2010) concern for the lack of appreciation for academic context in existing literature and the lack of existing research reporting the voice of those studying hard-pure subjects, this paper examines whether students within that area might have similar patterns of assessment preference and rationales for that preference to those in the literature in general. Kolb (1981) argues that the heart of the hard-pure category is mathematics so our expectation was that potential issues would be most clearly highlighted by focusing on mathematics students.

Assessment of mathematics at university in the UK

Despite a rich literature on advanced mathematical thinking, there appears to be no existing work which takes an empirical approach to investigating students’ preferences for assessment methods in undergraduate mathematics. There is, however, a body of scholarly writings in mathematics education advocating the introduction of new and – for mathematics – ‘innovative’ assessment forms.

These include projects (Berry and Houston 1995), poster presentations (Houston 2001), multiple choice questions (Haines and Crouch 2005; Ramesh 2009), oral assessment (Levesley 2011) or a combination of projects, posters and presentations (Povey and Angier 2006). The rationale behind the calls to innovate is that traditional closed book examinations are not seen as fostering understanding of this subject and may be seen as responsible for the association that students appear to make between being good at mathematics and simply having a good memory (Schoenfeld 1989).

The mix of assessment methods encountered, the connection between methods and
subject matter and the differential contribution of methods to final marks is described by Iannone and Simpson (2013) as “the assessment diet”. In mathematics, the assessment diet in the UK is surprisingly uniform (Iannone and Simpson 2011). By far the most common assessment method is the closed book examination. Iannone and Simpson found a correlation between university ranking and increased use of closed book examinations and found, in almost all institutions, this form of assessment accounts for the large majority of the final mark.

There may be many reasons for this. Gibbs (2006) noted that, although there have been strong pressures on higher education to adopt innovations in assessment, other pressures act to retain traditional systems: “Instead of being imaginative and innovative, assessment reverts to simple and crude basics” (p21). Elsewhere, others have suggested that the mathematics community is resistant to change and should be held responsible for the lack of innovative assessment at university (Burton and Haines 1997). However Becher’s (1994) work on disciplinary differences suggests that mathematics demands different cognitive processes from other disciplines and this, rather than an inherent conservatism, might largely account for the uniform assessment diet in the field.

So, the general literature suggests students have a strong dislike of traditional forms of assessment and prefer those giving high marks with low discrimination; but mathematics is dominated by very traditional forms of assessment – particularly in those institutions with high entry requirements. Thus we would expect to see a level of dissatisfaction with assessment methods amongst mathematics students and an inverse correlation between discrimination and preference.
To explore this, we developed four research questions:

RQ1: Do students on mathematics degrees show the same general tendency to prefer less traditional forms of assessment?

RQ2: What forms of assessment do mathematics students consider best at discriminating between students of different abilities?

RQ3: To what extent are student preferences related to their experience of assessment or to their views of how well methods discriminate?

RQ4: What factors underlie students’ preferences about assessment?

Methods

Our research adopts a mixed methods design (Johnson and Turner 2003). The first three research questions are designed to reflect those asked in the existing general assessment preference literature, and the approach we took mirrored the existing methods in many studies. That is, following Birenbaum (1994), Gijsbers and Dochy (2006) Amin, Kaliyadan and Al-Muhaidib (2011) etc. we adapted the Assessment Preferences Inventory (API) for our student population to obtain quantitative data on student preferences.

To obtain a suitable sample size, we administered the API as an online questionnaire at two universities (which we designate Uni1 and Uni2). Both mathematics departments in these institutions are research intensive and demand high entrance grades from their students. The assessment diet of these institutions is representative of that of other similar research-intensive institutions in the UK (Iannone and Simpson 2011). For example, in both institutions coursework accrues marks only in the first year and all assessments in the first year are ‘progression only’ (i.e. marks accrued during this year do not count towards the final degree classification).
Assessment in all years is largely dominated by closed book examinations, though both universities use a somewhat wider range of methods in later years. For example, Uni1 has a module assessed by a project in year 3 and Uni2 has a similar module in year 2. After we administered the questionnaire, we conducted follow up semi-structured interviews with some respondents to focus on the final research question: the reasons for their assessment preferences.

**Quantitative Methods**

In adapting the API to mathematics we included assessment methods which feature in the current assessment diet of mathematics in the UK, or which have been suggested in the literature as suitable for assessing mathematics (see Appendix 1). The API was converted to an online questionnaire for ease of access across both institutions. Dillman and Bowker (2001) suggest that while type of delivery does have an effect on response, this tends to be confined to different modes of delivery (e.g. oral – such as a telephone questionnaire – versus written) and that there are no significant differences between the responses given to written questionnaires and the equivalent questions delivered online and so there were few concerns about delivering the API online.

An email was sent to every undergraduate student on mathematics degrees at each university. They were invited to click on a link taking them to the online survey. At Uni1, 96 students responded (19% of the population) and at Uni2, 52 students responded (16% of the population). These response rates are in keeping with this type of delivery (Sax, Gilmartin and Bryant 2003). In total 16 of the responses were removed from the analysis for missing data.
Table 2 shows the distribution of the remaining data: while there is a relatively even distribution between genders, there is some skew towards students in year 1 in Uni2.

<table>
<thead>
<tr>
<th>University</th>
<th>N</th>
<th>Male</th>
<th>Female</th>
<th>Year 1</th>
<th>2</th>
<th>3+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni1</td>
<td>85</td>
<td>40</td>
<td>34</td>
<td>22</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>Uni2</td>
<td>47</td>
<td>24</td>
<td>19</td>
<td>22</td>
<td>12</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: Distribution of the data by gender and year group

* Note that the questionnaire did not require responses to biographical information, so in some cases, respondents did not complete this section.

Both institutions offer an MMath, four year degree programme in addition to the three year BSc, though only the minority take the extra year; thus we have conflated the small number of year 4 responses with the year 3 responses.

The two universities have very similar assessment diets and we shall see that, unsurprisingly, there were few differences in response – there were no interaction effects for either the preference or discrimination responses with the university (except one mentioned in the analysis below). Thus, for most of the analysis, the two groups are conflated. In contrast to Kniveton (1996), there were also no main or interaction effects involving gender and so this factor also plays no further role in the analysis.

* Note that the questionnaire did not require responses to biographical information, so in some cases, respondents did not complete this section.
The questionnaire (reproduced in the Appendix) was split into two sections – students’ views of assessment methods, levels of discrimination and students’ preference for assessment methods. The sections were presented in random order. In each section, the respondents were asked to rate each of eight assessment methods on a five point Likert scale.

**Results**

Our first research question concerned whether mathematics students conform to the tendency seen in the general literature to prefer less traditional forms of assessment. Table 3 gives the mean (and standard deviation) of the student responses to the questions regarding their preferences for the different assessment methods. It also gives the results of pairwise t-tests (with p-values scaled for Bonferroni correction) which show that there are no significant differences between closed book, example sheets and open book; between open book and projects; projects and dissertations; dissertations, oral exams and multiple choice and between oral exams, multiple choice and presentations. The other differences are significant (at the 0.05 level).
Table 3: Mean, standard deviation and pairwise t-test significance outcomes for assessment preferences.

<table>
<thead>
<tr>
<th></th>
<th>Closed Book</th>
<th>Example Sheets</th>
<th>Open Book</th>
<th>Projects</th>
<th>Dissertations</th>
<th>Oral Exam</th>
<th>Multiple Choice</th>
<th>Presentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>3.41</td>
<td>3.12</td>
<td>2.98</td>
<td>2.63</td>
<td>2.34</td>
<td>2.08</td>
<td>1.95</td>
<td>1.89</td>
</tr>
<tr>
<td>SD</td>
<td>1.08</td>
<td>1.11</td>
<td>1.24</td>
<td>1.12</td>
<td>1.16</td>
<td>1.15</td>
<td>1.04</td>
<td>0.97</td>
</tr>
<tr>
<td>Closed Book</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Example Sheets</td>
<td>0.997</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Open Book</td>
<td>0.055</td>
<td>1.000</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Projects</td>
<td>&lt;0.001</td>
<td>0.012</td>
<td>0.308</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Dissertations</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.997</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Oral Exam</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.002</td>
<td>1.000</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Multiple Choice</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.114</td>
<td>1.000</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Presentations</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.026</td>
<td>1.000</td>
<td>1.000</td>
<td>--</td>
</tr>
</tbody>
</table>

Figure 1 shows these results graphically with the means (with standard error bars).
This shows a strong preference for traditional assessment methods, in marked contrast to the findings of the general assessment preference literature.

A two-way analysis of variance showed that there was a significant interaction between assessment method and university ($F(7,1040) = 36.6, p < 0.001$) but post-hoc $t$-tests with Bonferroni adjustment showed that this was due to only one difference: while students at Uni2 had rated closed book examinations highly, they had not rated them quite as highly as students at Uni1 ($t(85) = 3.80, p = 0.002$).
Recall that the students in our sample have a very restricted assessment diet. All will have had extensive experience of closed book examinations and weekly example sheets. As the years progress however, students do get some occasional experience of other forms of assessment; though some methods, such as oral examinations, play no role at all in their assessment diet. Only some of the final year students will have had (ongoing) experience of dissertations.

One might argue that the preference for closed book examinations and example sheets thus only reflects a conservatism on the part of the students: they tend to prefer what they are used to (and demonstrably successful at, given the role closed book examinations played in their admission to these highly successful institutions). However, this would not explain the relatively strong preference for open book examinations (which few will have experienced) and the low preference for multiple choice (which, while playing little role in undergraduate mathematics assessment for these students, are methods they would be familiar with and presumably successful at during their school studies). Moreover, if there was some underlying conservatism, we would expect to find a quite different pattern of preference as the years progress, particularly given the influence in later years of projects on final marks. So we explored if there was an effect for year group on preference. This also allowed us to address part of our third research question: the extent to which experience affects students’ preferences.

Figure 2 shows an interaction plot with the mean preference responses for each assessment method for each year group. A two-way anova shows a significant interaction for assessment method with year group \( (F(14,888) = 32.3, p = 0.023) \). An
examination of the interaction plot suggests that the largest differences lie in both dissertations and presentations being differentially preferred by finalists compared to year 2 students. However, Bonferroni corrected post-hoc t-tests indicate these differences should not be seen as significant ($t(68) = 2.46, p = 0.272$ for dissertations and $t(68) = 2.80, p = 0.112$ for presentations). These non-significant differences aside, the interaction plot shows remarkable level of unanimity across years.

![Interaction plot of assessment preferences by year group.](image)

Thus, while there is some suggestion in our data of a small influence of experience, the student preferences do not appear to be determined by an inherent conservatism.
However, even if this was the case, the results still stand in contrast to the general sense from the literature that students prefer less traditional forms of assessment: in our sample, mathematics students rate less traditional assessments such as presentations and projects, along with multiple choice, amongst their least preferred options. Mathematics students appear to prefer the more traditional forms, such as closed book exams and weekly example sheets.

*Students’ perceptions of assessment discrimination*

Our second research question concerned students’ perceptions of the extent to which different forms of assessment discriminate on the grounds of ability.

Table 4 gives the mean (and standard deviation) of the student responses to the questions regarding the extent to which assessment methods distinguish between those who are good and poor at mathematics. It also gives the results of pairwise t-tests (with Bonferroni correction) which show that closed book exams are seen as significantly more discriminating than all other methods; dissertations, open book exams, example sheets, oral exams and projects have no significant difference between them, but are significantly more discriminating than presentations and multiple choice (with the former significantly more discriminating than the latter).
Table 4: Mean, standard deviation and pairwise t-test significance outcomes for discrimination

Figure 3 shows these differences graphically by displaying the means with standard error bars. There was no significant interaction effects for discrimination with year group ($F(14,888) = 21.19, p = 0.09$). The effect size for the extent to which closed books are seen as more appropriate to discriminate between good and poor mathematics students is relatively large ($d = 0.71$), as is the effect size between presentations and multiple choice ($d = 0.71$), while the effect size between projects and presentations is very large ($d = 1.141$) That is, students tend to perceive the assessment methods in four distinct groups: closed book as by far the best at discriminating on the grounds of ability, a group of dissertations, open book, example sheets, oral exams and projects as somewhat in the middle; presentations as less discriminating still and multiple choice as by far the poorest discriminator.
To address the final part of our third research question, we asked whether students tend to prefer assessment methods which they see as better discriminators. We did this in two ways – dealing with the group as a whole and dealing with the preference-discrimination relationship on an individual basis. The first is achieved by looking at the correlation of the mean responses across the sample (Figure 4) which shows a strong correlation ($r = 0.79$).
The second approach calculates, for each student, a Spearman correlation between their individual responses for preference and those for discrimination and a mean of these correlation coefficients. The mean was significantly above zero ($t(103) = 15.65$, $p < 0.001$) and centred around a strong correlation ($M = 0.51$, $\sigma = 0.33$).

So, both considered as a homogenous group and as individuals, there is strong evidence that, in contrast to the findings of the general literature, students prefer assessments which are better discriminators, not those giving high marks irrespective of ability.
Qualitative Methods

Given the contrast with the existing literature on student preference and noting that it does not seem to be based on conservatism, we address our final research question: what factors do influence mathematics students’ preferences. All students who completed the questionnaire were invited to attend an interview about assessment preferences. Twelve students agreed (seven from Uni1 and five from Uni2) and were interviewed individually with the same interviewer, with interviews lasting an average of 30 minutes. The characteristics of the interview sample did not vary strongly from the questionnaire sample except in being more heavily skewed towards year 2 students. The responses to the questions also showed a good level of agreement with the quantitative results.

The interviews were semi-structured: that is, the interviewer had a small set of key issues to explore (if they were not raised spontaneously by the participants) but the direction the conversation took was contingent on the views expressed. For example, all interviews began by asking the students to describe the types of assessment they had experienced and in all interviews students were asked about their ideal pattern of assessment in mathematics. Similarly, while a surprising number of students (10 out of 12) raised the issue of some form of oral assessment spontaneously, in the other two cases the interviewer asked students for their views about this explicitly.

The analysis of the interviews followed the thematic networks approach (Attride-Stirling, 2001). They were audio taped and fully transcribed and a coding framework devised inductively: both authors independently coded transcripts sequentially to uncover abstract themes, with their theme lists compared, refined and agreed after each
round of coding until the set of themes appeared saturated and no new ones emerged. Those then formed the networks of organising themes described below.

**Results**

Three core themes emerged from the analysis of the interviews which appear to underlie the students’ patterns of preference for assessment methods. These are *fairness of assessment; assessment of abilities* and *the assessment diet.*

*Fairness of assessment*

Fairness of assessment emerged strongly in every interview. The students gave sophisticated interpretations of fairness which went beyond the simple idea of cheating. One common interpretation was that a fair assessment method is one that assesses students’ individual cognitive processes. So, if the role of assessment is to test individual cognitive processes then any assessment that can be completed in groups or with access to external material may be deemed to be unfair:

> If you Google it *[a coursework question]*, it’ll come up, so you can basically cheat if that’s used as an assessment method. (Tom*)

The assessment method considered by most of the students interviewed to be fairest in assessing individual cognitive skills was the closed book examination; it was seen to avoid most of the likely areas of unfairness inherent in other methods:

> I think it’s *[closed book examination]* probably the fairest way of doing it because yeah, basically any other form of assessment you can… is open to plagiarism and

* Student responses are tagged with pseudonyms. Those with initial ‘T’ are from Uni1 and those with initial ‘S’ are from Uni2
is open to people working together and stuff like that, which isn’t necessarily wrong, but I think if you’re going to base the results of an individual’s degree on it, it needs to be a very individual form of assessment. (Trevor)

Fairness was not only discussed in terms of assessing one’s own cognitive processes, but also was related to the issue of discrimination. Some students considered fairness to require a direct link between the demonstration of their knowledge and the marks, in which luck should play no part: so, for example, multiple choice questions were seen as unfair:

With a written answer you see every step, with a multiple choice they could have just ticked that because they didn’t know what the answer was, so they just chose ‘b’ just randomly. (Susan)

The problem with multiple choice is it doesn’t always show your reasoning, or how you got to that answer and that’s often the important thing in maths to be able to produce rigorous proof that shows why things work and why you understand it. Just coming out with conclusive results, I mean, you could have arrived at that through proper deductive reasoning, or it could just have been a wild guess, or you might have reached that answer by accident, but your assumptions were faulty. (Tania)

Interestingly, some students felt that gaining marks without ‘playing the game’ to be unfair; particularly when some students were perceived to have obtained good marks without the appropriate amount or form of engagement and effort:

It’s just, for me I enjoy doing coursework, but the problem is for some people who don’t go to lectures, it does seem a bit unfair that they can find all the notes [on the university’s Virtual Learning Environment], they can get 90% on a piece of coursework without actually knowing anything about the subject. (Stewart)

Others go further and suggest that effort should be acknowledged directly in the assessment system:
Perhaps, I’m not really sure how it would work, but it seems like a good idea to assess whether someone’s actually putting effort in. (Sarah)

A small number of students did question the fairness of closed book exam. Trisha for example argued that an unfairness may arise from the differential opportunity to demonstrate ability that examinations can give to individuals:

I think traditional assessment [closed book exam] isn’t inappropriate, […] but it doesn’t like, if some people are just not very good in that sort of environment and then it’s not very fair, like if you don’t use a variety of things. (Trisha)

A small number of others saw an unfairness in closed book examinations coming from their reliance on apparently less relevant skills, like memory:

…but then when they look at your grades, they’d say your grades are low, you couldn’t have done that very well. Well no, because that’s a bad memory of mine. I haven’t got the ability to sit there and learn things off by heart, I have got the ability to use the things I’ve got there and apply them properly. (Steve)

However, those concerns apart, it appears that the preference for traditional assessments is based in their being perceived as fair, in the sense used by the students: individual, with little opportunity for overt cheating, requiring direct expression of knowledge and hence having a high level of discrimination, allowing little room for luck and normally requiring the expenditure of appropriate effort.

Assessment of abilities
The results of the survey had shown a strong link between students’ preferences and their perceptions of the power of assessment methods to discriminate between stronger and weaker mathematicians. Students in the interviews also emphasised this link, but they expressed different perceptions of what abilities and skills are important to be a
successful mathematician and, thus, what skills should form the basis of that discrimination.

Students tended to believe that the process of doing mathematics and of solving questions should be assessed alongside the product and the correctness (or otherwise) of the answer. We have seen an example of this in the earlier discussion on the fairness of multiple choice tests. Closed book examinations were perceived to assess both understanding and memory, but some students saw more biases towards memory because of the lack of access to external material. When comparing closed book exam with project work, some indicated how projects can help assess mathematical thinking:

I think the [closed book] exams here specifically tend to be pretty well tailored. I mean they do seem to cover the whole subject and I’d say they were a pretty good indication of how good you are at understanding the subject, although a lot of the time it’s memory tests, since it’s closed book. I mean for example when I work on the project, I imagine I’m going to have some of the formulae there to remember, universal constants that I can’t remember, that kind of thing with me, as long as I know how to manipulate them I would have thought that was more important thing. I understand you can’t have all that sort of thing available to you, so I think it’s about the best method you can have really. (Tania)

For Tania, being able to “manipulate” facts and formulae was more important in mathematics than remembering them, and other assessment methods, such as projects, also appear as valid ways of assessing this ability to manipulate without the need to rely on memory. However, for many other students, closed book examinations give the marker transparent access to their understanding provided the questions are well designed:

Well, if they choose the right questions, like help them [the lecturers] understand, they can understand how much you understand the actual course because if you
don’t understand Maths, it’s easy to see. Like you’re just writing down things, but when you actually understand it, you can explain it better. So in an exam if they give you the opportunity to explain yourself, or do a proof or something, then…

(Susan)

This sense of the importance of understanding mathematics over being able to perform long calculations and remembering formulae was shared by many and was seen as best assessed through the closed book examination:

I assume if they’re doing really well in the exam […] if you’re going to get a really high mark, it’s being able to really understand it, because they could throw any question at you and you have to be able to apply the knowledge to that question, […] So I think if someone’s doing really well in maths exams, they’re actually just got really, really good understanding.

(Tina)

However, the emphasis on understanding was not shared by all: a small number of students saw a more substantial role for memory and calculations in mathematics, but again, this was best assessed by the closed book examination:

It’s literally learning facts and giving like stating definitions, getting the right answer, with maths exams it’s very right or wrong, there’s no kind of like question which are the right answer, you’ve either got it right, or you haven’t. But then again, that’s the way that maths is, it’s that kind of subject, obviously it’s got to be like that for the majority of it it’s got to be like that.

(Sarah)

In addition to understanding and memory, a number of students were concerned that problem solving abilities were recognised in assessments. For some, this was still achievable through the closed book system, while others felt alternative methods could be used:

But then you’d also want to have some more extended things where you’re given a problem of a type that you haven’t seen before and you’re expected to apply what
you know and sort of fresh ideas to solve that. I think really examination is the best way of doing that, but maybe that doesn’t work for all students. (Trevor)

I think they [the lecturers] should, if they’re going to assess you, they should assess … well if you can get the answer by using any method possible really, that’s what a mathematician should do. They should problem solve and they solve their own problems, like my problem solving of not being a good memory, is by using resources and using the library and using books to get my answer. (Steve)

So the students in our interviews explored a number of different ways in which assessments might be better discriminators between stronger and weaker mathematicians, depending on what they felt were the bases for high ability in mathematics. Different students had conflicting ideas including memory vs. understanding, calculating vs. problem solving, process vs. product. However, in most cases, traditional methods were seen as a good way of assessing those abilities, with other methods having roles in some niches, just not having the general applicability of the traditional ones.

The assessment diet
The Assessment Preferences Inventory, used in the quantitative part of our study as well as much existing literature, asks students to consider different assessment methods in isolation from each other. In reality, the students encounter a mixture of different methods in greater or lesser portions across modules, years and the whole degree programme. Interestingly, in the interviews, discussions about the balance between assessment methods showed a more complex pattern than the questionnaire responses could show.
All the students talked about the importance of the closed book examinations, and nobody suggested removing them from the diet. However, every student in the interviews said they would welcome more variety.

I would probably take an approach which used a variety of different systems and I would probably do it in a more equal manner to how it is done here and I imagine at most other universities. I would probably have a greater presentation based element. I would probably have some coursework stuff other than the project in the final year.  

(Ted)

Oral examinations play no role at all in the current assessment diet in either mathematics department. So we were surprised that most students suggested, unprompted, the introduction some variant of this type of assessment, in the form of project presentations followed by a question and answer session, in the form of an interview or in the form of assessment of interaction during tutorials:

They’d give you a problem on the board and say not how to solve it, but how you would you go about solving it. That looks at how you think about things and how you would start off going at things.  

(Steve)

Such oral assessment, according to many students, could take the place of a coursework component, or even replace some of the weight that the closed book examination carries.

In contrast to the concerns about fairness outlined earlier, one other feature of oral assessment methods appreciated by some students is the potential to tailor the questions to the student and the opportunity to overcome initial problems:
… if you have the teacher there who can just give you one relevant piece of information, if you’re a bit stuck, because if there’s one thing that you can’t remember and you then mess up the whole, you can’t do the whole problem.

(Teresa)

Some students discussed variants of the oral examination which could be included in the assessment diet:

I’d like to see some kind of way for them [the lecturers, to assess you] either with written pieces, or through actually talking to you. Maybe a meeting with an advisor, just a short meeting to discuss and ask questions and they could give you a mark, for like a small percent of the module, maybe only like five or ten percent, just for them to see how much you understand.

(Sarah)

Our participants also suggested introducing more projects in their assessment diet:

There would be a part of an exam and I think, like the exam does work and has been proven so it’s been used so much, but I think you could have part of an exam, but then I think it’s like doing a bit of a variety like get them to do a bit of everything like writing a report on a topic, then maybe do a bit of a presentation of something they’ve been taught before and they’ve gone to research it a bit more…. 

(Trisha)

Other suggestions for a varied assessment diet include increasing the amount of credit for coursework and the introduction of more open book exams, though there was some difference of opinion about this latter method of assessment. Some, like Tania, thought that open book exams couldn’t be used to assess mathematics as

… you wouldn’t be able to copy proofs verbatim, but there again in maths there’s a set way of writing things, so it might, I mean it might not always be clear whether you’ve copied bits of it. I’m not entirely sure. I’m not sure if that would reflect someone’s understanding of it, or whether it would just be part from the books, but it’s a difficult one that. Maths isn’t really the sort of thing you put into your own words, like an arts, or social science.

(Tania)
Others thought that open book exams could be used successfully across topics:

There’d be less pressure on learning the specifics of what a theorem says and more about how you can apply it and how to prove it and things like that. Because you could write down on your sheet what the theorem exactly says, so you wouldn’t have to learn it and then you could just learn how to prove it and how to use it.

(Stewart)

As part of a balanced assessment diet some students suggested that assessment should be tailored to different topics within the curriculum. The most commonly cited example was statistics, where some students saw an opportunity for open book exams.

…last year’s statistics exam was open book and I think the reason for that is that maybe sometimes it’s not as much remembering all the formulae, it’s actually being able to use them, because obviously if you’re going to be a statistician then you want to be able to use the formulae, but you’re never going to be required to remember them off by heart.

(Tom)

So, despite the stark finding from the questionnaire, the interviews revealed a complexity about the mix of assessments. The trend was clearly to preserve the dominance of the traditional assessment methods, but there was a notable emphasis on introducing more variety of assessment, including some of the methods which had both been ranked poorly for preference and were seen as weak discriminators of ability in the survey.

**Discussion**

The aims of our study were to see whether mathematics students’ assessment preferences followed the general trend in the literature in being less favourable towards traditional methods and to uncover the factors which might underpin those preferences.
The quantitative part of our mixed methods study suggests that, with the mathematics students from these research intensive universities at least, the preferences are in contrast to those reported in the general literature. Students tend to prefer traditional assessment methods over more innovative ones and rank multiple choice tests amongst their least preferred options. In our sample, exams were not “seen as a regrettable or second-rate situation” (Sambell et al. 1997, p357) nor were presentations or projects preferable or seen as more exacting. Moreover, there appeared to be no preference for assessment methods seen as superficial or bringing easy marks: the mathematics students link preferred assessment methods with those they see as the best at discriminating between people on the basis of ability; this, again, contrasts with the message from the existing assessment preference literature (Traub and MacRury 1990; Scouller 1998). They also do not appear to base those preferences on an unreflecting conservatism (focussing on assessment methods they know and are successful with).

Indeed, they had thoughtful reasons for the preferences. Three main factors emerged which seem to underpin them: a concern for fairness, the abilities being assessed and the proportion of a given method in a varied assessment diet.

The strong correlation between preference and discrimination from the questionnaire suggests that these students are most interested in being accurately assessed according to their abilities and, as the interviews imply, have deep-seated concerns about the unfairness of achieving marks through shared endeavour, with luck, without effort or without ability. While the students in this study shared a more complex sense of fairness with those in Sambell et al. (1997) - including notions of individual vs group work, access to external resources and the avoidance of luck - the mathematics students
differed by seeing closed book examinations as generally fairer than newer forms of assessment because they avoid these issues.

The interviews deepened our understanding of the link between preference and discrimination seen in the survey: students clearly maintained the importance of that link, even when they had quite different views of whether the basis for discriminating should be memory, understanding or problem solving ability. However, the interviews also uncovered a complexity which a reliance on the API alone masks: The students were concerned for the assessment diet as a whole, not simply the dominant method. All agreed that closed book examinations should play the majority role, but they were concerned to see a richer diet than they currently had. In particular and most surprisingly, a large number of the students interviewed spontaneously raised the possibility of a role for oral examinations, despite this method being ranked relatively poorly for preference and in the second group for discrimination. It may be that the low preference was related to concerns about the stress that oral examinations might cause amongst people who have not experienced them: Iannone and Simpson (2012) found that once mathematics students had experienced oral examinations, they saw considerable value in them for gauging understanding, albeit that they still saw closed book examinations as the “gold standard”.

However, we argue that the contrast between our findings and the consistent message from existing, general assessment preference literature highlights the importance of subject matter. As with Joughin (2010) we believe the context of the subject material must be taken into account when interpreting results, and general rules should not be drawn from studies that reflect only a fraction of the academic disciplines. The
mathematics students in our research clearly tie some notions (such as fairness) to specific mathematical cognitive processes and even note themselves that this may not apply to other subjects (recall Tania’s comment “maths isn’t really the sort of thing you put into your own words, like an arts, or a social science”).

Our own study itself is quite specific - while we set out to find if students of hard-pure subjects have similar or different views to others, we have looked at only one area, albeit the subject considered central to that quadrant of Biglan’s classification. More work needs to be done to see if the distinct voice of mathematics students resonates more widely in hard-pure subjects.

Indeed, there could be many other ways of accounting for our results. For example, there may be issues with adapting the API to mathematics (though such concerns would apply to many other uses of the instrument), but the level of consistency between the results from the API and the interviews suggests good validity. It may be that mathematics, particularly at this level, attracts students with specific sets of preferences; though again such an argument would apply to all subjects – each discipline inevitably attracts students with particular skills and biases. It may be that the nature of mathematical thinking and performance is less visible than, for example, the humanities and social sciences and thus the methods for assessing performance are necessarily restricted.

None of these accounts, though, detracts from the central message we read in our results. Our findings strike a note of caution for practitioners interpreting research findings in their subject and institutional contexts – there is clearly need to take
disciplines into account, whether those differences are in the type of student, the nature of knowledge, the form of performance or the pedagogical culture. The scholarly literature in university level mathematics which advocates poster presentations (Houston 2001) or multiple choice questions (Ramesh 2009) needs to be seen in the context of this research which suggests they are considered weak discriminators and are little preferred by students. Of course, our focus on students’ preference comes not only from consideration of students’ views in an increasingly marketised university provision, but mostly from consideration of students’ motivation and engagement.

Moreover, our findings also suggest that we must be careful in interpreting research based on questionnaires like the API alone. Students do see a role for posters and projects in a rich and varied assessment diet, albeit one which is subservient to closed book examinations. A deeper understanding of the students’ view of the complex diet of assessment may help assessors match methods to intentions in a way which is understandable for students.
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APPENDIX

A: Preference

To what extent would you want your achievements in the course to be assessed by each of the following methods:

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple choice examination (e.g. a test taken in an exam room, where for each question you have to select one response from five possible choices)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written examination with no support materials (e.g. a test taken in an exam room, with a separate booklet in which you write solutions, but where you are not allowed to use a calculator, books or any other support materials)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written examination with support materials (e.g. a test taken in an exam room, with a separate booklet in which you write solutions, but where you are allowed a copy of the standard textbook for the course)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly examples sheets (e.g. a test which you complete in your own time over the course of a week, based on the material covered in the course over that week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project coursework (e.g. a piece of written work submitted in response to a question or problem, undertaken over the course of a number of weeks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project presentation (e.g. an oral presentation of the results of a project, undertaken in response to a set question or problem, after working on the project for a number of weeks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral examination (e.g. working on a mathematical problem on a chalkboard or piece of paper with a tutor present who can provide suggestions or check errors as you work on it)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dissertation (e.g. a substantial piece of written work, on a set topic or problem, undertaken over the course of a long period, such as a term or two)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
B: Ability

For each of these assessment methods decide how good it is at distinguishing those who are good mathematicians from those who are poor mathematicians.

<table>
<thead>
<tr>
<th>Multiple choice examination</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a test taken in an exam room, where for each question you have to select one response from five possible choices)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Written examination with no support materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a test taken in an exam room, with a separate booklet in which you write solutions, but where you are not allowed to use a calculator, books or any other support materials)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Written examination with support materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a test taken in an exam room, with a separate booklet in which you write solutions, but where you are allowed a copy of the standard textbook for the course)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekly examples sheets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a test which you complete in your own time over the course of a week, based on the material covered in the course over that week)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Project coursework</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a piece of written work submitted in response to a question or problem, undertaken over the course of a number of weeks)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Project presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. an oral presentation of the results of a project, undertaken in response to a set question or problem, after working on the project for a number of weeks )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Oral examination</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. working on a mathematical problem on a chalkboard or piece of paper with a tutor present who can provide suggestions or check errors as you work on it)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dissertation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e.g. a substantial piece of written work, on a set topic or problem, undertaken over the course of a long period, such as a term or two)</td>
</tr>
</tbody>
</table>