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Simulation of Swept-Wing Receptivity to Distributed Roughness

Vinan I. Mistry*, Gary J. Page† and James J. McGuirk‡
Loughborough University, Loughborough, Leicestershire, LE11 3TU, UK

Simulations were carried out to model the receptivity and growth of stationary crossflow vortices from Distributed Roughness Elements (DRE) on a swept wing. A highly resolved Large Eddy Simulation (LES) numerical method was used for the study, the aim of the results were to achieve validation of the code to relevant experimental data and to gain a better understanding of the flow behaviour. The base flow for the simulations were based upon the experiment run by Hunt and Saric. The LES replicated the experimental setup using a WALE sub grid model and a streamline extraction process to only simulate the upper surface and reduce the overall computational expense. The WALE model is more suitable to modelling of transitional flows as it allows the sub-grid scale viscosity to vanish in laminar regions and in the inner regions of the boundary layer. Simulations were carried out for two spanwise wavelengths ($\lambda = 6\text{mm}, 12\text{mm}$) and for roughness heights ranging from $12\ \mu\text{m}$ to $42\ \mu\text{m}$. The critical wavelength results showed, when comparing the stationary crossflow mode shapes, that the simulations at the larger roughness element sizes compare well with the experimental data. The control wavelength equally showed a good agreement to the experimental data at the larger roughness element sizes however the simulations over predict the amplitude of the smallest roughness element size. This can be attributed to either the simulation requiring a further refinement around the cylinder for the smallest roughness element size or to differences in the experimental and simulation roughness element shape. Overall the simulations successfully predict the receptivity from arrays of distributed roughness elements.

Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS</td>
<td>Tollmien-Schlichting</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant Friedrichs Lewy Number</td>
</tr>
<tr>
<td>DRE</td>
<td>Distributed Roughness Elements</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Grid Filter</td>
</tr>
<tr>
<td>$\nu_t$</td>
<td>Eddy Viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic Viscosity</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Smagorinsky Constant</td>
</tr>
<tr>
<td>$\bar{S}_{ij}$</td>
<td>Strain-Rate Tensor</td>
</tr>
<tr>
<td>$C_w$</td>
<td>WALE Constant</td>
</tr>
<tr>
<td>$Q_0$</td>
<td>Freestream Velocity</td>
</tr>
<tr>
<td>$c$</td>
<td>Chord</td>
</tr>
<tr>
<td>$Re_c$</td>
<td>Chord Reynolds Number</td>
</tr>
</tbody>
</table>

I. Introduction

The origins of turbulent flow and transition are some of the most important phenomena of fluid mechanics and aerodynamics and represents a challenging engineering problem for aircraft manufacturers looking...
to improve aerodynamic efficiency. With overall world passenger traffic expected to increase 4.7% per annum in the next decade, the industry set ambitious targets to reduce 75% of carbon emissions from commercial aircraft, by 2050, relative to 2000 levels. A large part of the reduction will be achieved by innovative new engine configurations and the increased use of advanced materials, however the expected benefits of these technologies will not be sufficient. Reduction of aircraft drag by the delay of laminar-turbulent transition will be required to reduce the fuel burn and carbon emissions of future aircraft. Promoting laminar flow within a boundary layer has the potential for large savings in skin friction drag on aircraft. According to Schrauf if the boundary layer flow on a wing was laminar on 30% of the surface area, the total drag of the aircraft could potentially be lowered by 12%, a significant reduction.

Laminar flow is achieved on a civil aircraft wing by shifting the onset of transition from laminar to turbulent flow within the boundary layer as far aft as possible. This is done by manipulating the instabilities that cause the onset of transition. Three main instability mechanisms generally contribute to transition on a swept civil aircraft wing. The first is due to a combination of leading-edge radius and sweep which leads to the attachment-line mechanism; control of this instability is achieved by adjusting the attachment line Reynolds number \((\tilde{R} < 245)\).

The second are streamwise instabilities that occur in the form of the familiar Tollmien-Schlichting (TS) waves that grow exponentially and lead to transition in the mid-chord region. It is now well known that shaping the airfoil for a favourable gradient and minimising the extent of the pressure-recovery region both contribute to the control of this instability. In regions of pressure gradient on highly swept surfaces the third mechanism, crossflow instability, causes transition close to the leading edge. The primary instability originates due to the combined influences of sweep and pressure gradient on an aircraft wing, generating curved streamlines at the boundary-layer edge. Curved streamlines generate centrifugal forces that are balanced by radial pressure gradients. Since static pressure can reasonably be assumed to be constant in the wall-normal direction within the boundary layer, the excess pressure due to its radial gradient at the boundary layer edge generates a mean cross-flow velocity. Because the crossflow velocity must vanish at the wall and at the edge of the boundary layer, an inflection point exists and provides the source of an inviscid instability.

The crossflow instability exhibits amplified disturbances that can be stationary or travelling. Linear stability theory indicates that both stationary and travelling modes are unstable but that travelling waves are most amplified. However at low free stream turbulence conditions such as aircraft flight, stationary modes, excited from minute surface non-uniformity or roughness, have been found to be dominant with a stronger integrated disturbance. Deyhle and Bippes estimated background turbulence levels between 0.15% and 0.3% were necessary before travelling modes were the leading mechanism of laminar-turbulent transition. Crossflow vortices are also susceptible to a high frequency secondary instability that leads to rapid local breakdown, characterised by a turbulent wedge and saw-tooth pattern.

A method for control of the crossflow instability was proposed by Saric et al. using a spanwise row of uniformly distributed roughness elements (DRE). Using artificial surface roughness in the form of the DRE’s, a single mode is forced resulting in a smaller set of modes to measure and identify. Saric et al. demonstrated a delay in transition to turbulence using a DRE with micron-sized roughness elements and a wavelength spacing less than the most unstable wavelength (critical wavelength). The smaller wavelength (control wavelength) modifies the basic state such that the most unstable wavelength can no longer grow. The control wavelength then decays before amplitudes large enough to cause transition can occur. Malik et al. confirmed the stabilising effect of the subcritical disturbances by solving the nonlinear parabolized stability equations (NPSE) using the same base flow as Saric et al. Also using the same experiment Hunt & Saric recently conducted a set of experimental receptivity tests to provide a database for numerical studies. They conducted tests at a critical and control wavelength at a number of micron sized roughness heights. Flight tests were conducted by Carpenter et al. demonstrating the capability of the method at higher chord based Reynolds number and the transition location moved from 30% chord to 60% chord.

Direct Numerical Simulation (DNS) is playing an increasingly important role in the investigation of crossflow transition thanks to the development of highly accurate discretisation methods and the advance in high performance computing. Various DNS work has been conducted by a number of research groups. Wasserman & Kloker conducted a spatial DNS study on a swept flat plate, they observed at critical wavelengths that the streaky nature of the stationary crossflow disturbance causes a strong mean flow distortion while the control cases reduced nonlinearly regions of deceleration within the steady mean flow. The strong deceleration favours the growth of secondary instabilities therefore Wasserman & Kloker also concluded that the control mode not only stabilises the primary crossflow modes but also reduces the
growth of the secondary instabilities.

Tempelmann et al.\textsuperscript{17} conducted a receptivity study using DNS and PSE and using results from an independent receptivity study using DRE’s by Reibert et al.\textsuperscript{18} As the chord based Reynolds number for the experiment was > 2 million the DNS was applied to the boundary layer region up to 70% chord with an initial RANS solution providing boundary conditions. Modal amplitudes extracted from DNS were 40% of that measured in the experiment however nonlinear PSE calculations revealed that the linear spatial evolution of the steady crossflow mode from the DNS and experiment were in good agreement, the discrepancy was attributed to additional receptivity in the experiments. Following on from this study Hosseini et al.\textsuperscript{19} used the same numerical method to perform a study using DRE’s spaced at a control wavelength and a natural roughness case. They applied unsteady background disturbances using a weak randomly pulsed volume force and adjusted the amplitude until transition occurred at 45% chord for the natural roughness case. Using the same background disturbance transition was shown to move downstream using the control case.

The following paper describes results of a highly resolved Large Eddy Simulation (LES) to measure the receptivity from arrays of DRE’s at different wavelengths and roughness heights. The base flow for the simulations was based upon the experiment run by Hunt and Saric.\textsuperscript{1} The experiment uses a ASU(67)-0315 aerofoil with a 45° sweep angle and a chord based Reynolds number of 2.4 million. This flow configuration has been tested extensively by Saric and co-workers at Texas A&M University and numerical work recently by the Henningson group at KTH Mechanics.

The results in this paper aim to replicate the experimental test setup and model two different spanwise wavelengths of DRE’s and to measure the results against the experimental data. The numerical method in this paper is described as a highly resolved LES however the results remain laminar in the region of interest as no freestream perturbations are introduced. Therefore the main aim of the paper is to access the modelling requirements of the roughness arrays and to compare their receptivity to an experiment. Further work from this paper will introduce freestream perturbations and measure the impact on transition location. The overall flowfield and flow around the roughness elements will also be analysed to improve the current knowledge base of simulating distributed roughness.

II. Numerical Method

A. Solver

The computational code DELTA has been used for the LES and uses a finite volume pressure-based method on a multiblock structured grid. The code has been developed at Loughborough University and has been used for both RANS and LES calculations.\textsuperscript{20,21} The code uses a second order upwind scheme for spatial discretisation and an implicit backward Euler for temporal discretisation. Parallelisation is achieved by mapping the grid blocks to individual processors and updating the interface halo regions using message passing.\textsuperscript{22}

LES simulations were run in a non-dimensional scheme based upon free stream velocity $Q_0$ and reference length, $c$. The time step for LES simulations was chosen such that the maximum CFL number was less than 1, resulting in a non-dimensional time step for the grids used in this paper of $< 1.0 \times 10^{-05}$. The solver was run until 10 non-dimensional flow through times had elapsed to allow the flow to develop; subsequently statistical averages were gathered by sampling to generate a time-averaged solution.

B. Sub-Grid Modelling

The success of LES for transitional flows is highly dependent on the underlying sub-grid scale (SGS) model used. The Smagorinsky model\textsuperscript{23} was used initially and assumes that the sub-grid scale viscosity is proportional to a characteristic sub-grid length $\Delta$ and to a characteristic turbulent velocity, which is taken as the product of $\Delta$ and the local resolved strain rate $|\mathbf{S}|$ magnitude, described below.

$$\nu_t = (C_s \Delta)^2 |\mathbf{S}| = \sqrt{2S_{ij}S_{ij}}$$

An approximate value for $C_s$ is between 0.09 – 0.18. The main problem with the Smagorinsky model is its behaviour near a wall. The Smagorinsky model generates a sub-grid scale viscosity wherever a velocity gradient exists, however, all turbulent fluctuations are damped near a wall, therefore $\nu_t$ should reduce to zero. A Van Driest\textsuperscript{24} exponential damping function can be applied along with reducing $C_s$ to 0.1 to sustain
turbulence in channel flow; however this is an ad-hoc modification and is difficult to apply to a general case. Germano et al.\textsuperscript{25} proposed a dynamic Smagorinsky SGS model which adjusts the model coefficient to the local flow conditions e.g. reducing the model contribution near the wall in laminar and transitional regions. The dynamic model has showed promising results, however it is computationally expensive and difficult to implement for complex geometries. Results from this model also have to be clipped and adjusted for each case to provide a proper $y^+3$ near wall scaling for the eddy viscosity.

Nicoud & Ducros\textsuperscript{26} subsequently proposed the Wall-Adapting Eddy Viscosity (WALE) model, that aims to recover the proper near wall scaling without a dynamic procedure and allows the eddy viscosity to tend to zero in laminar regions. The model is based on the square of the velocity gradient tensor and accounts for the effects of both the strain and rotation rate of the smallest resolved turbulent fluctuations. For the velocity gradient tensor $\overline{g}$ the model formulation is described below.

$$\nu_t = \left(C_w \Delta\right)^2 \frac{\left(\mathcal{J}_{ij}^d \mathcal{J}_{ij}^d\right)^{\frac{3}{2}}}{\left(S_{ij} S_{ij}\right)^{\frac{3}{2}} + \left(\mathcal{J}_{ij}^d \mathcal{J}_{ij}^d\right)^{\frac{3}{2}}}$$

$$\mathcal{J}_{ij}^d = \frac{1}{2}(\overline{g}_{ij}^2 + \overline{g}_{ji}^2) - \frac{1}{3} \delta_{ij} \overline{g}_{kk}^2, \quad \overline{g}_{ij}^2 = \overline{g}_{ik} \overline{g}_{kj}$$

Where $C_w$ is typically between $0.3 - 0.56$. Initially the Smagorinsky model was used to develop the flow and to stabilise the solution, subsequently the WALE model was used. For the simulations presented in this paper a value of 0.3 was used for $C_w$. A comparison of results obtained from the Smagorinsky and WALE model are detailed in Mistry et al.\textsuperscript{27}

### III. Computational Models

#### A. Flow Configuration

![Figure 1. Solution Domains](image)

The base flow for the simulations was based upon the experiments of Hunt and Saric.\textsuperscript{1} The experiment used an ASU(67)-0315 aerofoil swept at an angle of $45^\circ$ and with an onset velocity $Q_0 = 22.5m/s$ giving a $Re_c$ of 2.4 million. The chord length $c$ of the configuration was 1.83m, the wing was angled at $-2.9^\circ$ incidence and had a pressure minimum at 71% $x/c$. The TS instability was stabilised by the favourable pressure gradient up to the pressure minimum, allowing crossflow to dominate boundary layer transition.
The experiments used cylindrical shaped roughness elements for their DRE and were placed at 2.9% x/c near the crossflow neutral point to ensure uniform disturbances and a cylinder diameter of 3mm. Several configurations of the roughness arrays were used and designated with the notation [k,λ], where k is the amplitude of the roughness in microns and λ is the spanwise wavelength in millimetres. The wavelength is measured from the centre of each roughness element. Hunt and Saric\(^1\) used two λ spacings. The first was termed the critical wavelength λ at 12mm and the second was the control wavelength λ at 6mm. The experiments were conducted at several roughness heights, the cases that were run in this paper are detailed in Table 1. Hot-wire measurements were taken at 10%, 15% and 20% x/c to measure the receptivity and growth rate of the disturbances.

The initial solution domain for the computational model is shown in Figure 1(a). The (x-y) plane dimensions of the domain were kept similar to that of the wind tunnel in the experiment with 0.748c in the transverse direction, a length of 4c was used in the streamwise direction. The spanwise dimension is an important quantity for the LES; a large enough segment is required to fully simulate the spanwise array, however a too large segment requires a much greater computational expense. To reduce the impact of the spanwise faces an infinite swept wing model was applied using a periodic or cyclic condition on the spanwise faces. This is achieved by linking the topology of each spanwise face from each block, allowing data to be passed from one side face back into the block on the opposite face. DNS studies\(^1^7\) showed that using two roughness elements was adequate for modelling a spanwise cyclic roughness array. A spanwise segment (parallel to the leading edge) of 24mm was used for all cases. The upper bound of the solution domain was modelled as a symmetry boundary condition.

To reduce the computational expense of the simulation only the upper surface of the solution domain was simulated. This was achieved by exporting the stagnation streamline upstream of the leading edge and the streamline aft of the trailing edge from the steady, time averaged mean solution of an initial coarse LES of the full domain. These were averaged across the span and converted (together with the geometry of the upper airfoil surface) into a plane which defined the inner boundary of a new solution domain. Figure 1(b) shows the streamline extracted domain. Pressure and velocity results taken from the streamline extracted domain showed good agreement with the full domain, showed in Figure 6.

### Table 1. Table of roughness heights simulated

<table>
<thead>
<tr>
<th>Case</th>
<th>k (µm)</th>
<th>λ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1a</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Case 1b</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>Case 1c</td>
<td>42</td>
<td>6</td>
</tr>
<tr>
<td>Case 2a</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Case 2b</td>
<td>24</td>
<td>12</td>
</tr>
<tr>
<td>Case 2c</td>
<td>36</td>
<td>12</td>
</tr>
</tbody>
</table>

B. Grids

An initial grid and a modified grid were generated using ICEMCFD 14.0. For both grids a C-grid was place around the aerofoil to ensure good quality cells in the boundary layer region. Blocks were then extended towards the inlet and outlet from the C-grid. To mesh the circular cylinders on the wing surface an O-grid was place above each cylinder, Figure 2(a) shows the O-grid blocking structure around each cylinder and Figure 2(b) shows a slice of the modified grid in the z-plane across the a cylinder.

The grid diagnostics for each grid are listed in Table 2. Piomelli & Balaras\(^2^8\) advise on the necessary grid requirements for resolving a turbulent boundary layer with near-wall streaks using LES and the both initial and modified grids are within the criteria described (Streamwise Δx+ \(\lesssim\) 100 and Spanwise Δz+ \(\lesssim\) 20). The initial grid was developed to judge the grid resolution requirements necessary to capture the initial amplitude of the disturbance and the spacing required to capture the development and growth of the crossflow vortices. The initial grid consists of 2137 nodes in the streamwise direction and a Δx+ = 15 near the cylinder. 70 nodes in the wall normal direction capture the boundary layer with a Δy+ = 0.5 at the wall. In the spanwise direction 100 nodes are placed (parallel to the leading edge) with a Δz+ = 16. Figure 3(a) shows the mesh resolution around the cylinder for the initial grid. No extra refinement is placed around the cylinder.
The modified grid was developed when results from the initial grid were obtained. Extra refinement was placed around the cylinder to capture the disturbance near the wall. The grid spacing was decreased in all directions, 2550 nodes in the streamwise direction ($\Delta x^+ = 8$ near the cylinder), 100 nodes in the wall normal boundary layer region ($\Delta y^+ = 0.25$ at the wall) and 156 nodes in the spanwise direction ($\Delta z^+ = 11$).

**Table 2. Grid Diagnostics**

<table>
<thead>
<tr>
<th></th>
<th>Initial Grid</th>
<th>Modified Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block Count</td>
<td>142</td>
<td>190</td>
</tr>
<tr>
<td>Airfoil Nodes</td>
<td>2137</td>
<td>2550</td>
</tr>
<tr>
<td>BL Wall Normal Nodes</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>Spanwise Nodes</td>
<td>100</td>
<td>156</td>
</tr>
<tr>
<td>Leading Edge, $\Delta x^+$</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Cylinder, $\Delta x^+$</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>Trailing Edge, $\Delta x^+$</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>$\Delta y^+$</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>$\Delta z^+$</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Total Mesh Size</td>
<td>60mil</td>
<td>95 mil</td>
</tr>
</tbody>
</table>

(a) Modified grid cylinder blocking structure  
(b) Slice of modified grid through cylinder

**Figure 2. Mesh spacing around cylinder**

(a) Initial Grid  
(b) Modified Grid

**Figure 3. Grids**
C. Impact of Grid Spacing

The velocity results described in this paper are aligned with the global cartesian coordinate system shown in Figure 1(a). The $u$ velocity is aligned with the global x-coordinate in the streamwise direction and the $w$ velocity is aligned with the global z-coordinate in the spanwise direction (Note: The $w$ velocity component is not parallel to leading edge of the wing, but parallel to the unswept z-coordinate).

Both grids were run on a single case to demonstrate the impact of the grid spacing on the results. Figure 4 shows contours of spanwise velocity around the cylinder for both initial and modified grid. The slice is taken at the upper edge of the cylinder with the flow from left to right. The contour shows acceleration of the spanwise velocity component on each side of the cylinder. The area of acceleration can be shown to extend 1/5 of the cylinder diameter away from the cylinder. For the initial grid only 3-5 cells capture this acceleration around the cylinder, resulting in the simulation poorly capturing the initial disturbance amplitude. The modified grid was developed to capture this region better with 8-10 cells capturing the acceleration of flow around the cylinder. The impact that the poor resolution of the cylinder in the initial grid can be shown in Figure 5. The figure shows a stationary mode shape for Case 2b ($\lambda = 12 mm$, $k = 24 \mu m$) at 15% chord. The calculation of the mode shape is explained in Section V. The initial grid under predicts the amplitudes while the modified grid matches very well with the experiment. This suggests that the emphasis must be placed on the cells nearest to the cylinder and to fully capture the initial amplitude. Subsequently, the modified grid was used for the remaining simulations and the results presented in the following sections are from the modified grid.

![Graph and diagrams showing velocity results](image_url)

Figure 4. $k = 24 \mu m$, $\lambda = 12 mm$ Contours of spanwise velocity at cylinder height ($w/Q_0$), top view at cylinder edge, Flow: Left to Right

![Graph showing mode shape](image_url)

Figure 5. $k = 24 \mu m$, $\lambda = 12 mm$, Stationary mode shape for initial grid, modified grid and experimental results at 15%$x/c$
IV. Base Flow Results

A. Laminar Base Flow

The base flow of the LES results were validated against the experimental results available from Hunt and Saric. The pressure coefficients extracted from the LES are compared to the experimental results in Figure 6(a). The figure shows a curve for the full domain and the streamline extracted domain described in Figure 1. The streamline extracted domain pressures match very well with the full domain demonstrating the success of the approach. The experimental pressure coefficient results are presented at two locations, the wing was mounted vertically in the wind tunnel and pressure measurements were taken on the upper and lower part of the span to ensure spanwise uniformity. The results from the LES show very good agreement with the experimental pressure measurements. The actual pressure is slightly higher than the experimental results in the favourable pressure gradient region leading to the pressure minimum, however, the pressure gradient is well matched. As the pressure gradient is the feature that effects boundary layer transition and stability the LES is considered to be suitably matched to the experiment.

Figure 6(b) shows a boundary layer profile for the streamwise (u) velocity component at 10% x/c for both the LES and the experimental results. The graph shows an excellent agreement between the simulation and experimental profiles.

Figure 6. Comparison of Laminar Base Flow from LES to Experimental
B. Flow around Cylinder

Simulation of the array of micron-sized cylinders were carried out once the laminar base flow was validated. The cylinders disturb the laminar base flow by accelerating the flow around the cylinders, illustrated in Figure 4 by contours of spanwise velocity \( (w/Q_0) \). The figure shows a disturbance velocity of 0.02 \( w/Q_0 \) of opposite sign each side of the cylinder. This disturbance can be visualised in Figure 7 in the form of streamlines. Figure 7(a) shows streamlines close up to the cylinder with the streamlines following the shape of the cylinder. Figure 7(b) shows the disturbance generated for the roughness array and beginning to develop downstream of the roughness element array.

![Streamlines around cylindrical roughness element](image)

(a) Streamlines at cylinder height edge, \( k = 36\mu m, \lambda = 12mm \) (Isometric view)

(b) Streamlines at cylinder height edge, \( k = 36\mu m, \lambda = 12mm \) (Top view)

Figure 7. Streamlines around cylindrical roughness element
V. Receptivity of DRE Array at Critical Wavelength Results

Simulations were run initially for the critical ($\lambda = 12\text{mm}$) wavelength for the cylindrical roughness heights described in Table 1. An overview of the flowfield is shown in Figure 8 for the $k = 36\mu m$ case. The figure shows contours of streamwise velocity and the spatial development of the crossflow vortices. The disturbance and spanwise variation of the flow field becomes apparent from 20% $x/c$ with the disturbance growing rapidly and the formation of two distinct crossflow vortex formations at 40% $x/c$. Also evident from the contour at 40% $x/c$ is the rollover effect, the high momentum fluid overlapping the low momentum fluid. The overall development, shape and size of the crossflow vortex conforms with descriptions and images from previous literature using the same base flow.\textsuperscript{1,17,18}

The experimental test case measured the receptivity of the roughness element arrays by applying hot-wire measurement scans at 15% and 20% $x/c$. The process to determine the amplitude and stationary mode shape for each roughness element is replicated for the LES to measure the accuracy of the method.

Figure 9 shows contours of mean flow streamwise velocity ($u/U_e$) at 15% and 20% $x/c$ for the three roughness element heights. The figures on the left show the experimental hot-wire scans while the figures on the right show the simulation results. The hot-wire scans were taken with a 1mm spacing resulting in 65 locations across the span. The simulation however contains 156 spanwise locations across 24mm and the additional detail can be shown in the contours. The contours show a clear 12mm periodicity in the results for both the experiments and simulations. The increase in disturbance amplitude for the three roughness heights can also be clearly visualised for both the experiments and simulations.

Figure 10 shows mean flow streamwise velocity profiles taken from the contours shown in Figure 9. The
mean boundary layer profile is displayed in the figure and coloured red. The mean velocity profile does not represent the base flow in absence of roughness element, but rather, the disturbed flow downstream of the roughness array. The range of velocity profiles for the simulations match well with the experimental profiles.

Figure 11 shows the disturbance velocity profiles. These figures are obtained by calculating a mean of the individual velocity profiles (shown in red in Figure 10) and mousing from each individual velocity profiles in the span. The disturbance profiles make it much easier to show how the roughness height increases the disturbance and deviation away from the mean velocity profile. The simulation figures shown on the right display a good resemblance to the experimental data. The main deviation from the experimental results are in the positive disturbance, the simulation results show a stronger positive disturbance compared to the experiment, particularly for the 12 µm case. The increased positive disturbance is balanced from the LES by less negative disturbance. A possible reason for this imbalance is that more individual profiles are taken to calculate the mean profile, resulting in more symmetrical disturbance profiles.

The stationary mode shape can be calculated by taking the root-mean-square of the disturbance profiles, this shows the total disturbance amplitude of all modes at the streamwise location. Figure 12(a) shows stationary mode shapes for each roughness element at 15% x/c and Figure 13(a) at 20% x/c.

At 15% x/c the stationary mode shapes show a single lobe with a maximum amplitude at approximately 0.75mm from the wall. The stationary modes show a linear growth between each roughness height. The simulations for the larger roughness height show an excellent agreement with the experimental profile. For the $k = 36 \mu m$ and $k = 24 \mu m$ cases the profiles lie very close to the experimental curve. However at $k = 12 \mu m$ the amplitude of the disturbance for the simulation is approximately 25% greater than that of the experiment. The cause of the additional receptivity in the simulations is unclear but as the $k = 12 \mu m$ is the smallest roughness height used the resolution of the grid may be insufficient. Also at this roughness height the experimental geometry showed a substantial standard deviation ($\sim 2 \mu m$) in the roughness height which may also impact the receptivity.

The stationary mode shape is a representative of the total disturbance signal which may contain multiple modes. Using the boundary layer height at which the disturbance is at its maximum the mode shape can be spatially decomposed into its modal amplitudes by taking a Fast Fourier Transform (FFT) of the signal. Figure 12(b) shows a plot of amplitude against wave number for a spanwise signal at maximum amplitude (0.75mm) at 15% x/c. The figure shows predominant modal amplitudes at 12mm and 6mm at 15% x/c.

At 20% x/c the stationary mode shapes remain with a single disturbance lobe and a greater distance between amplitudes for each roughness height. The $k = 12 \mu m$ and $k = 24 \mu m$ cases match extremely well with the experiment, however, the $k = 36 \mu m$ case under predicts the maximum amplitude of the disturbance compared to the experiment. The difference in amplitude is approximately 15%. Figure 13(b) shows a amplitude spectra plot for a spanwise signal at maximum amplitude (0.9mm) at 20% x/c. The fundamental 12mm mode is the predominant wave number while the 6mm mode remains stable.
Figure 9. Contours of streamwise velocity ($u/U_e$) at 15% $x/c$. Left: Experimental (Hunt and Saric) Right: LES.
Figure 10. Spanwise array of mean-flow boundary-layer profiles across span at 15% x/c. The mean of the profiles is displayed in red, Left: Experimental (65mm span) (Hunt and Saric\textsuperscript{1}) Right: LES (24mm span)
Figure 11. Spanwise array of disturbance velocity profiles across span at 15% x/c Left: Experimental (65mm span) (Hunt and Saric) Right: LES (24mm span)
Figure 12. Stationary mode shape and amplitude spectra at 15% x/c, λ = 12mm (Roughness height, k, indicated on graph)

Figure 13. Stationary mode shape and amplitude spectra at 20% x/c, λ = 12mm (Roughness height, k, indicated on graph)
VI. Receptivity of DRE Array at Control Wavelength Results

Simulation results were obtained for modelling of roughness arrays at the control wavelength $6 \text{mm}$. Figure 14 shows an overview of the flowfield for the $6 \text{mm}$ wavelength roughness array and $k = 42 \mu m$. At $20 \ x/c$ the disturbance can be clearly visualised and a spanwise periodicity with a clear $6 \text{mm}$ wavelength. At $30 \ x/c$ however a $12 \text{mm}$ mode appears dominant resulting in 2 clear crossflow vortex formations by $50\ % \ x/c$.

The experiment by Hunt and Saric\(^1\) used a naphthalene flow visualisation method to visualise the transition locations. They report that the transition location does not move downstream at the control wavelength but in fact moved the transition location upstream. A cause for this can be attributed to the size of the roughness elements being too large and the $12 \text{mm}$ mode is not suppressed, clearly shown in Figure 14.

For the control wavelength the experimental test case measured the receptivity of the roughness element arrays by applying hot-wire measurement scans at $15\ % \ x/c$. Figure 15 shows contours of mean flow streamwise velocity ($u/U_e$) at $15\ % \ x/c$ for the three roughness element heights. The figures on the left show the experimental hot-wire scans while the figures on the right show the simulation results. As with the critical wavelength results the hot-wire scans were taken with a $1 \text{mm}$ spacing resulting in 65 locations across the span. The simulation however contains 156 spanwise locations across a span of $24 \text{mm}$. The larger roughness element sizes ($k = 27 \mu m$ and $k = 42 \mu m$) show a spanwise periodic signal with a clear $6 \text{mm}$ wavelength and a good resemblance to the experimental data. The $k = 14 \mu m$ case however features variations in amplitude for each disturbance across the span, suggesting that the initial amplitude was not captured accurately and that the grid may be too coarse near the cylinder for the smallest roughness height to capture the exact initial amplitude.
Figure 16 shows mean flow streamwise velocity profiles taken from the contours shown in Figure 15. The mean boundary layer profile is displayed in the figure and coloured red. Figure 17 shows the subsequent disturbance velocity profiles obtained by removing the mean of the individual profiles away from each individual profiles. For both figures the experimental plots are displayed on the left while the simulation results are displayed on the right. The simulation results show a good agreement with the experimental plots; the size and shape of the disturbance is accurately modelled along with the pattern of s-shaped profiles.

The stationary mode shape for the 6mm wavelength at 15% x/c is shown in Figure 18(a) and the maximum modal decomposition amplitude plot in Figure 18(b). The stationary mode shape for the experiment shows a primary lobe centred at 0.9mm and a smaller secondary lobe at 0.2mm. The simulations capture the primary lobe and the amplitude very good accuracy for the k = 27µm and k = 42µm cases. However the k = 14µm case over-predicts the amplitude by 33%, similar over prediction to the results of the smallest roughness height obtained for the critical wavelength. The secondary lobe in the lower part of the boundary layer however is not captured by the simulations, the secondary lobe may have been a remnant of the coarse resolution of the hot wire measurements. The amplitude plot in Figure 18(a) shows a predominant 6mm mode at this location with their amplitude close to the overall disturbance amplitude.

Overall the results from both the critical and control spanwise wavelengths show good agreement to the experiment using the modified grid and the LES captures the flow features well. As no secondary freestream perturbations are introduced the transition location cannot be compared. Further work from these results will attempt to introduce a realistic freestream turbulence environment to model the entire transition process (receptivity to breakdown).
Figure 15. Contours of streamwise velocity ($u/U_e$) at 15% $x/c$ Left: Experimental (Hunt and Saric\textsuperscript{1}) Right: LES

(a) $k = 14\mu m$, $\lambda = 6 mm$

(b) $k = 27\mu m$, $\lambda = 6 mm$

(c) $k = 42\mu m$, $\lambda = 6 mm$
Figure 16. Spanwise array of mean-flow boundary-layer profiles across span at 15% x/c. The mean of the profiles is displayed in red, Left: Experimental (65mm span) (Hunt and Saric\(^1\)) Right: LES (24mm span)
Figure 17. Spanwise array of disturbance velocity profiles across span at 15% x/c Left: Experimental (65mm span) (Hunt and Saric\textsuperscript{1}) Right: LES (24mm span)

(a) $k = 14\mu m$, $\lambda = 6mm$

(b) $k = 27\mu m$, $\lambda = 6mm$

(c) $k = 42\mu m$, $\lambda = 6mm$
VII. Conclusions

The aim of the paper was to model arrays of roughness elements using a highly resolved large eddy simulation method and to compare the solutions to that of the experiments from Hunt and Saric. A secondary purpose for the paper was to understand the flow around the cylinder and to determine the grid resolution requirements for properly capturing the disturbance. This was accomplished for a range of roughness heights at two spanwise wavelengths: a critical case ($\lambda = 12\text{ mm}$) and a control case ($\lambda = 6\text{ mm}$).

An initial and modified grid were developed to study the effect of grid spacing in capturing the disturbance around each roughness element. The initial grid failed to capture the disturbance accurately and further grid refinement was required in the immediate vicinity around the cylinder. The cylinders disturbed the flow up to $1/5$ of the cylinder diameter ($0.6\text{ mm}$) away from the cylinder and this region must be resolved carefully. For the modified grid in this paper the region was capturing using 10 computational grid nodes. Streamlines around the cylinder showed how the flow deflects around the roughness element with a disturbance in the spanwise velocity of up to $0.02Q_0$.

For the critical wavelength case ($\lambda = 12\text{ mm}$) results were obtained at roughness heights $k = 12, 24,$ and $36\mu\text{m}$. The simulations were compared to experimental results at $15\%x/c$ and $20\%x/c$. The simulations compared well with the experimental data, the stationary mode shapes showed excellent agreement in terms of size, shape and amplitude of the disturbance. Decomposition of the spanwise signal showed a predominant $12\text{ mm}$ mode with shorter peaks at $6\text{ mm}$. The overall view of the flow field showed the $12\text{ mm}$ mode dominate to form saturated crossflow vortices.

For the control wavelength case ($\lambda = 6\text{ mm}$) results were obtained at roughness height $k = 14, 27,$ and $42\mu\text{m}$. The simulations were compared to experimental results at $15\%x/c$. Much like the critical wavelength case the simulations successfully captured the disturbance to a good agreement with the experimental data. The $6\text{ mm}$ mode dominates the spanwise signal and a clear spanwise uniformity is shown. The amplitudes match well with the experimental data however the smallest roughness height ($k = 14\mu\text{m}$ over predicts the amplitude by $33\%$. This cause of this could be that for this roughness height the grid may require addition nodes, or could be attributed to variations in roughness element shape and size in the experiments. The overall flow field showed the $6\text{ mm}$ mode decay by $30\%x/c$ and the critical wavelength begin to grow.

The overall conclusions that are made from the paper are that the numerical method described can successfully capture the receptivity of roughness arrays and can be used in further calculations to model...
transition location. For the results presented in this paper no secondary perturbations were generated as the secondary instability and transition region were not the focus. The benefit of using a method demonstrated in this paper is that it is capable of modelling the full process of transition (receptivity, primary growth, secondary instabilities and transition) with less computational resources required than a DNS, giving it potential to be used for design and on more realistic flow conditions in future work.
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