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Fast Determination of Moment of Inertia of Permanent Magnet Synchronous Machine Drives for Design of Speed Loop Regulator
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Abstract—This paper proposes a novel method for the fast determination of moment of inertia of permanent magnet synchronous machine (PMSM) drive systems. It is based on the use of sinusoidal perturbation signals and can determine the combined moment of inertia within one sinusoidal cycle of perturbation while the influence of viscous friction is eliminated during the modeling process. It does not need the aid of complex system identification algorithms, and thanks to the elimination of influence of viscous friction, the proposed scheme shows higher accuracy than the conventional method without taking into account. Furthermore, its accuracy is also competitive with the conventional method using complex system identification algorithms, for example, the model reference adaptive system (MRAS). Besides, the performance of designed speed regulators using the estimated mechanical parameters and the influence of mismatching of mechanical parameters are also investigated.

Index Terms—Electrical machine drive, mechanical parameter, moment of inertia, parameter determination, permanent magnet synchronous machine, viscous friction coefficient

I. INTRODUCTION

Parameters of permanent magnet synchronous machine (PMSM) drive systems are of great importance for the design of controllers and related parameter determination technologies are now widely reported [1]-[28]. For example, electrical parameters such as $dq$-axis inductances and winding resistance [20] are usually needed for the design of current loop proportional-integral (PI) controllers while mechanical parameters such as combined moment of inertia ($J$) and viscous friction coefficient ($F$) are quite important for the design of speed loop controllers [18]-[20], [22]-[25]. In reality, electrical parameters will not vary too much and the designed current loop PI regulators are usually robust to the varying working points. However, mechanical parameters usually vary significantly with the dimensions and the shape of mechanical loads. For example, it is quite normal in some direct-drive applications that the moment of inertia of mechanical load, such as the wind turbine blade, the rigid cylinder of printing press, and the actuator of loom, is usually more than 10 times larger than that of PMSM rotor. Besides, in those applications with gear boxes between the machine and the load, the reflected inertia of the load may be quite high. In this case, a mismatched machine may not be powerful enough to ensure the dynamic performance of the drive system. Therefore, most servo drives have an upper limit to the ratio of load inertia versus rotor inertia. For example, the upper limit of the ratio of load inertia versus rotor inertia of a Panasonic MINAS A4 Series servo drive is 100. Besides, for the high frequency injection based sensorless control of low speed PMSM [26], [27], the correlation between the load inertia and the frequency/amplitude of injected current also needs to be considered during the controller design [26].

Thus, for a commercial drive, it is required that the software should have the ability to determine the mechanical parameters of the whole drive train, especially the combined moment of inertia. Existing methods for the determination of mechanical parameters of drive systems can be mainly categorized into three types, which are reviewed as follows.

The first type is based on the addition of periodic perturbations in electromagnetic torque or rotor speed, by which the transient torque due to the moment of inertia will not be zero but a forward-reverse variable with respect to the time $[1]-[7]$. This type of solution is easy for implementation and also widely reported in the application of different machines such as DC machine [6], [15], induction machine (IM) [1], [2] and PMSM [3]-[8]. This type of method usually uses system identification algorithms such as model reference adaptive system (MRAS) [7], [16], [17], extended Kalman filter [8], and recursive least square (RLS) [2] to online or offline estimate parameters from measured data.

The second type calculates the moment of inertia during the startup of electric machines or the step response of drive systems. Similar to that of the first type, the transient torque due to the moment of inertia will not be zero but a constant (for a constant acceleration or deceleration) or a variable term (for a variable acceleration or deceleration) [10], [11].

The third type usually works at the loaded condition and regards the mechanical load as a constant disturbance torque [1], [3], [6], [11]-[14]. For example, in [1], system inertia and disturbance torque are estimated to aid the speed observation of a low speed induction machine. In [28], the RLS is employed for the estimation of variations of time-varying inertia and load torque, which are then employed to improve the performance of a back stepping controller for low speed PMSM.

In this paper, a method for fast determination of the combined moment of inertia of the PMSM drive system is proposed, which is based on the addition of zero mean...
sinusoidal perturbation to the drive system. It can estimate the combined moment of inertia within one sinusoidal cycle of perturbation and does not need the aid of complex system identification algorithms while the influence of viscous friction is eliminated during the modeling process. Besides, a comparison with two conventional methods is conducted and the application of estimated mechanical parameters to the design of speed loop PI regulator is also investigated.

II. CONVENTIONAL AND PROPOSED ESTIMATION SCHEMES

In the drive control, the PMSM can be expressed in the dq-axis reference frame as follows:

\[ u_d = R_d i_d + L_d \frac{di_d}{dt} \]  
\[ u_q = R_q i_q + L_q \frac{di_q}{dt} \]  \hspace{1cm} (1a)

\[ T_e = 1.5 p [ \psi_d i_q + (L_q - L_d) i_q i_d] = 1.5 p K_i q \]  \hspace{1cm} (1c)

\[ F = J p i t \]  \hspace{1cm} (1d)

where \( \psi_d, R_d, L_d, I_d, i_d, \varphi, v_d, u_d, p, K_e, J, F, \varphi, \omega_r, \omega_t, T_m, T_n \) are rotor PM flux linkage, winding resistance, dq-axis inductances, dq-axis currents and voltages, electrical angular speed, pole pair number, torque constant, combined moment of inertia, viscous friction coefficient, mechanical angular speed, electromagnetic torque, and disturbance torque, respectively. In (1), terms such as \( R_i, R_q, \psi_d, \omega_r, L_{dQ}, -L_{qO} \) and \( d \)-axis current and voltages due to winding resistance, PM flux linkage, and dq-axis inductances. It is noteworthy that the \( q \)-axis flux linkage \( L_d i_q \) is perpendicular to the \( d \)-axis while its resulting voltage \( L_{dQ} i_q \) is in the negative direction of \( d \)-axis. In reality, \( T_m \) can be produced by an excited machine, a spring [28], gravity [5] and other external forces. Besides, it should be emphasized that for simplicity, the parameter \( F \) in this paper can be regarded as a lumped parameter representing all nonlinear terms such as viscous/Coulomb friction, core loss and windage effects.

A. Conventional Scheme I

It is proposed in [21] that \( J \) can be derived by an acceleration or deceleration process if the influence of \( F_{0q} \) can be ignored. As shown in Fig. 1(a), the open loop transfer function of the mechanical model of PMSM drive is a first order system and the gain of the input signal is 1.5 \( p K_e \). On condition that the influence of \( F_{0q} \) is negligible, it can be simplified to an integral element and the gain of the input signal is \( \frac{1.5 p K_e}{J} \), as depicted in Fig. 1(b). For a discrete sampling system, the output of an integral element during the unit step response at the \( n \)-th sampling time point can be expressed as \( n = T_s = n T_s \), in which \( T_s \) is the sampling time. Thus, on condition that the influence of \( F_{0q} \) can be ignored, \( J \) can be approximately calculated by (2) [21] and this scheme is designated as Scheme 1 in this paper.

\[ J = \frac{1.5 p K_e}{J} \sum_{n=0}^{\infty} i_q (t = n T_s) n T_s \]  \hspace{1cm} (2)

B. Conventional Scheme 2

As detailed hereinbefore, observers based methods such as MRAS, RLS, and EKF are widely used for the estimation of mechanical parameters. By way of example, the conventional MRAS observer is selected and introduced, which is designated as Scheme 2 in this paper. Assuming that \( \omega_r, J, F \) are the estimated \( \omega_r, J, F \), respectively, the MRAS observer will usually be expressed in the form of PI controllers [16], [17]:

\[ J = \frac{1}{\bar{F}} = \frac{1}{J_0 + P_r (e \omega_r) + I_r (e \omega_r) dt} \]  \hspace{1cm} (3)

\[ F = \bar{J} (J_0 - P_r (e \omega_r) - I_r (e \omega_r) dt) \]  \hspace{1cm} (4)

where \( e = \omega_r - \bar{\omega}_r \) and \( P_r, I_r, J_r, J_0, F_0 \) are PI constants of MRAS observers of \( J \) and \( F \), and initial values of \( \omega_r \).

C. Proposed Method (Scheme 3)

In order to eliminate the influence of \( F_{0q} \), a novel method is proposed and designated as Scheme 3. Assuming that the \( dq \)-axis currents are set to \( i_d = 0 \) and \( i_q = \varphi \), respectively, in which \( \omega_r \) and \( \varphi \) are the frequency and amplitude of injected \( i_q \). The resulting \( \omega_r \) can be expressed as \( \omega_r = \omega_{r0} \sin(\omega_d t + \varphi) \), in which \( \omega_{r0} \) is the peak value of \( \omega_r \) and \( \varphi \) is the phase shift between \( i_q \) and \( \omega_r \). Thus, on condition that the disturbance torque is set to zero, \( T_m = 0 \), (1d) can be transformed to:

\[ J \frac{d (\omega_r \sin(\omega_d t + \varphi))}{dt} = 1.5 \psi_{r0} i_{q0} \sin(\omega_d t) - F \omega_r \sin(\omega_d t + \varphi) \]

\[ J \omega_{r0} \omega_r \cos(\omega_d t + \varphi) = 1.5 \psi_{r0} i_{q0} \sin(\omega_d t) - F \omega_r \sin(\omega_d t + \varphi) \]  \hspace{1cm} (5)

At the transient of zero crossing (\( t = t_0 \) of rotor speed, \( \omega_r (t = t_0) = \omega_{r0} \sin(\omega_d t_0 + \varphi) = 0 \) and \( \cos(\omega_{r0} \sin(\omega_d t_0 + \varphi) = 1 \). Thus, the torque component owing to \( F_{0q} \) will also be zero at this time point (\( t = t_0 \)) and (5) can be simplified to:

\[ J \omega_{r0} \omega_r \cos(\omega_d t + \varphi) = 1.5 \psi_{r0} i_{q0} \sin(\omega_d t_0) = 1.5 \psi_{r0} i_{q0} (t = t_0) \]  \hspace{1cm} (6)

Thus, \( J \) can be calculated by:

\[ J = \frac{1.5 \psi_{r0} i_{q0} (t = t_0)}{\omega_{r0} \omega_r} \]  \hspace{1cm} (7)

As can be seen from (7), only \( i_q (t = t_0) \) and \( \omega_r \) are needed for the derivation of \( J \) and compared with the Scheme 2, it does not need to differentiate the rotor speed. Thus, the proposed Scheme 3 will be of lower computational cost compared with those conventional observer algorithm based estimation schemes. For the sake of better understanding, the flow chart of the proposed determination of \( J \) is illustrated in Fig. 2:
Step1. Set the disturbance torque to zero ($T_w = 0$).
Step2. Add the sinusoidal perturbation signal $i_q = i_q^* \sin(\omega_r t)$.
Step3. One sinusoidal cycle of machine data such as rotor speed and dq-axis currents will be recorded.
Step4. The time point of zero crossing of rotor speed will be indexed from the recorded data by using the program introduced in Appendix A, by which the value of $i_q(t=\bar{t})$ can be directly obtained. Besides, the value of $\omega_r$ can be indexed by shifting a quarter of one sinusoidal cycle.
Step5. With the aid of obtained $i_q(t=\bar{t})$ and $\omega_r$, the combined moment of inertia can be derived from (7).

Similarly, at the peak value of rotor speed ($t=t_p$), sin($\omega_f t_p + \varphi$) = 1 and cos($\omega_f t_p + \varphi$) = 0, which yields:

$$F_{\omega_r} = 1.5 \rho \psi_r i_q^* \sin(\omega_f t_p) = 1.5 \rho \psi_r i_q^*(t = t_p)$$

(8)

As can be seen from (8), at the peak value of rotor speed $F$ can be derived as:

$$F = \frac{1.5 \rho \psi_r i_q^*(t = t_p)}{\omega_r}$$

(9)

However, the result of (9) is the transient value of $F$, which is only related to the transient rotor speed. In order to obtain the exact correlation between $F$ and rotor speed, a steady state test will be preferred [17] in real applications. At the steady state of $T_w = 0$, (1d) is simplified to $T_r \approx F \omega_r$ and $F$ can be obtained by:

$$F \approx \frac{\text{mean}(T_r)}{\text{mean}(\omega_r)} = \frac{\text{mean}(1.5 pK_i i_q^*)}{\text{mean}(\omega_r)}$$

(10)

where 'mean' is the mean operator. Thus, the variation of $F$ with respect to different rotor speeds can be therefore obtained.

Step1. Set the disturbance torque to zero ($T_w = 0$).
Step2. Set the rotor speed to different values ranging from low to rated rotor speeds.
Step3. At the steady state of each point of rotor speed, $F$ will be calculated by (10).

In order to evaluate the performance of the proposed Scheme3, a comparison with the other two conventional schemes (Scheme1 and Scheme2) is conducted in next section.

III. EXPERIMENTAL VALIDATION AND INVESTIGATION

The prototype PMSM together with the load DC machine and drive system is depicted in Fig. 3. The design parameters are listed in Table I, in which the moment of inertia of rotor and couplings are calculated by using their mechanical dimensions and material density. Besides, a dSPACE 1006 based field oriented drive is employed to feed the PMSM and the sampling rate is set to 2kHz. The block diagram of vector control system is depicted in Fig. 3(b). For the determination of $J$, the speed loop regulator will be removed by switching off $K$ and the dq-axis reference currents will be setup by software. The calculated $J$ of rotor of DC load machine is about $6.7 \times 10^{-3}$ kg.m² and the overall combined moment of inertia of the whole drive system is $6.7 \times 10^{-3} + 4 \times 2.42 \times 10^{-3} + 2.66 \times 10^{-3} + 3.61 \times 10^{-3}$ ≈ 8.06×10⁻³ kg.m². In this paper, $T_w = 0$ if the DC load machine is open-circuit or the DC load machine is removed.

In order to test the accuracy of the three methods introduced in Section II, three load conditions will be investigated:

C1: There is no mechanical load and only $J$ of bare rotor is estimated or calculated.

C2: One side of the coupling is mounted on the rotor shaft.

C3: The DC load machine is connected with the PMSM.

A. Comparison between Scheme1 and Scheme3

The performance of Scheme1 is experimentally investigated at C1, C2 and C3, respectively, and the results are compared in Table II. For simplicity, the nominal value of rotor PM flux linkage shown in Table I will be employed for the calculation of electromagnetic torque although it is reported in [17] that the saturation of machine parameters will influence on the accuracy of estimation of mechanical parameters. An example of the step response of PMSM rotor speed is shown in Fig. 4 and aiming to achieve the fast determination of $J$ by (2), the data length $N=400$ is employed, which corresponds to 0.2s of sampling. As can be seen from Table II, the accuracy of Scheme1 will be quite low if $J$ is quite small, for example, at C1 and C2. This can be explained that the influence of static friction and $F_{\omega_0}$ is not negligible at C1 and C2. In order to investigate their influences, a comparison between the simulated and experimentally measured step responses of rotor speeds is now given in Fig. 4. In the simulation model, the variation of $F$ with respect to $\omega_r$ at C1, C2, and C3, is approximated by a linear function as introduced in Appendix B, while $J$ is set to its nominal value as shown in Table I. With the calculated $F(\omega_r) = ax + b$ and nominal value of $J$, the simulated step response of rotor speeds at C1 and C2, respectively, is shown in Fig. 4(b). It is found that at the beginning of step response, the slope of simulated rotor speed is relatively higher than that of experimental results. This can be explained that the electromagnetic torques at C1 and C2 are relatively small ($i_q = 0.1A$) and the static friction will slow down the speed of step response which is not modeled in the simulation model. Besides, during the step response at C3 ($i_q = 1$, with DC load machine), the rotor speed will be limited to around 400rpm due to the limit of DC bus voltage, as shown in Fig. 4(a). Since there is no limit to the rotor speed and DC bus voltage in the simulation model, the simulated rotor speed will continue increasing even if it is higher than 400rpm.
Appendix A. For the proposed Scheme3, only three values such as \( i_q(t_0) \), \( i_d(t_0) \), and \( \omega_{r_{\text{nom}}} \) are needed for the calculation of \( J \) and \( F \). In order to get the sampling sequence number corresponding to time points \( t_0 \) and \( t_\text{p} \), a searching program is developed and introduced in Appendix A.

Furthermore, it is found that at C3, the slope of the experimental result is almost the same as that of simulation result when the rotor speed is below 400rpm. This can be explained that the electromagnetic torque at C3 is almost ten times \((i_q=1A)\) as large as those at C1 and C2, and the contribution of \( J \) to \( T_e \) will be relatively dominant compared with those of \( F \) and static friction. Thus, the estimation error of \( J \) by the Scheme1 at C1 and C2 is much larger than that at C3, and \( F \) and static friction can be regarded as zero since \( F_{o_r} \neq 0 \). Thus, as can be seen from Tables III-V, assuming that \( f \) is the frequency of perturbation signal, the influence of \( f \) on the estimation of \( J \) is dominant because the accuracy of detection of zero crossing of rotor speed at a fixed sampling rate (2kHz) will deteriorate if \( f \) is getting too high, for example, 10Hz. In this case, a higher perturbation torque can be a good solution to mitigate this issue.

Taking the measured signals shown in Fig. 5 as an example, the first zero crossing point of measured rotor speed is at \( t=178T_s=t_0 \) and the second zero crossing point is at \( t=378T_s \). It is known that the sampling time \( T_s \) is 0.0005s and the period of \( i_q \) and \( \omega_{r} \) is set to 0.2s. Thus, the time length of a quarter of the period of \( i_q \) and \( \omega_{r} \) is 100Ts. In this case, the peak (or valley) value of rotor speed is at \( t_\text{p}=t_0+100T_s=278T_s \) as shown in Fig. 5(a), and \( i_q \) at \( t=t_0 \) and \( t=t_\text{p} \) can be respectively indexed as shown in Fig. 5(b). Consequently, \( J \) and \( F \) can be calculated by substituting \( \omega_{r_{\text{nom}}} \), \( i_q(t_0) \) and \( i_d(t_0) \) to (7) and (9), respectively.

As mentioned in section II C, the Scheme3 has one good feature that in theory, its determination of \( J \) will not be influenced by \( F_{o_r} \) if the detection of zero crossing of rotor speed is ideal, as shown in (7). However, in reality, the speed measurement is always not ideal and the real rotor speed at the detected zero crossing point is usually not zero. Consequently, the influence of \( F_{o_r} \) will be not zero while the influence of static friction can be regarded as zero since \( \omega_{r_{\text{nom}}} \neq 0 \). Thus, as can be seen from Tables III-V, assuming that \( f \) is the frequency of perturbation signal, the influence of \( f \) on the estimation of \( J \) is dominant because the accuracy of detection of zero crossing of rotor speed at a fixed sampling rate (2kHz) will deteriorate if \( f \) is getting too high, for example, 10Hz. In this case, a higher perturbation torque can be a good solution to mitigate this issue. For example, in Table V, the estimation error at C3 is quite small (usually smaller than 3%) compared with those in Table III and Table IV if \( f=3\text{Hz} \) or \( f=5\text{Hz} \). This can be explained that the amplitude of perturbation current is relatively high (1.5A and 2A) at C3 and the term \( F_{o_r} \) at the detected zero crossing point is quite small compared with the transient \( T_s \). Thus, in order to ensure a higher ratio of signal versus noise, \( f \) should be set to \( f \leq 5\text{Hz} \). Besides, since the system inertia is usually much larger than that of the rotor, the load condition C3 will be more typical in real applications. Thus, the Scheme3 can achieve the accuracy of <3% at C3 and obtain the result within one sinusoidal cycle of perturbation (\( f=5\text{Hz}, 0.2s \)), which is already fast enough for real applications.
can track the measured transient than 3% if load condition C3, the estimation error of Scheme3 is smaller than 34%. More importantly, at the typical of Scheme1 is around 300% at C1 and C2 while that of Table II, the estimation error of Scheme3 at C1 and C2 is much

Fig. 5 Detections of zero crossing and peak value of perturbation signals while DC load machine is connected with PMSM rotor. (a) and (b) Measured rotor speed and q-axis current (f=5Hz) with respect to sampling sequence. (c) and (d) Detected zero crossing of rotor speed and q-axis current.

Fig. 6 Estimated moment of inertia of PMSM rotor by MRAS (scheme PI1: \( P_J=0.01, P_F=1000, P_J=1, I=1 \)).

B. Comparison between Scheme2 and Scheme3

As introduced in section II, the Scheme2 also takes into account the influence of \( F \) in its estimation model while the Scheme1 does not. In this case, the Scheme2 will be a better reference to the performance of the proposed Scheme3. In theory, a good MRAS based estimation of \( J \) can be achieved if the estimated transient \( \dot{\omega} \) can track the measured transient \( \dot{\omega} \). However, as can be seen from the expression of MRAS observers (3) and (4), the setup of PI constants of observers is quite important to ensure the tracking ability of algorithm since the input and output signals of observers are in the form of periodic forward-reverse perturbation. Figs. 7 and Tables VI, VII are examples of applications of MRAS based \( J \) observer using five different schemes (PI1-PI5) of PI constants and perturbation signals. As can be seen from Fig. 6, it is obvious that with the same PI constants (PI1), the convergence speed and final results of MRAS will be different under various perturbation schemes.

Furthermore, from Fig. 7, it is found that an improper setup of PI constants of MRAS observer will result in a divergence of estimation. Thus, it is essential that the setup of PI constants of MRAS observer should match the perturbation signal properly and consequently the tuning of PI constants becomes quite complex and usually depends on the expert experience. The proposed Scheme3 does not have these issues and in theory, it can obtain \( J \) within one sinusoidal cycle of perturbation, which is usually less than 0.5s while the MRAS needs more than 1s as shown in Fig. 6. Thus, the Scheme3 is faster than the traditional MRAS in the determination of \( J \). Furthermore, from the comparison between Tables III and VI, both the estimation errors of Scheme3 and Scheme2 can achieve the accuracy of 15%-20% at the small load condition C1 if \( f \leq 5Hz \).

Besides, from the comparison between Tables IV and VII, both the estimation errors of Scheme3 and Scheme2 can be less than 3% at C3 if \( f \leq 5Hz \). This can be explained that both methods have taken into account the influence of \( F \) and are based on the same reference/variable model (1d) while the measured data are of the same ratio of signal versus noise in both methods.

Thus, the accuracy of Scheme3 is quite competitive to those conventional observer algorithm based methods such as the MRAS method (Scheme2), while it also has superior performances such as faster in calculation, lower computational cost and no need to tune the convergence speed to match the perturbation signal.

### Table II

<table>
<thead>
<tr>
<th>Tests</th>
<th>Combined moment of inertia (( J ))</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nominal values</td>
<td>Calculated results</td>
</tr>
<tr>
<td>C1</td>
<td>( 3.61 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 1.60 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>C2</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 2.30 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>C3</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 1.06 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>( \omega ), f</th>
<th>( F )</th>
<th>Combined moment of inertia (( J ))</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.5A ) 3Hz</td>
<td>( 7.6 \times 10^{-4} )</td>
<td>( 3.61 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 4.13 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 5Hz</td>
<td>( 2.1 \times 10^{-3} )</td>
<td>( 3.61 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 4.37 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 10Hz</td>
<td>( 1.8 \times 10^{-2} )</td>
<td>( 3.61 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 4.61 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>( \omega ), f</th>
<th>( F )</th>
<th>Combined moment of inertia (( J ))</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.3A ) 3Hz</td>
<td>( 2.4 \times 10^{-3} )</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 7.57 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 5Hz</td>
<td>( 2.8 \times 10^{-5} )</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 7.42 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 5Hz</td>
<td>( 1.8 \times 10^{-3} )</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 7.40 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 5Hz</td>
<td>( 4.1 \times 10^{-3} )</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 7.56 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 0.5A ) 10Hz</td>
<td>( 3.6 \times 10^{-2} )</td>
<td>( 6.03 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>( \omega ), f</th>
<th>( F )</th>
<th>Combined moment of inertia (( J ))</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1.5A ) 3Hz</td>
<td>( 1.7 \times 10^{-2} )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 8.10 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 2A ) 3Hz</td>
<td>( 2.3 \times 10^{-2} )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 7.90 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 1.5A ) 5Hz</td>
<td>( 8.1 \times 10^{-2} )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 8.00 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 2A ) 5Hz</td>
<td>( 9.1 \times 10^{-2} )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 8.20 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 1A ) 10Hz</td>
<td>( 0.42 )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 1.09 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
<tr>
<td>( 2A ) 10Hz</td>
<td>( 0.45 )</td>
<td>( 8.06 \times 10^{-5} \text{ kg.m}^2 )</td>
<td>( 1.24 \times 10^{-5} \text{ kg.m}^2 )</td>
</tr>
</tbody>
</table>

Besides, compared with the results of Scheme1, as shown in Table II, the estimation error of Scheme3 at C1 and C2 is much smaller than that of Scheme1. For example, the estimation error of Scheme1 is around 300% at C1 and C2 while that of Scheme3 is lower than 34%. More importantly, at the typical load condition C3, the estimation error of Scheme3 is smaller than 3% if \( f \leq 5Hz \) while that of Scheme1 is larger than 30%.
Fig. 7 MRAS based estimation of J at C2. (a) Estimation of J with two sets of different PI constants. (b) Estimated and measured ωr with PI constants \( P_J = 1000, I_P = 20000, P_F = 10, I_F = 100 \) (scheme PI2). (c) Estimated and measured ωr with PI constants \( P_J = 1000, I_P = 1000, P_F = 100, I_F = 1000 \) (scheme PI3).

TABLE VI
RESULTS OF MRAS BASED ESTIMATION AT C1

<table>
<thead>
<tr>
<th>iq</th>
<th>f</th>
<th>PI scheme</th>
<th>Nominal values</th>
<th>Calculated results</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 A</td>
<td>3 Hz</td>
<td>PI1</td>
<td>3.61×10^-4 kg.m²</td>
<td>4.19×10^-4 kg.m², 16.1%</td>
<td></td>
</tr>
<tr>
<td>0.5 A</td>
<td>5 Hz</td>
<td>PI1</td>
<td>3.61×10^-4 kg.m²</td>
<td>4.35×10^-4 kg.m², 20.5%</td>
<td></td>
</tr>
<tr>
<td>1 A</td>
<td>5 Hz</td>
<td>PI1</td>
<td>3.61×10^-4 kg.m²</td>
<td>4.13×10^-4 kg.m², 14.4%</td>
<td></td>
</tr>
</tbody>
</table>

PI scheme PI1: \( P_J = 0.01, I_P = 1000, P_F = 1, I_F = 1 \).

TABLE VII
RESULTS OF MRAS BASED ESTIMATION AT C3

<table>
<thead>
<tr>
<th>iq</th>
<th>f</th>
<th>PI scheme</th>
<th>Nominal values</th>
<th>Calculated results</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 A</td>
<td>3 Hz</td>
<td>PI5</td>
<td>8.06×10^-3 kg.m²</td>
<td>7.85×10^-3 kg.m², 2.6%</td>
<td></td>
</tr>
<tr>
<td>2 A</td>
<td>5 Hz</td>
<td>PI4</td>
<td>8.06×10^-3 kg.m²</td>
<td>8.18×10^-3 kg.m², 1.5%</td>
<td></td>
</tr>
<tr>
<td>2 A</td>
<td>5 Hz</td>
<td>PI3</td>
<td>8.06×10^-3 kg.m²</td>
<td>8.13×10^-3 kg.m², 0.9%</td>
<td></td>
</tr>
</tbody>
</table>

PI scheme PI3: \( P_J = 1000, I_P = 1000, P_F = 100, I_F = 1000 \).

PI scheme PI4: \( P_J = 100, I_P = 100, P_F = 10, I_F = 100 \).

PI scheme PI5: \( P_J = 1000, I_P = 10000, P_F = 1, I_F = 1 \).

IV. APPLICATION TO SPEED CONTROL

A. Design of PI Controller for Speed Loop

Under \( I_q = 0 \) control, the speed loop of a field oriented control system is illustrated in Fig. 8, in which the current loop \( C_{iq}(s) \) acts as an inner loop of the whole speed loop. In Fig. 8(a), \( \omega_r \), \( T_{\alpha} \), \( T_{\nu} \), \( K_p = 1.5 \psi_m \), \( K_n \) and \( K_{nu} = K_n / T_{\nu} \) are reference speed, time constant of low pass filter for measured rotor speed, torque constant of PI controller for speed loop, constant, PI constants of speed regulators. Since the time constant of current loop, \( T_{\alpha} \) and \( T_{\nu} \) are usually much smaller than that of speed loop, a conventional solution to reduce the order of the drive system model is to combine those small time constants together and the simplified system transfer function can be expressed as Fig. 8(b) [20]. As introduced in [20], the optimized PI constants for speed loop can be expressed as:

\[
K_n = \frac{J}{2K_cT_{s}}
\]

\[
K_{\alpha} = \frac{K_n}{2K_cT_{s}}
\]

where \( T_{s} = T_{\alpha} + 2(T_{\nu} + T_D + T_{IF}) \), in which \( T_D \) and \( T_{IF} \) are the dead time of PWM control and low pass filter time constant of measured \( dq \)-axis currents [20]. The values of related small time constants are set to \( T_{\alpha} = 1.0 \times 10^{-5} \) s, \( T_{\nu} = 8.0 \times 10^{-3} \) s, \( T_D = 6.0 \times 10^{-6} \) s, and \( T_{IF} = 4.3 \times 10^{-5} \) s, respectively. Besides, the PI regulators of \( dq \)-axis current loops can be obtained by substituting the nominal values of \( L_d, L_q \) and \( R \) to (13) and (14), respectively [20],

\[
K_{pd} = \frac{L_d}{2T_{ef}} \quad K_{pq} = \frac{L_q}{2T_{ef}}
\]

\[
K_f = \frac{R}{2T_{ef}}
\]

where \( T_{ef} = T_{\alpha} + T_D + T_{IF} \) and \( K_{pd}, K_{pq} \) and \( K_f \) are PI constants of \( dq \)-axis current controllers. Thus, the derived PI constants of \( dq \)-axis current controllers are \( K_{pd} = 104.7, K_{pq} = 196.3, \) and \( K_f = 20805 \).
For the determination of $F$ at different rotor speeds, the proportional constant of the speed regulator is derived by (11) using the average value of calculated $J$ (at $f=5$Hz and 3Hz) as shown in Table V while the integral constant is set to 0.1. The curve of calculated $F$ by (10) is depicted in Fig. 9, which is then approximated by $F(\omega_r)=a\omega_r+b$, as shown in Appendix B. $F(\omega_r)=a\omega_r+b$ will be then used to aid the online derivation of the integral constant by (12), as shown in Fig. 3(b). With the determined $J$ and average value of $F$, the bode diagram of the simplified speed loop shown in Fig. 8(b) is then depicted in Fig. 8(c), which shows that the bandwidth of speed loop at C3 is 84.6rad/s.

B. Performance Tests of Designed PI Controllers

The performance of speed PI regulator derived by (11) and (12) is then tested and shown in Fig. 10, in which the proportional constant is derived by using the average value of calculated $J$ and the integral constant is derived by using the real-time calculated $F(\omega_r)=a\omega_r+b$, as shown in Fig. 3(b). It is obvious that the PMSM can rotate in the forward and reverse directions with quite small overshoot and short settling time. Fig. 11 shows the performance comparison between two speed regulators using PI constants derived with and without online calculation of $F(\omega_r)=a\omega_r+b$. The speed regulator without online calculation of $F(\omega_r)$ uses the average value of calculated $F$, as shown in Fig. 9, to derive the integral constant by (12). From the comparison results at relatively low and high speeds, it is found that the speed regulator with the online calculation of $F$ shows better performance in eliminating the steady state error. This can be explained that since $F$ decreases with the rotor speed, the derived integral constant by using the average value of $F$ will be too small at low speed region while it will be too big at high speed region. In this case, the scheme using online calculated $F(\omega_r)$ with respect to the transient rotor speed, as shown in Fig. 3(b), will be superior in improving the performance of speed regulator at different rotor speeds.

Figs. 12 and 13 are the performance comparison between two speed regulators using two different proportional constants, of which both the integral constants are online tuned with the real-time calculated $F$ with respect to the transient rotor speed, as shown in Fig. 3(b). It is found that $i_q$ of both tests will reach the maximum limit (4A) immediately at the beginning of step response, as shown in Fig. 13, which will result in a similar step response of rotor speed, as shown in Fig. 12. However, at the steady state, the speed regulator using the calculated $J$ by Scheme3 shows better dynamic performance in $i_q$. This can be explained that the calculated $J$ by Scheme1 is 31.7% larger than that of Scheme3, which will result in a bigger peak-to-peak ripple in the $q$-axis current.

Thus, it is confirmed that the identified $J$ by Scheme1 can also be employed for the design of speed loop regulator although the dynamic performance can be further improved if the identified $J$ by Scheme3 is employed. In reality, both methods can be good alternatives for the fast determination of $J$. 

---

*Fig. 9 Calculated $F(\omega_r)$ with respect different rotor speeds.*

*Fig. 10 Step response of rotor speed in forward and reverse directions.*

*Fig. 11 Performance comparison between designed speed regulators with and without online calculation of $F$ ($i_r=0$, $i_q=2.5A$). (a) Comparison at relatively low speed region. (b) Comparison at relatively high speed region.*

*Fig. 12 Comparison between speed regulators using proportional constants derived with aids from Scheme1 and Scheme3 ($i_r=0$, $i_q=2.5A$), respectively.*

*Fig. 13 Dq-axis currents in tests shown in Fig. 12(b) ($i_r=0$, $i_q=2.5A$). (a) Speed regulator using proportional constant derived with aids from Scheme3. (b) Speed regulator using proportional constant derived with aids from Scheme1.*
V. CONCLUSION

A method for fast determination of combined moment of inertia of PMSM drive system is proposed in this paper. It is based on the addition of sinusoidal perturbation to the drive system and the combined moment of inertia can be accurately identified while the influence of viscous friction has been eliminated during the modeling process. Its accuracy is higher than the conventional method without taking into account the influence of viscous friction and is also competitive to the conventional MRAS based observer. More importantly, compared with the MRAS, the proposed method is superior in faster determination, easier implementation, and lower computational cost. Besides, the application of estimated mechanical parameters in the design of speed loop PI regulator is also investigated while a good performance is achieved.

APPENDIX A

The fake code for zero crossing detection is shown below, in which variables such as Data, Polarity, and ZeroCrossing are measured raw data such as $i_q$ and rotor speed, polarity of measured data, and sequence number of zero crossing point of measured raw data, respectively.

```matlab
if Data(i)>0;
Polarity(i)=1;
else
Polarity(i)=-1;
end
if abs(Polarity(i+1)- Polarity (i))>0
ZeroCrossing(i)=1;
else
ZeroCrossing(i)=0;
end
```

APPENDIX B

In this paper, $F(\omega_0)$ is curve fitted by a linear function (B.1).

\[ f(x) = ax + b \]  

(B.1)

where $x$ is the measured transient $\omega_0$ and $f(x)$ is the calculated $F(\omega_0)$. The reason why the linear function (B.1) is employed as the curve fit function is that it only needs to measure two points to derive the values of $a$ and $b$.

REFERENCES