Stereoscopic video quality assessment using binocular energy

This item was submitted to Loughborough University’s Institutional Repository by the/an author.


Additional Information:

- © IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.

Metadata Record: https://dspace.lboro.ac.uk/2134/23360

Version: Accepted for publication

Publisher: © IEEE

Please cite the published version.
Stereoscopic Video Quality Assessment
Using Binocular Energy

Chathura Galkandage, Student Member, IEEE, Janko Calic, Member, IEEE, Safak Dogan, Member, IEEE and Jean-Yves Guillemaut, Member, IEEE

Abstract—Stereoscopic imaging is becoming increasingly popular. However, to ensure the best quality of experience, there is a need to develop more robust and accurate objective metrics for stereoscopic content quality assessment. Existing stereoscopic image and video metrics are either extensions of conventional 2D metrics (with added depth or disparity information) or are based on relatively simple perceptual models. Consequently, they tend to lack the accuracy and robustness required for stereoscopic content quality assessment. This paper introduces full-reference stereoscopic image and video quality metrics based on a Human Visual System (HVS) model incorporating important physiological findings on binocular vision. The proposed approach is based on the following three contributions. First, it introduces a novel HVS model extending previous models to include the phenomena of binocular suppression and recurrent excitation. Second, an image quality metric based on the novel HVS model is proposed. Finally, an optimised temporal pooling strategy is introduced to extend the metric to the video domain. Both image and video quality metrics are obtained via a training procedure to establish a relationship between subjective scores and objective measures of the HVS model. The metrics are evaluated using publicly available stereoscopic image/video databases as well as a new stereoscopic video database. An extensive experimental evaluation demonstrates the robustness of the proposed quality metrics. This indicates a considerable improvement with respect to the state-of-the-art with average correlations with subjective scores of 0.86 for the proposed stereoscopic image metric and 0.89 and 0.91 for the proposed stereoscopic video metrics.

Index Terms—Stereoscopic video, HVS model, Quality metric.

I. INTRODUCTION

STEREOEOPIC video has become a major format for 3D multimedia. However, as a result of the inherently high bandwidth of stereoscopic content, video compression algorithms are used, which induces visual artefacts and a degradation in quality. Additionally, video delivery over mobile and wireless channels is prone to errors in transmission, further degrading the users’ Quality of Experience (QoE). Due to the inefficiency and unreliability of subjective evaluations of the perceived video quality, there is a high demand for objective computational methods for estimating perceived stereoscopic video quality. There have been several proposed approaches to generate an effective and accurate quality metric for stereoscopic content, however due to their lack of generality and robustness, there is currently no widely accepted solution.

An effective method to quantify QoE must take into consideration the different stages of stereoscopic video production namely capture, processing, transmission, rendering and display. This research focuses on developing an objective measure relating to the processing stage and more specifically the compression stage. Compression of stereoscopic content typically introduces blocking and ringing artefacts both resulting in erroneous depth. Compression is therefore a major source of degradation in stereoscopic video production whose effects need to be considered to develop a reliable quality metric.

Recently, a very promising research direction has been the use of a model of human perception to devise more reliable measures of perceived quality. These approaches use a model of the Human Visual System (HVS) to mimic depth perception and in particular the binocular disparity induced by the horizontal displacement of image features between left and right views. From a physiological point of the view, the primary visual cortex of the HVS has two main types of cells namely simple cells and complex cells responsible for depth perception. Following initial processing in the receptive fields of the ganglion cells, two retinal images are passed to the primary visual cortex (V1) in the brain. The retinal information is first received by the simple cells which work in pairs corresponding to the left and right eyes. Each pair of receptive fields is connected to a complex cell where the binocular signal is generated. Recently, a quality metric based on a HVS model has been presented; the metric shows an increased performance compared to conventional quality metrics [1]. However, this type of approach has so far been limited to a relatively simple model of human perception, which does not capture accurately the behaviour of complex cells. Besides, the approach has so far remained limited to stereoscopic images.

This paper introduces a stereoscopic video quality metric based on an enhanced HVS model which for the first time is extended to the temporal domain. The approach can be broken down into three key stages each making contributions to the state-of-the-art in stereoscopic video perception and quality assessment. First, a novel HVS model is introduced to more accurately represent binocular vision. This is accomplished by incorporating additional physiological findings about human binocular vision to address the shortcomings of the previous HVS model [1]. This results in a more sophisticated rep-
representation capable of modelling binocular suppression and recurrent excitation - two important phenomena occurring in complex cells. This produces improved binocular signals which are more reliable indicators of depth perception. Second, a statistical analysis technique is introduced to infer a relationship between the obtained binocular signals and the subjective scores in the case of stereoscopic images. Finally, the approach is extended to the video domain via temporal pooling to infer two stereoscopic video quality metrics. The resulting stereoscopic image and video quality metrics are shown to be superior to the traditional stereoscopic metrics as well as a previous perceptual stereoscopic quality metric.

The paper is organised as follows. Section II reviews the state-of-the-art in stereoscopic quality analysis and the background on physiological models of the HVS. The proposed method is described in Section III first introducing the proposed HVS model, then describing its use to build quality metrics in both image and video domains. Experimental results are presented and discussed in Section IV; this includes a comparison against the state-of-the-art in both image and video quality metrics. Section V concludes the paper by summarising the findings and discussing avenues for future work.

II. RELATED WORK

Finding a stereoscopic quality metric has been the subject of active research over the last decade. A key challenge over using 2D quality metrics is that the perceived depth is not easy to model objectively since it is perceived solely by the human observer. Depth information is not readily present in the typical content representations and, in addition, its estimation remains a challenging task. Instead, the left and right views must be analysed along with disparity or depth maps to acquire an indication of the perceived depth quality. This challenge has prompted a prolific research activity aimed at tackling the problem of quality assessment in stereoscopic visual media. Most of those attempts were extensions of a 2D video quality metric and as a result were not tailored specifically for stereoscopic content and lacked accuracy. In contrast, this paper focuses on the physiological process of human vision and its pathway to objective measures of stereoscopic perception.

A. Stereoscopic quality metrics based on objective analysis

There have been numerous attempts to approach the assessment of the perceived quality of stereoscopic visual content by using existing 2D quality metrics and separately analysing left and right views of stereoscopic content.

In a recent study [2], the use of established 2D quality metrics such as Peak Signal to Noise Ratio (PSNR), Structural Similarity Index Metric (SSIM), Just Noticeable Difference (JND), Picture Quality Scale (PQS) and Noise Quality Metric (NQM), was found to be less effective when extended to stereoscopic content. The evaluation compared the performance of the aforementioned metrics applied to 2D and 3D images under blur, noise and compression impairments. The observed reduction in performance with 3D images was attributed to the fact that stereoscopic perception is not only affected by image content, but also by other attributes of stereopsis such as disparity.

Disparity maps were also utilised by [3] to derive a measure of 3D perception. They concluded that the 3D content of a disparity map could not be interpreted by 2D metrics based on a fidelity score combining disparity map score and average stereoscopic score. In [4], Kaptein et al. performed subjective experiments using the same objects at different depths subject to different compression rates. They found no correlation between the depth of an object and its perceived quality. In comparison, a high correlation was found between the compression bit rates of the same object and its perceived quality. Further experiments in [5] confirmed the limitations of the usage of 2D metric for stereoscopic quality assessment.

Other approaches based on the analysis of 3D information such as disparity maps and depth maps have been proposed. For instance, in [6], Tikkanmaki et al. evaluated the application of Video SSIM (VSSIM) [7] and PSNR to colour-depth sequences. They concluded the need to devise metrics specific to stereoscopic content. In another work, the application of PSNR to the binarised contours of depth maps was observed to result in no improvement in performance over PSNR applied to left and right views [8]. A good correlation to human perception was obtained when the depth maps were computed using stereoscopic images affected by low impairment using SSIM [9]. However the correlation was also found to degrade as the significance of the impairment increases.

A no-reference metric for asymmetric JPEG compression was proposed in [10]. The metric was derived from compression block pairs with and without contours. Pixel-wise difference in a block and zero crossings were used to compute the blockiness as a characteristic of 3D artefacts. In another video quality metric [11], chromatic transition and depth fluctuations were combined to predict the subjective scores.

Very recently, several attempts were made to measure the impact of compression artefacts on the perceptual quality of compressed stereoscopic video. One such attempt was the Compressed Stereoscopic Video Quality (CVSQ) metric, which considers blur, blocking artefacts and inter-view similarity [12]. The CVSQ metric relies on a disparity estimation technique and has been found not to be accurate enough due to the fact that the used features are not linearly correlated with variations in subjective perception [13].

Overall, 2D quality metrics have limited ability to predict the quality of stereoscopic content despite significant efforts to incorporate 3D information such as disparity and depth. Consequently they tend to lack the accuracy and robustness required for stereoscopic content quality assessment.

B. Stereoscopic quality metrics based on HVS modelling

Recently, quality assessment algorithms exploiting the HVS model have started to emerge. In [14], Shao et al. have proposed a perceptual full-reference quality assessment metric for stereoscopic images by considering binocular visual characteristics. The approach checks the left-right consistency and compares matching errors between corresponding pixels based on binocular disparity calculation, followed by classification.
of the stereoscopic images into non-corresponding, binocular fusion, and binocular suppression regions. Quality assessment also considered the local phase and local amplitude maps of the original and distorted stereoscopic images as features. An overall score is obtained by integrating the binocular perception results of independently evaluated regions. The visual sensitivity for the binocular fusion and suppression regions is modelled using the Binocular Just Noticeable Difference (BJND) model.

A comprehensive set of subjective experiments was performed with stereoscopic video sequences in [13]. Sequences were encoded using both H.264/Advanced Video Coding (AVC) and High Efficiency Video Coding (HEVC) video codecs. Results of the subjective experiments with symmetrically and asymmetrically encoded stereoscopic videos were analysed using statistical techniques to identify subjective scoring patterns. As a result, a video quality metric referred to as Stereoscopic Structural Distortion (StSD) was developed. However, the metric does not consider ringing artefacts commonly present in wavelet based video codecs.

The relationship between the perceptual quality of stereoscopic images and visual information was explored in a model of binocular quality perception proposed in [15]. Based on this model, a no-reference quality metric for stereoscopic images was introduced. The proposed metric modelled the binocular quality perception of the HVS for blurring and blocking artefacts. The overall quality index considers the amount of local blur level, blocking level and visual saliency information. However, this metric was found to have a limited accuracy.

The prediction of picture quality according to human perception was investigated in [16] which conducted a systematic, comprehensive and up-to-date review of Perceptual Visual Quality Metrics (PVQMs). In this review, the signal decomposition, just-noticeable distortion, visual attention, and artefact detection were found to be aspects frequently exploited in computational modules. But, the review also highlights the need for a better understanding of the HVS mechanisms.

Based on the binocular fusion process characterising 3D human perception, a full-reference metric for quality assessment of stereoscopic images was proposed in [1]. This introduced the Binocular Energy Quality Metric (BEQM) which models the binocular signals generated by simple and complex cells. However, the ability of the binocular energy to predict human perception remains poor due to the simplicity of the complex cell model. A system diagram of BEQM is shown in Fig. 1.

The proposed method introduces an improved HVS model and tailored regression methods for image and video content.

Despite the above-mentioned efforts to incorporate a model of the HVS, there is still no perceptual 3D metric capable of matching the performance of 2D quality metrics. In addition, human 3D perception has to be further explored to better understand and exploit the phenomena pertaining to binocular vision which are relevant to predict perceived visual quality.

C. HVS modelling

There have been many computational studies of stereo vision in the past, though until recently, most studies have treated depth/disparity computation mainly as a mathematical problem. Without paying close attention to physiology, one often comes up with quality metrics that work in some sense but have little to do with the mechanisms used by the brain or the HVS. There have been several attempts to address the estimation of the perceived quality of visual information by modelling the HVS. A brief introduction to the physiology of the HVS and its computational models is given here.

Images are formed on a neural tissue at the back of the eye called retina. It contains two layers holding the synaptic interconnections between the neurons and three layers of cell bodies. The images projected onto the retina are inverted, and are exhaustively pre-processed in the retina before progressing to other parts of the brain. The visual cortex that processes this information is located at the back of the brain. The primary visual cortex (V1) is the largest part of the HVS and it receives the signals from the Lateral Geniculate Nucleus (LGN) located in both hemispheres of the brain. There is a large variety of cell types in the visual cortex, responding to different kinds of stimuli, e.g. particular frequencies, colours or direction [17]. The two main types of cells in the HVS, called simple cells and complex cells, will be used in this research.

The structure of the simple cell receptive fields has been defined in [18]. The definition assumes that the role of a simple cell is dictated by the appearance of their receptive fields. Later, simple cells were identified as linear spatial filters characterised by their elongated shape composed of two antagonistic regions ON (excited) and OFF (inhibited) [19]. Further physiological experiments have showed that simple cells can be modelled using linear filters from their impulse response measured on the visual cortex. In [20], DeAngelis et al. have approximated the impulse response using a Gabor wavelet and the spatial arrangement by a two-dimensional Gabor function with ON and OFF regions corresponding to peaks and hollows of the function respectively. The above-mentioned findings have resulted in many sampling functions for simple cells which allow an image to be decomposed into perceptual channels and image elements localised in spatial and frequency domains as shown in Fig. 2. Vertical, horizontal and diagonal orientations are used in the decomposition at different spatial frequency levels, as depicted in the figure. Lower resolutions are further decomposed to a required level. In turn, this multi-resolution decomposition is used to model the perceptual channels of the simple cells.

The existence of different kinds of simple cells is an important consideration. In accordance, binocular and monocular types of cells are present with respective types of receptive fields. Monocular information from left and right retinas results in occluded information when each eye sees the world independently. The phenomenon of binocular vision of objects...
results from the existence of binocular simple cells organised in pairs and having binocular receptive fields. These binocular cells are responsible for stereoscopic perception. Several analytical models have been proposed to describe binocular simple cells. In these models, the response of a pair of binocular simple cells is often represented as a complex cell. To model the spatial frequency response based on size, amplitude, phase and orientation, directional wavelets are required. The aim is to represent the pairs of stereoscopic images using a set of complex functions.

The binocular energy is generated in the receptive fields of binocular complex cells. The spatial relationship between monocular receptive fields of complex cells and corresponding simple cells is described in [21], including the correspondence of amplitude, size, orientation and phase shift between simple and complex cells. Sensitivity to the orientation and spatial arrangement is however not inherited by complex cells from corresponding simple cells. Therefore the binocular energy generated by a complex cell depends on the shift in position and in phase between the simple cells. The field of stereoscopic quality assessment is open to further research activities to increase the reliability of 3D quality metrics to a level comparable to that of 2D quality metrics. The HVS must be modelled in an efficient way to exploit perceptual factors affecting subjective scores. Hence the previous knowledge of the HVS model will be utilised for the ultimate purpose of finding a stereoscopic video quality metric.

An improved HVS model has been proposed in our previous work [22], [23] and was used to define a stereoscopic image quality metric. This paper significantly improves upon our previous work by introducing a methodology to extend the formulation to the temporal domain and introduce a stereoscopic video quality metric. Besides, this paper performs a more comprehensive experimental evaluation using additional datasets and comparisons against the state-of-the-art.

III. PROPOSED METHOD

This section introduces full-reference stereoscopic image and video quality metrics based on an HVS model. First, a novel HVS model incorporating physiological findings exploited in the context of quality metrics is introduced. Second, using the proposed HVS model, a stereoscopic image quality metric for compression artefacts is developed. Finally, the model is extended to the video domain via temporal pooling and a stereoscopic video quality metric for similar artefacts is constructed. All the metrics developed in this paper assume that the stereoscopic data considered is rectified (vertically registered) to ensure that corresponding features in the left and right views are vertically aligned; this requirement is easily satisfied in practice as stereoscopic content does not normally contain any significant vertical parallax.

A. Extended Binocular Energy Model (EBEM)

Similarly to [1], the proposed approach is based on modelling the behaviour of simple and complex cells. The main contribution of the proposed approach is the introduction of a more accurate model of complex cells, called the Extended Binocular Energy Model (EBEM). This new model incorporates for the first time binocular suppression and recurrent excitation, two important behaviours which were not considered in the previous Binocular Energy Model (BEM).

1) Simple cell model: The proposed approach uses a similar simple cell model to that proposed in BEM. For completeness, an overview of this model and its implementation are provided. Physiological experiments have showed that simple cells can be modelled using linear filters from their impulse response measured on the visual cortex. A Complex Wavelet Transform (CWT) is used to model the spatial frequency response of the simple cells for both luminance and chrominance components. A dual-tree method [24] is used to analyse the image using two different Discrete Wavelet Transforms (DWTs). The real and imaginary parts of the CWT are computed by applying a pair of filters, each composed of a low-pass and a high pass filter with the first couple computing the real parts of the CWT and the second couple computing the imaginary parts.

A pre-processing step is used to convert the chrominance channels in a stereoscopic image into the CIE L*a*b* [25] colour space which simulates human colour perception. This colour space uses a single channel of luminance L* and two mutually orthogonal channels of chrominance a* and b*. With the intention to represent stereoscopic images using a set of complex functions, real and imaginary parts of the response to luminance are separated using the CWT on the luminance component, whereas the chrominance response is computed using two DWTs as they are mutually orthogonal being real and imaginary parts of a complex function. Other representations such as the wavelet packet decompositions on the CWT have been proposed to increase the granularity of the directional representation [26], [27]. However, approaches purely based on the CWT have been found not to optimally characterise images containing some geometric regularity [28].

To better characterise simple cells, orthogonal bandelet bases need to be applied to the wavelet coefficients thus improving the sensitivity to the image geometry. The bandelet transform is used as it is able to adequately model this simple cells behaviour [28]. In this approach, the geometry
is computed using the best direction of the basis for each coefficient thus optimising the approximation in the presence of some geometric regularity. The bandelet construction preserves the hierarchical structure of the wavelet coefficients and utilises it to enhance any existing regularity among these coefficients and provide a more accurate image approximation. In the implementation, the set of sub-bands obtained using the analysis are organised in a quadtree of variable size following the image geometry and an orientation is computed and assigned to each block as a dyadic square depending on the coefficients. This dyadic square is characterised by its size, amplitude and orientation as a simple cell [29].

2) Complex cell model: The binocular energy is generated in the receptive fields of the binocular complex cells. The most common type of complex cells are known to perform a summation-like operation on the responses of simple cells with similar orientation preference [30]. This summation-like operation has been represented in the BEM as a binocular with similar orientation preference [30]. This summation-like operation on the responses of simple cells are known to perform a summation-like operation on the responses of simple cells identified in physiological studies. The most common type of complex cells are known to perform a MAX-like operation on their inputs [31]. MAX-like operation enables modelling of binocular suppression effects which occur when left and right images have undergone asymmetric impairments causing the HVS to ignore the view of one eye and perceive through the other eye. This binocular behaviour is captured by the following binocular energy term:

$$E_{\text{SUM}}(c) = \sum_p \text{sum}(A^2_1(p, c), A^2_2(p, c)),$$

with $A_1(p, c)$ and $A_2(p, c)$ being the monocular amplitude of the binocular signals in the left and right images respectively at pixel $p$ and for a given perceptual channel $c$. In this equation, the binocular energy for a given channel $c$ is obtained by summing over the entire image pair the binocular energies contributed by each pixel $p$. For luminance the binocular signal is a complex function and for chrominance it is a real function. For convenience, the binocular energy scores obtained for all the considered perceptual channels can be concatenated into a vector $E_{\text{SUM}}$. This summation-like operation will be referred to thereafter as SUM-like for convenience. The proposed EBEM extends this model by modelling two additional characteristics of complex cells identified in physiological studies.

First, a second type of binocular energy element is added to the model in order to represent another major type of complex cells known to perform a MAX-like operation on their inputs [31]. MAX-like operation enables modelling of binocular suppression effects which occur when left and right images have undergone asymmetric impairments causing the HVS to ignore the view of one eye and perceive through the other eye. This binocular behaviour is captured by the following binocular energy term:

$$E_{\text{MAX}}(c) = \sum_p \text{max}(A^2_1(p, c), A^2_2(p, c)),$$

Similarly to the previous case, the terms obtained for each perceptual channel $c$ can be concatenated into a vector $E_{\text{MAX}}$ with the same size as $E_{\text{SUM}}$. Hence, the complete set of binocular energy terms considering both types of operations and all perceptual channels can be represented by a single vector of binocular energies $E = [E_{\text{SUM}}; E_{\text{MAX}}]$ containing twice as many elements as the number of perceptual channels.

Secondly, the model is extended to model interactions between complex cell outputs as proposed in the so-called Recurrent Excitation Model (REM) [32]. In the REM, complex cell inputs are not limited to simple cells but can also arise from other complex cells. These inputs can be thought of as secondary inputs to the complex cell model in addition to the primary simple cell inputs. These secondary inputs are modulated depending on the image content and in a deterministic manner for a given content [32]. Hence there are two important aspects of the REM that need to be considered in the implementation. First, the probability of modulation for secondary inputs needs to be determined based on the content. Second, the secondary inputs of the REM need to be representable in terms of the primary simple cell outputs. This paper introduces second order terms defined as the products of pairs of simple cell outputs to implement pairwise modulation and performs regression to learn the contributing terms and their correlation to image content.

Due to the large number of objective measures resulting from the spatial frequency analysis which includes multiple orientations and two types of complex cell characteristics representing SUM-like and MAX-like operations, the extraction of a statistical relationship between objective and subjective measures satisfying the REM presents a major challenge. This will be addressed in the following section.

B. Extended Binocular Energy Quality Metric (EBEQM)

The main idea to estimate a metric is to correlate the variations in perceptual and objective scores after normalisation with respect to a reference. This idea has been exploited in the BEQM to estimate a fidelity score $Y$ as follows:

$$Y = aX^\top,$$

where $X = [X_1, X_2, \ldots, X_n]$ denotes the vector of normalised full-reference objective scores for a given impaired stereo image, $a = [a_1, a_2, \ldots, a_n]$ are the BEQM parameters and $n$ is the number of coefficients in the BEM complex cell model. The vector $X$ is obtained by normalising the vector of objective scores $E$ of the impaired stereoscopic image defined in the previous section with respect to those of the reference (unimpaired) stereoscopic pair $E_{\text{ref}}$ as follows:

$$X = (E_{\text{ref}} - E)/(E_{\text{ref}} + E),$$

where the symbol $/$ denotes an element-wise vector division. In the BEQM, the calculation of the $a_i$ coefficients is performed under the assumption that all complex cells contribute equally, i.e. $a_i = \frac{1}{n}$ for any $i$, without providing any justification. This uniformity assumption, together with the simplistic BEM which only considers SUM-like complex cell operations, limits the accuracy and robustness of the BEQM.

The proposed approach addresses the previous shortcoming by estimating the contribution of each normalised objective score, thereby eliminating the uniformity assumption, and by using the more sophisticated EBEM as a basis for construction of a metric. The EBEM results in an increase in the number of objective measures due to the introduction of the second type of complex cells performing MAX-like operations. The REM can be modelled by introducing an additional vector $Z = [X_1, X_2, \ldots, X_1, X_n, X_2, X_3, \ldots, X_2, X_n, \ldots, X_{n-1}, X_n]$, whose elements consist of the product of all pairs of
normalised objective scores in $X$ and referred to as recurrent excitation objective measures. This results in the Extended Binocular Energy Quality Metric (EBEQM) which estimates the fidelity score as:

$$Y = c + aX^T + bZ^T.$$  (5)

The EBEQM is characterised by the vector $a = [a_1, a_2, \ldots, a_n]$ of size $n$, the recurrent excitation coefficient vector $b = [b_1, n_1, b_2, n_2, \ldots, b_n, n_n]$ of size $n \times (n - 1)/2$ and a constant $c$. Fig. 3 shows a block diagram of the EBEQM highlighting the additional MAX-like operation performed in complex cells, the recurrent excitation of complex cells outputs and the non-uniform coefficients for the objective scores in the metric equation.

For an $N$-level spatial frequency decomposition in the simple cell model, $3N + 1$ different spatial frequency sub-bands are obtained considering 3 orientations as illustrated in Fig. 2. Separate analyses are carried out on luminance ($L^*$) and the two chrominance channels ($a^*$ and $b^*$), resulting in $3 \times (3N + 1)$ objectives in the case of the BEM which modelled only SUM-like operations. In the EBM, the introduction of the second type of complex cells modelling MAX-like operation increases the number of objective scores to $n = 2 \times 3 \times (3N + 1)$. In this paper, $N = 3$ was used, as in the [1], which results in a total of $n = 60$ objective scores for the proposed EBEQM (as opposed to 30 for the BEQM).

A multiple regression technique is used to map the normalised objective measures to a single subjective score. This is achieved by using stereoscopic image databases with available subjective experimental data to train a regression model. The training procedure enables estimation of a robust metric by learning the statistical relationship between the simple normalised objective scores of the binocular energy elements and the given subjective scores. The multiple regression takes the $X$ and $Y$ values far all the training images as input and estimates the optimal $a$ and $b$ vectors. The $b$ vector in Eq. (5) is used to model the second order relationships in the REM.

Stepwise multiple linear regression was found to be the most suitable mechanism for this purpose. The learnt multiple regression models are subsequently evaluated with testing datasets to find the most sustainable relationship between the objective measures and the subjective scores. The analysis is performed using four publicly available stereoscopic image databases [14], [33], [34]. The regression model with the best testing performance, learnt from the combined databases, is defined as the metric. The details of the final metric and its calculation are described in Section IV-A.

C. Binocular Energy Video Quality Metric (BEVQM)

This paper introduces two approaches to build a stereoscopic video quality metric. First, a traditional temporal pooling approach is used to construct a video metric from the quality scores obtained for each frame using the EBEQM approach. A range of pooling strategies introduced in [35] are considered to this effect. Then an alternative approach is introduced to directly learn a video quality metric from the spatio-temporal normalised objective scores obtained from the newly proposed HVS model.

1) Temporal pooling of image quality scores: In this approach, the EBEQM is first applied to each frame of the video sequence to obtain individual estimates of the subjective score $Y(t)$ for a given frame $t$. Then, these estimates are combined using one of the temporal pooling strategies described in [35]. The following five temporal strategies are considered (the reader is referred to [35] for the implementation details):

a) Mean: this is the most widely used pooling strategy. This calculates a temporal average of the quality scores $Y(t)$.

b) Median: This approach requires sorting the frames based on their individual quality scores.

c) Minkowski: Minkowski summation for a given parameter $\beta$ calculates a pooled quality metric as:

$$Y_{\text{pooled}} = \left(\frac{1}{f} \sum_{t=1}^{f} Y(t)^{\beta}\right)^{\frac{1}{\beta}},$$  (6)

where $f$ is the number of frames in the sequence considered. The mean is a special case of Minkowski summation with $\beta = 1$. In this paper a value of $\beta = 0.5$ was used as suggested in [35].

d) Percentile: this approach uses the bottom $k$ percentage of frames ranked in terms of their quality score. In this paper, the 10th percentile is used as suggested in [35].

e) Gaussian weighting: This approach applies Gaussian weighting to the ranked frame quality scores with the frames of poorer quality getting higher weights prior to summation. The optimal settings suggested in [35] are used.

2) Regression on pooled objective scores: A naïve approach to build a video metric would be to concatenate the objective scores obtained from the EBM applied to each frame and attempt to directly perform a regression on these concatenated objective scores. This approach is problematic in several respects. First, even with a short duration video sequence, the model would have an extremely high dimensionality which would prevent reliable estimation of the model’s parameters. Second, the model size would depend on the length of the video sequence, requiring some form of normalisation.

In order to remedy the above-mentioned issues, dimensionality reduction is introduced. Fig. 4 shows the binocular energy variations for some examples of objective scores. This illustrates the complexity of the problem and how minor variations over neighbouring frames and subtle changes of objective scores tend to correlate with significant changes in video content. One approach to handle temporal complexity would be to further extend the HVS model to mimic the spatio-temporal characteristics of human stereoscopic video perception. Physiological studies have identified motion sensitivity
as an important characteristic of complex cells [1]. However, for video perception, motion sensitivity is not sufficient on its own to account for memory effects and perceptual decisions occurring in the HVS. Besides, this approach would still result in a high dimension model.

Instead, pooling of the temporal objective scores is proposed in order to extract pooled objective scores representing the temporal variations in the sequence. The method used for pooling of objective scores is referred to as adaptive temporal pooling from here onwards. In adaptive temporal pooling, only the mean and Minkowski summation methods are applicable since it would not be meaningful to rank objectives scores.

In this case, the vector of characteristic objective scores representing the entire stereoscopic video sequence and obtained after Minkowski summation are defined as:

\[ X_{\text{pooled}} = \beta \left( \frac{1}{f} \sum_{t=1}^{f} X(t) \right)^{\frac{1}{\beta}}, \]  

(7)

where \( X(t) = [X_1(t), X_2(t), \ldots, X_n(t)] \) represents the individual objective scores at frame \( t \) calculated using the EBEM. Note that in Eq. (7) both exponentiation and root operations are performed element-wise on the vector \( X(t) \). The performance of these two approaches will be discussed in the results section alongside the optimisation of the \( \beta \) parameter.

Having extracted pooled objectives scores, a regression analysis is carried out on the pooled objective scores in a similar fashion to the EBEQM in order to calculate a model relating pooled objective scores \( X_{\text{pooled}} \), the corresponding recurrent excitation objective measures \( Z_{\text{pooled}} \) and the corresponding subjective score for a given stereoscopic video \( Y_{\text{video}} \).

These different parameters are related by:

\[ Y_{\text{video}} = c + a X_{\text{pooled}}^{T} + b Z_{\text{pooled}}^{T}, \]

(8)

where \( a \), \( b \) and \( c \) are the parameters describing the video metric. These retain the same dimensionality as in the previous approach. The details of the regression analysis carried out and the metric obtained, called the Binocular Energy Video Quality Metric (BEVQM), will be discussed in the next section.

IV. RESULTS AND DISCUSSION

The outcomes of the multiple regression analysis for both image and video based objective measures are presented in this section together with the metrics obtained.

A. EBEQM

Four different publicly available stereoscopic databases were used to build the EBEQM. All the databases consist of vertically aligned stereoscopic images. A summary of the different datasets used for training is shown in Table I.

First, an evaluation is carried out by using one database at a time to build and test models. This considers five testing configurations corresponding to each of the four individual datasets as well as an additional scenario where all datasets are merged into a single large dataset. This enables assessment of the consistency and repeatability of the regression analysis across datasets as well as its performance according to the size of the training dataset. In each testing scenario, the models are built using stimuli from a single dataset with one stimulus from the same dataset being excluded and used for testing purposes. This process is repeated for all possible training and testing subsets for each dataset in order to obtain statistically meaningful results on the performance of the models obtained. Performance is assessed by calculating the Pearson’s linear correlation coefficient between the scores predicted by the metric and the subjective scores. The results obtained for each of these configurations are shown in Fig. 5. The average correlation measured using the testing set is significant being in the region of 0.8. It is observed to be consistent over all five testing scenarios. Additionally, the results obtained on the dataset combining all four datasets demonstrate the robustness of the regression model on different types of content.
Finally, the effects of incorporating the MAX-like operation and the REM into the HVS model are evaluated. To measure their separate effects, metrics are built using the combined datasets excluding either the MAX-like operation or the REM. The performance of the metrics are then compared against the full EBEQM in Fig. 7. Results indicate a significant drop in correlation when either of these physiological phenomena are excluded, demonstrating their importance in building an accurate and robust stereoscopic image quality metric.

B. BEVQM

Due to the limited availability of publicly accessible datasets with stereoscopic video subjective scores, a tailored dataset captured as part of the ROMEO project (http://www.ict-romeo.eu) is introduced and used in addition to the publicly available NAMA3DS1-CoSpaD1 dataset [38]. A summary of these datasets is given in Table III. Both databases consist of vertically aligned stereoscopic video sequences. Sample images from the sequences in the ROMEO dataset are shown in Fig. 8. In the remainder of this section, the two proposed approaches to build a stereoscopic video quality metric are discussed.

1) Temporal pooling of image quality scores: All temporal pooling methods described in Section III-C1 are applied on EBEQM as well as SSIM_avg and SSIM_Ddl estimates of each frame of the testing sequences from the dataset. The testing results for each method are shown in Fig. 9 with $\beta = 0.5$ used for the Minkowski summation method as suggested in [35]. The correlation to subjective scores is very poor in the EBEQM and even poorer in the case of the other metrics considered. The EBEQM metric employed here remained unchanged for all the frames and has therefore constant $a$, $b$ and $c$ parameters. The poor performance of this metric when applied to pooled image quality scores can be explained by the fact that subjective video scores are only defined for the entire video and do not reflect the actual scores of frames considered in isolation. This indicates that it is not possible to build an accurate and robust stereoscopic video metric by simple pooling of the frame scores and highlights the need to construct a video-specific metric. In the next section, we show how performing pooling of objective scores instead of quality scores provides additional modelling accuracy and robustness. The major advantage of performing pooling at this earlier stage is that it enables the regression to take
into account the temporal properties of objective scores when selecting which are the most significant to build a video metric.

2) Regression on pooled objective scores: First, experiments are conducted on the NAMA3DS1-CoSpaD1 dataset to identify the optimal $\beta$ value for adaptive temporal pooling using Minkowski summation in Eq. (7). Fig. 10 shows the measured correlation as a function of the $\beta$ parameter. The results indicate that performance is relatively stable with a stable peak at $\beta = 0.66$ which has been chosen as the optimal value for Minkowski summation in the remainder of the paper.

Second, the evaluation is extended to both datasets in order to compare the performance of the Minkowski summation method against the mean for each video, each time using all the other videos for training a model and thus ensuring that testing and training sets are disjoint. Results obtained for each video are shown in Fig. 11. All the models exhibit high correlation levels (close to 0.9 on average) with the Minkowski summation method performing marginally better consistently. Furthermore, a run-time analysis has been performed to compare the two metrics as shown in Table IV. These results indicate that an increase in run-time by a factor of 3.55 will produce an increase in correlation score from 0.89 to 0.91 when using Minkowski summation instead of the mean. While Minkowski summation is slower in terms of pure computation time, it should be noted that the run-time of pooling is typically not significant in stereoscopic video processing tasks since the cost of other operations usually dominates the run-time. Therefore, both the mean and Minkowski summation have been retained for further computations to build a metric. For convenience, the metrics developed using the mean and Minkowski summation are thereafter referred to as BEVQM$_{\mu}$ and BEVQM$_{\beta}$ respectively.

Finally, the performance of the proposed metrics is compared against state-of-the-art metrics on the sequences from the ROMEO dataset. This includes a comparison against the pooled EBEQm metric presented in the previous section. The results are shown in Fig. 12. The proposed metrics are the top performing methods consistently achieving correlation results in excess of 0.8 and outperforming the state-of-the-art metrics as well as the EBEQm metric. This demonstrates

---

**TABLE II**

<table>
<thead>
<tr>
<th>Database name</th>
<th># videos</th>
<th>Distortion types with # quality profiles indicated in brackets</th>
<th>Quality profiles symmetry</th>
<th># stimuli per video</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAMA3DS1-CoSpaD1 [38]</td>
<td>10</td>
<td>H264(3), JPEG2K(4), downsampling(1), sharpening(1), downsampling+sharpening(1)</td>
<td>symmetric</td>
<td>10</td>
</tr>
<tr>
<td>ROMEO</td>
<td>6</td>
<td>H.264(7)</td>
<td>2 symmetric, 5 asymmetric</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate</th>
<th>SE</th>
<th>pValue</th>
<th>Coefficient</th>
<th>Estimate</th>
<th>SE</th>
<th>pValue</th>
<th>Coefficient</th>
<th>Estimate</th>
<th>SE</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{19}$</td>
<td>152.5982</td>
<td>12.36622</td>
<td>2.55E-30</td>
<td>$b_{44}$</td>
<td>-717.348</td>
<td>70.4997</td>
<td>4.58E-22</td>
<td>$a_{12}$</td>
<td>-4.61159</td>
<td>1.364064</td>
<td>9.56E-04</td>
</tr>
<tr>
<td>$b_{44}$</td>
<td>19210.76</td>
<td>1721.203</td>
<td>1.09E-25</td>
<td>$a_{32}$</td>
<td>7.025674</td>
<td>0.9842242</td>
<td>6.81E-11</td>
<td>$a_{13}$</td>
<td>4.04E-04</td>
<td>1.84E-04</td>
<td>7.20E-03</td>
</tr>
<tr>
<td>$b_{13,44}$</td>
<td>-635.45</td>
<td>58.7432</td>
<td>1.19E-24</td>
<td>$b_{13,32}$</td>
<td>-13.7232</td>
<td>1.409494</td>
<td>1.84E-04</td>
<td>$a_{13}$</td>
<td>0.92905</td>
<td>0.40553</td>
<td>7.20E-03</td>
</tr>
<tr>
<td>$a_{44}$</td>
<td>717.348</td>
<td>70.4997</td>
<td>4.58E-22</td>
<td>$a_{12}$</td>
<td>-4.61159</td>
<td>1.364064</td>
<td>9.56E-04</td>
<td>$b_{13,28}$</td>
<td>10.92616</td>
<td>2.25452</td>
<td>7.01E-06</td>
</tr>
<tr>
<td>$b_{13,56}$</td>
<td>672.0649</td>
<td>67.6335</td>
<td>3.69E-23</td>
<td>$a_{12}$</td>
<td>-4.61159</td>
<td>1.364064</td>
<td>9.56E-04</td>
<td>$a_{25}$</td>
<td>-6.95078</td>
<td>1.474119</td>
<td>6.49E-06</td>
</tr>
<tr>
<td>$b_{13,56}$</td>
<td>258.9721</td>
<td>25.40969</td>
<td>1.14E-20</td>
<td>$a_{11}$</td>
<td>-7.78248</td>
<td>2.654097</td>
<td>4.04E-03</td>
<td>$a_{29}$</td>
<td>-6.94099</td>
<td>1.709378</td>
<td>8.65E-05</td>
</tr>
<tr>
<td>$b_{13,56}$</td>
<td>511.7277</td>
<td>52.30463</td>
<td>6.18E-20</td>
<td>$a_{13,32}$</td>
<td>9.544086</td>
<td>3.951371</td>
<td>1.72E-02</td>
<td>$b_{13,35}$</td>
<td>-4.955</td>
<td>1.0805626</td>
<td>2.49E-03</td>
</tr>
<tr>
<td>$a_{49}$</td>
<td>-145.151</td>
<td>16.16116</td>
<td>7.50E-15</td>
<td>$b_{12,13}$</td>
<td>4.380798</td>
<td>1.844929</td>
<td>1.91E-02</td>
<td>$b_{13,35}$</td>
<td>-4.955</td>
<td>1.0805626</td>
<td>2.49E-03</td>
</tr>
<tr>
<td>$b_{1,57}$</td>
<td>-322.192</td>
<td>36.30945</td>
<td>1.71E-17</td>
<td>$a_{14}$</td>
<td>-0.26817</td>
<td>0.744087</td>
<td>7.19E-01</td>
<td>$b_{13,28}$</td>
<td>10.92616</td>
<td>2.25452</td>
<td>7.01E-06</td>
</tr>
<tr>
<td>$a_{35}$</td>
<td>84.70863</td>
<td>9.535858</td>
<td>1.81E-17</td>
<td>$a_{32}$</td>
<td>2.760953</td>
<td>1.0120627</td>
<td>7.28E-03</td>
<td>$a_{28}$</td>
<td>2.494784</td>
<td>0.969829</td>
<td>1.13E-02</td>
</tr>
<tr>
<td>$b_{13,15}$</td>
<td>171.3042</td>
<td>20.02532</td>
<td>1.60E-16</td>
<td>$a_{28}$</td>
<td>2.760953</td>
<td>1.0120627</td>
<td>7.28E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III**

**Fig. 9.** Testing results for different temporal pooling techniques using stereoscopic image quality metrics

**Fig. 10.** Correlation as a function of $\beta$ for the Minkowski summation approach
the robustness and accuracy of the proposed approach and the importance of building a video content specific quality metric. The BEVQM is computed using the best regression model in terms of testing as was the case for the EBEQM. The scores presented in Fig. 12 confirm that the BEVQM is consistently outperforms the BEVQM by a small margin. These two metrics have a sparser set of coefficients than the EBEQM metric as they only contain 10 and 12 non-zero coefficients respectively. The complete list of non-zero coefficients together with their corresponding SE and pValue are provided under the BEVQM and BEVQM sections of Table II and can also be downloaded from our supplementary spreadsheet [37].

V. CONCLUSIONS AND FUTURE WORK

This paper proposed accurate and robust stereoscopic image and video quality metrics based on a novel HVS model. The first major contribution is the introduction of a novel HVS model that incorporates important physiological phenomena occurring in complex cells and so far unexploited in this context. These phenomena include a MAX-like operation, representing binocular suppression, and recurrent excitation, characterising the interactions occurring between complex cell outputs. The second contribution is a novel stereoscopic image quality metric calculated via multi-variate regression on the objective scores defined by the proposed HVS model. The third contribution is an extension to the video domain based on temporal pooling of objective scores. An extensive experimental evaluation comparing the proposed approaches against the state-of-the-art was conducted using four standard stereoscopic image datasets and two stereoscopic video datasets. Results demonstrate the robustness and accuracy of the proposed approaches to build stereoscopic quality metrics and their superiority to the state-of-the-art with average correlation to the subjective scores of 0.86 in the case of the proposed image metric and 0.89 and 0.91 in the case of the proposed video metrics. Furthermore, an experimental evaluation has validated the importance of modeling both binocular suppression and recurrent excitation in the HVS model and has shown the importance of building a video quality metric which goes beyond simple pooling of image quality scores. Future work will concentrate on extending the analysis to build a metric modelling other types of artefacts. Another avenue for future work would be to optimise the implementation for real-time applications.
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