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ABSTRACT
Haptics, as well as force and torque measurements, are increasingly gaining attention in the fields of kinesthetic learning and robot Learning from Demonstration (LfD). For such learning techniques, it is essential to obtain accurate force and torque measurements in order to enable accurate control. However, force and torque measurements using a 6-axis force and torque sensor mounted at the end-effector of an industrial robot are known to be corrupted due to the robot’s internal forces, gravity, un-modelled dynamics and nonlinear effects. This paper presents an evaluation of two techniques, SVR and Random Forests, to recover the external forces and accurately detect possible contact situations by estimating the robot’s internal forces. The performance of the learned models have been evaluated using different performance metrics and comparing them with respect to the features contained in the input space. Both SVR and Random Forests require low computational complexity without intensive training over the operational space under the given assumptions. In addition, these methods do not need data to be available online. The SVR and Random Forests models are experimentally validated using Motoman SDA10D dual-arm industrial robot controlled by Robot Operating System (ROS). The experiments showed that force and torque compensation based on Random Forests has outperformed Support Vector Regression.
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1 Introduction

Measuring contact forces when a manipulator carries out an assembly task is very important. However, the force/torque signals measured using 6-axis force torque sensor are corrupted due to the internal forces generated by the F/T sensor, the end-effector (gripper), workpiece and the unmodelled dynamics [12]. In learning applications, only the contact force patterns are important. The internal forces must be filtered out.

Noise and disturbances occurring at high frequencies can be greatly reduced using classical filters such as low-pass filter [19]. Furthermore, disturbances due to robot motion can not be omitted especially in high speed applications or when heavy robot tools are used. Approaches reported in the literature that address this problem generally use estimation methods based on dynamic models that consider the internal components of the sensor, gripper and workpiece [14].

The force/torque sensor are used to measures both external and internal forces. Measuring external forces is important in the context of force-based controlling or when a robot needs to interact with the surrounding environment. The problem of estimating the external force/torque is generally defined as shown in Figure 1, where \{O\} is the robot base frame, \{O_T\} is the tool frame, \{O_s\} is the force/torque sensor frame, \{O\} is the end-effector frame and \(r\) is the vector from the base frame \{O\} to the tool frame \{O_T\}. The total effective force at the end effector can be calculated using Newton-Euler equations, as shown in Equation 1 and Equation 2.

\[
\sum F = m\ddot{r} = m g + F_e + F_s
\] (1)
The results showed that LGP can achieve higher accuracy compared to SVR. Also, LGP achieves higher accuracy compared to LWPR. Nonetheless, it requires higher computational force compared to LWPR.

Another supervised learning algorithm that has a good performance is RF. The RF was introduced by [3]. However, it is still not widely accepted in robotics applications. Caruana and Niculescu-Mizil presented a comparison amongst supervised learning algorithms, which found that RF is the second best algorithm after boosting [5]. Caruana et al. also compared the performance of the same supervised learning algorithms that was performed on a high dimensional data [4]. It was demonstrated work shows that RF has a steady performance over a wide range of dimensionalities. Andreas et al. proposed an active RF to overcome the active vision problem [7]. Active vision literature focuses on finding effective approaches to select observations with minor attention to the classification approaches. In that work, RF was used as a classification approach to identify clothes and grasping points. Also, active RF was used on-line to predict the grasping point positions that reduce the grasping error. Liarakopis et al. recorded muscular activity from human forearm and upper arm while an operator was performing a reach-to-grasp activity where the object position was defined in 3–D space [13]. In that work, RF was used to classify different Electromyography (EMG) signals for different reach-to-grasp strategies. Furthermore, Matteo et al. presented a comparison between model-based approaches and machine learning approaches to compensate internal force/torque for a humanoid robot [8]. The main result of that work was that the performance of learning algorithms exceed the performance of the analytical-models approach with regard to their prediction accuracy. Two machine learning approaches were implemented and compared, namely, Least-Square Super Vector Machine (LS-SVM) and Neural-Network (NN). The LS-SVM converged more rapidly compared with NN. However, once they converged, eventually their performance was almost identical. The proposed data driven methods requires tuning, which is difficult due to the number of parameters that need to be tuned. Also, training data sometimes requires pre-processing and normalization to gain acceptable performance.

In this paper, RF regression has been utilised due to its simplicity, its ease to tune and its’ resistance to over-fitting. Accordingly, it is believed that RF can overcome the limitations of the traditional robotics data driven models. Also, RF models will be compared with SVR which is one of the state-of-the-art machine learning algorithms, and have been well utilised in robotics context. SVR and RF, an off-line parametric regression methods, that have been used to estimate the internal forces of the end effector and workpiece for a pre-defined trajectory with limited speed. Both methods have been investigated for the force/torque compensation of an industrial robot. A 6-axis force/torque sensor was mounted between the end effector and the industrial robot. A pre-defined trajectory was executed by the

\[
\sum \mathbf{T} = \mathbf{I} \ddot{\mathbf{r}} + \mathbf{r} \times \mathbf{I} \dot{\mathbf{\omega}} = \mathbf{T}_s + \mathbf{r}_s \times \mathbf{F}_s + \mathbf{T}_e + \mathbf{r}_e \times \mathbf{F}_e \tag{2}
\]

Let \( r \) be the position of the center of gravity of robot’s tool (gripper+object), \( \omega \) is the angular joints’ velocities, \( m \) is the total mass of the end effector, force/torque sensor and the workpiece, \( I \) its’ moment of inertia, \( g \) the gravitational acceleration, \( \mathbf{F}_s \), \( \mathbf{T}_s \) and \( \mathbf{F}_e \), \( \mathbf{T}_e \) are the sensor and external generalized forces (force and torque), and \( r_e \) and \( r_s \) are the vectors from the center of the gravity to the sensor and the external force frames. Based on this dynamic model, many model-based estimation methods have been proposed. In [9] a Kalman filter was used to estimate the external forces and torques at the end effector. This model is suitable for high-speed applications. The main drawbacks are the high computational power and the model complexity. Another method proposed a joint based force torque estimation to estimate the contact force at the end effector using a Kalman filter [1]. This method requires an accurate model, a huge computational effort and a sensor fusion algorithm. Many researchers used a Kalman filter to estimate the contact force or external forces (such as object held by the end effector). In [11] contact forces and torques were estimated for multiple cooperative robots. Forces and torques for a fixable payload were estimated using a Kalman filter in [6]. The aforementioned research all use model-based methods that require high computational forces.

Alternatively, machine learning algorithms have been proposed to estimate forces and torques. For example, Locally Weighted Projection Regression (LWPR) was used to adjust a compliance matrix for computed torque controller [15]. However, this requires skillful tuning of the learning parameters. Also, Gaussian Process Regression (GPR) and LWPR were implemented to achieve an adaptive compliance control [16]. The results showed the advantage of using LWPR over GPR. In the same paper, Nguyen-Tuong and Peters introduced a Locally Gaussian Process (LGP) to learn a computed torque controller and compared it with SVR, Gaussian Mixture Regression (GMR) and LWPR. The results showed that LGP can achieve higher accuracy and requires lower computational forces compared to GMR.
industrial robot. Meanwhile, the sixth force/torque, joints variables, joint velocities, and acceleration were recorded. The collected data were used for training, cross-validation, and testing.

This paper is structured as follows: a brief introduction into RF is given in Section 2. Subsequently, Super Vector Regression is introduced in Section 3. After that, Section 4 introduces experimental setup and data collections and the learning process. This is followed by the discussion and results in Section 5. Finally, Section 6 concludes the paper and introduces future work.

2 Random Forests (RF) Regression

The RF developed by [3] combines bootstrapping (BAGGING) ([2]) and Decision Trees ([18]). The simplicity of the RF approach is the reason of its’ popularity today. Moreover, it offers comparable performance to boosting . An RF is a large sets of decorrelated decision trees as shown in Equation 3. It contains \( T \) number of trees where each tree \( t \) is trained with a different bagged data using a selected of features that minimizes the error.

\[
h(x, \psi_t)_t = 1, \ldots T
\]  

(3)

where \( x \) is an instance of an observation with \( D \) number of random selected features, \( \psi_t \) is a set of independent identically distributed random vectors (bagged data). Such that, the hypotheses \( h(x, \psi_t) \) for tree \( t \) takes a numerical value. The nature of those vectors specifies the tree construction. Where each tree predicts a numerical value based on a given observation \( x \). The output values are numerical and it is assumed that the training set is independently emerging from a distribution of random vectors. RF capture complex interactions in data, as it is relatively robust to noise and outliers and is claimed to be resistant to over-fitting [3]. The reason behind RF robustness against over-fitting the fact that it relies on averaging of large number of estimators (tress). Some of the main advantages of the RF technique are the fact that they run efficiently on large databases and are able to handle large set of input variables without variable deletion. Moreover, RF expose nonlinearity and have low generalization error.

Industrial robots are highly nonlinear systems and require precise modeling to achieve an accepted accuracy. However, modeling requires a deep understanding of the dynamical system (multi-objects dynamics) and it heavily relies on many assumptions. In contrast, data-driven models can achieve higher accuracy with less effort and adequate data. In this context, RF seems to be a promising machine learning model that can capture nonlinear models with high accuracy even with the presence of noise and disturbances. In this work, the input cases (features) considered as \( x \in \{ q, [q, \dot{q}], [q, \dot{q}, \ddot{q}] \} \) in order to study the models performances with different input features. As the output is limited to a single scalar value, a separate model has to be trained for each output dimension. In another word, 6 different models need to be trained for each of the force and torque components.

3 Support vector Regression

SVR aims to identify a decision boundary (hyperplane in high dimensional feature space) that fits the training data [10]. Equation 4 illustrates the model captured using SVR.

\[
f(x) = w^T \Psi(x) + b
\]

(4)

Where \( \Psi(x) \) is the projection of the input \( x \) into the feature space, \( w \) and \( b \) indicate the weights and the bias of the hyperplane, respectively. The weight vector \( w \) and the the bias \( b \) are chosen to optimize the cost function which is shown in Equation 5.

\[
\min_w \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} Q(y_i - f(x_i))
\]

(5)

Where \( Q(z) = \max\{0, |z| - \varepsilon\} \) is the \( \varepsilon \) loss function (does not penalize errors less than \( \varepsilon \geq 0 \)), \( C \) is a regularisation factor that controls the relative weighting between the twin goals of optimising \( |w|^2 \) and of assuring that most training data have a margin at least \( \varepsilon \). Based on this, the Lagrangian can be formed as shown in Equation 6.

\[
\mathcal{L}(w, b, \zeta, \alpha, r) = \frac{1}{2} w^T w + C \sum_{i=1}^{m} \zeta_i
\]

\[- \sum_{i=1}^{m} \alpha_i \left[ y^{(i)}(x^T w + b) - 1 + \zeta_i \right] - \sum_{i=1}^{m} r_i \zeta_i
\]

(6)

Where \( \alpha_i \)‘s and \( r_i \)’s are the Lagrangian multipliers associated with each sample. The dual can be solved by setting the derivative to zero. The result is given in Equation 7.

\[
\min_{\alpha} W(\alpha) = \sum_{i=1}^{m} \alpha - \frac{1}{2} \sum_{i,j=1}^{m} y^{(i)} y^{(j)} \alpha_i \alpha_j \langle x^{(i)}, x^{(j)} \rangle
\]

s.t. \( 0 \leq \alpha_i \leq C \), \( i = 1, \ldots, m \)

\[
\sum_{i,j=1}^{m} \alpha_i y^{(i)} = 0
\]

(7)

The performance of SVR models strongly depends on the selection of both \( C \), the kernel function and number of features. Hence, three sets of features have been used to train the models. The first one only contained the robot joint variables \( q \). The second data set contained the joint variables and it’s first derivatives \( (q, \dot{q}) \), while the third data set contained the joint variables and it’s first and second derivative \( (q, \dot{q}, \ddot{q}) \).
4 Experiment Setup

The experimental setup consists of a 6-axis force/torque sensor, Motoman SDA10D dual arm robot, and one PC workstation. The Motoman SDA10A, shown in Figure 2 (A), is a dual-arm robot with 15 degrees of freedom (7 DoF per arm 1 DoF for the body). Each arm can lift a payload of 10kg. The PC workstation runs Ubuntu with Robot Operating System (ROS)\(^1\). The PC workstation is connected to the robot controller and the Force/torques sensor. The PC workstation can be used to collect data (training and testing) and to control the robot manipulator during task execution. The collected data include robot joint variables, end-effector Cartesian position, and Force/torque data.

The 6-axis force/torque sensor is adapted to collect internal forces during robot execution (one arm) of a pre-defined trajectory without any external loads. This pre-defined trajectory tries to cover a sub-space of the robot workspace. The collected data will be used to train an SVR and an RF model that map the joints information into the internal force/torque information that need to be compensated.

Regarding the training procedure, the five-fold cross-validation method was used to select models parameters. The RF and SVR Models were tuned using grid search cross-validation from the Sklearn library [17]. The RF Regression models were tuned with the following parameters: \{number of trees: \[100:100:2000]\}, Maximum number of features in node: \[2,2,21]\}, Minimum number of samples at leaf: \[2,52,10]\}, to select optimal parameters that maximize the performance. While SVR models were tuned with the following parameters: kernel:[ Radial Base Function (RBF),linear, poly, sigmoid ], C: \[1, 10,..., 1e5\] and : \[0.001,...,100\] to select optimal hyperplane parameters. The variability, multiple rounds of cross-validation have been performed using different partitions. The validation results were averaged over the rounds. In the context of force compensation, each tree \(t\) in the RF predicts internal force/torque signals and the final prediction is the average of all tree predictions.

An individual model is trained for each force and torque components using different numbers of features. Figure 2 (B) shows three different sets of training data, the outputs are the internal forces and torques. However, each training data set has a different number of features, i.e. the first set contains 7 features (\(q\) ), the second set contains 14 features (\(q\) and \(\dot{q}\)) and the third data set contains 21 features (\(q\), \(\dot{q}\) and \(\ddot{q}\)). This has been done to observe the performance of the RF and SVR with different numbers of features.

For each data set 12 models have been trained using RF and SVR (6 each). Each model has been evaluated individually using unseen data. The prediction qualities of the trained models have been measured using their Mean Square Error (MSE), Normalized Mean Square Error (NMSE) and Variance Score. NMSE has been calculated for all 6 output dimensions using Equation 8. The NMSE is calculated over all 6 output dimensions. For the SVR method, the inputs were rescaled to a range between \([-1, +1]\) based on the maximum and minimum values found in each input dimension of the training set.

\[
\text{NMSE} = N \frac{\sum_{i=1}^{N} (p(i) - y(i))^2}{\sum_{i=1}^{N} p(i) \sum_{i=1}^{N} y(i)^2} \tag{8}
\]

Another important metric that can evaluate how will the prediction values are matching the true value can be measured using the explained variance score that can be estimated as shown in Equation (9).

\[
\text{Var}(\hat{y}, y) = 1 - \frac{\text{Var}\{y - \hat{y}\}}{\text{Var}\{y\}} \tag{9}
\]

5 Results and Discussion

The methods introduced in the previous sections have been experimentally evaluated on data set collected for a pre-defined robot trajectory. The joint positions have been recorded from the robot controlled. The joints velocities and accelerations have been numerically differentiated. The three force components (\(F_x,F_y\) and \(F_z\)) and the three torque components (\(T_x,T_y\) and \(T_z\)) have been recorded directly from the sensor. The complete data set of 13,745 samples has been split into inputs for both training and testing. Each joint variable had a distribution as shown in Table 1.

As stated before, both machine learning approaches were utilised to train models as follow: firstly, only based on joints’ variables (\(q_i, i \in [1, 7]\)), secondly using joints’ variables and velocities and finally using joints variables, velocities, and accelerations. The performance of the trained models was measured using NMSE as illustrated in Figure 3, and MSE as shown in Figure 4. Based on these results, the RF clearly outperforms the SVR for all F/T components. However, the errors are very high for the \(Z\) components (\( F_z\) and \( T_z\)). The reason why RF and SVR did not capture the \(F_z\) and \(T_z\) components precisely is that

\(^1\)ROS-Industrial (Hydro)
Table 1. Joints variable statistics

<table>
<thead>
<tr>
<th>Joints</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
<th>$q_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>$-18.48^\circ$</td>
<td>$-1.80^\circ$</td>
<td>$179.00^\circ$</td>
<td>$-15.6^\circ$</td>
<td>$-95.30^\circ$</td>
<td>$100.65^\circ$</td>
<td>$65.3^\circ$</td>
</tr>
<tr>
<td>min</td>
<td>$-132.70^\circ$</td>
<td>$-103.30^\circ$</td>
<td>$50.50^\circ$</td>
<td>$-78.00^\circ$</td>
<td>$-116.37^\circ$</td>
<td>$71.10^\circ$</td>
<td>$28.10^\circ$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$-88.98^\circ$</td>
<td>$-52.75^\circ$</td>
<td>$131.41^\circ$</td>
<td>$-52.24^\circ$</td>
<td>$-109.63^\circ$</td>
<td>$87.40^\circ$</td>
<td>$48.98^\circ$</td>
</tr>
</tbody>
</table>

The pre-defined trajectory did not contain enough variations in the $Z$ axis. Based on this trajectory the robot will mostly move in a $X-Y$ plain. This means that the data collected can be captured the force and torques on the $X$ and $Y$ axes but, capturing $F_z$ and $T_z$ requires more variations in the $Z$ axis. Table 3 depicts the pre-defined trajectory’s statistics in the Cartesian space ($X-Y-Z$). Accordingly, the variations of the force in the $Z$ axis is lower than the variations in $X$ and $Y$ axes. Table 2 shows the mean and the standard deviation of the $F/T$ components. This table shows that the smallest range of variation will occur on the $Z$ axis.

Table 3. Trajectory variation on $X,Y$ and $Z$ axis.

<table>
<thead>
<tr>
<th></th>
<th>$X$</th>
<th>$Y$</th>
<th>$Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>772.0</td>
<td>-237.0</td>
<td>-100.0</td>
</tr>
<tr>
<td>Minimum</td>
<td>248.0</td>
<td>-628.0</td>
<td>-178.0</td>
</tr>
<tr>
<td>Average</td>
<td>578.0</td>
<td>-455.0</td>
<td>-132.0</td>
</tr>
</tbody>
</table>
Table 2. Force/torque statistics

<table>
<thead>
<tr>
<th>Joints</th>
<th>$F_x$</th>
<th>$F_y$</th>
<th>$F_z$</th>
<th>$T_x$</th>
<th>$T_y$</th>
<th>$T_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>19.08</td>
<td>24.20</td>
<td>17.58</td>
<td>−0.2</td>
<td>−2.27</td>
<td>0.860</td>
</tr>
<tr>
<td>min</td>
<td>15.97</td>
<td>13.08</td>
<td>−4.02</td>
<td>−0.064</td>
<td>−2.20</td>
<td>0.610</td>
</tr>
<tr>
<td>$\mu$</td>
<td>17.40</td>
<td>20.06</td>
<td>6.85</td>
<td>0.04</td>
<td>−2.24</td>
<td>0.741</td>
</tr>
</tbody>
</table>

being improved when more features are included. Figure 7 shows the important features for the $F_x$ model using all of the features ($q$, $\dot{q}$ and $\ddot{q}$). This figure indicates that the RF regression model relies mostly on the joint variables to predict the undesired forces in the $X$ direction. Also, Figure 8 illustrates the importance of the features for the trained RF model using only the joint variables ($q$). Clearly, both RF models use the same important features. This explains the unchanged performance of the RF when more features are included.

Figure 7. Important features for $F_x$ RF model using joint variables, velocities and accelerations

6 Conclusion

In this paper, two different approaches for compensating undesired force/torque features from a 6-axis F/T sensor mounted at the end effector of an industrial robot have been compared. Both approaches attempt to capture the physical behavior of the industrial robot based on data collected during a pre-defined experiment.

The variables of the models have been selected using cross-validation for both RF and SVR. Three sets of input features have been used for both approaches. The first one contained only the joints variables $q$ while the second one contained the joints variables $q$ and joints velocity $\dot{q}$. The third set contained variables $q$, joints’ velocities $\dot{q}$ acceleration $\ddot{q}$. Both regression methods have been trained using the same data and evaluated using unseen data. The NMSE, MSE, and variance score have been used as performance metrics for the derived models. The results indicated that including the joint velocities and accelerations did not enhance the performance of the RF models performance, while it improves the accuracy of the SVR models. In general, the RF models outperform the SVR even with noisy and corrupted data.

Even with noisy data on the $Z$ components the variance score shows that the RF can capture the forces and torques with acceptable performance compared to the Support Vector Machine. This paper shows a positive potential of utilising RF in robotics application. In the future work, pre-defined trajectories that cover more operational space should be utilised to better capture the robot dynamics and kinematics. Furthermore, the RF regression could be modified by weighting individual trees and features in order to improve the overall accuracy.

Figure 8. Important features for $F_x$ RF model using joint variables, velocities and accelerations
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