Model-driven aviation training family of systems architecture

This item was submitted to Loughborough University’s Institutional Repository by the/an author.

Additional Information:

- A Doctoral Thesis. Submitted in partial fulfilment of the requirements for the award of Doctor of Philosophy of Loughborough University.

Metadata Record: https://dspace.lboro.ac.uk/2134/24009

Publisher: © Trevor Holden

Rights: This work is made available according to the conditions of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) licence. Full details of this licence are available at: https://creativecommons.org/licenses/by-nc-nd/4.0/

Please cite the published version.
Model Driven Aviation Training Family of Systems Architecture
Volume I

By

Trevor Holden, B.Eng., B.Eng (Hons), MScRes.
Date: October 2016

A Doctoral Thesis submitted in partial fulfilment of the requirements for the award of Doctor of Philosophy of Loughborough University

© by Trevor Holden 2016
PREFA C E

“If you make people think they’re thinking, they’ll love you; but if you really make them think, they’ll hate you” - Harlan Jay Ellison

This thesis is a record of my research efforts over the past four years; it is in essence the end result of a number of assault courses to which I have personally had to run through to reach a conclusion that is this thesis. My time at the university has included teaching both academic and industrial students which has led to interesting outcomes; and the realisation that it is not easy completing a project with substantial distractions. I have been popular and unpopular depending on the circumstances and sometimes I have had to draw a line in the sand. All the days at the university have been an experience (some good, some bad) and have added to the knowledge and memories I gathered from my time in industry.

The realisation of the disconnect / gap between academia and industry served as the basis for the production of this thesis. The industrial sponsor became the largest of the obstacles to overcome with the constant change of management and PhD research direction; nonetheless a non-fictional and hopefully rigorous story has been written. Through hard work (no exaggeration) and patience the research has hopefully opened a new direction and thought processes to the management of a flight training system and with it the governance and configuration control of the advanced technology being used within complex systems.

The end point of the research was decided by time and the sand; the output is by no means the end to the research, but a new beginning and new way of thinking. Systems Engineering is difficult to complete as an individual project, but like the quote by Robert Orben, should lead to success. This notwithstanding the journey has been an experience that I will take with me wherever the future leads and the knowledge gained I will pass on and hopefully start someone else’s journey through systems engineering issues and capabilities.

“A Graduation Ceremony is an event where the commencement speaker tells thousands of students’ dressed in identical caps and gown that ‘individuality’ is the key to success.” - Robert Orben

Trevor Holden

October 2016
EXECUTIVE SUMMARY

The PhD project has evolved from focusing on the technical problem of the integration and interoperability of an assemblage of complex systems and SoS within a flight training system to development of a workflow process using frameworks to aid the decision making process for the selection of optimal flight training blending mixes. The focus of the research involved developing a methodology to satisfy research project proposal requirements agreed upon with the industrial sponsor. This thesis investigates the complexity of a modern flight training systems and the need for understanding that it is supported by a complex Family of Systems (FoS) including Virtual Reality Training Environments such as flight simulators, to live training aircraft with various configurations of avionic controls. One of the key technical problems today is how best to develop and assemble a family of flight training system into an integrated Live / Synthetic mix for aircrew training to optimise organisation and training objectives.

With the increased use of emulation/synthetic data on aircraft for live training, the synthetic boundary is becoming increasingly blurred. Systematic consideration of the most appropriate blend is needed. The methodology used in the research is model driven and the architecture produced is described at a level of abstraction to enable communication to all stakeholders for the means of understanding the structure involved in the system design process. Relational Oriented Systems Engineering and Technology Trade-Off Analysis (ROSETTA) frameworks are described using Model Based Systems Engineering (MBSE) techniques for supporting capability based trade-off decisions for selection of optimal flight training FoS mixes dependent on capability. The research proposes a methodology and associated methods including a high-level systematic closed loop information management structure for blended device/tool aircrew training and a modelling and analysis approach for the FoS aviation training problem to enhance the existing training programmes to provide a more efficient and agile training environment. The mathematical formalisms used provide a method of quantifying subjective opinions and judgements for trade studies to be accomplished on the suitability of technology for each student pilot in relation to training and organisational objectives. The methodology presented is by no means a final solution, but a path for further research to enable a greater understanding of the suitability of training tools / technology used to train individual pilots at various stages throughout the training pipeline lifecycle(s).
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INTRODUCTION & BACKGROUND

This thesis will briefly describe the work completed to date, reiterate the novelty of the research and communicate succinctly the justification for inclusion of various methods and assessments within the proposed methodology. Central to the research in this thesis is the investigation, development, and assessment of the formal decision support framework to develop a methodology to satisfy the PhD project requirements. These begin in Chapter 1.3.1 with an initial critique of the mathematical formalization of system modelling using design matrix methods. Combined with requirements from the industrial Sponsor in Chapter 1.4, this leads to the consideration of ROSETTA (Dickerson & Mavris, 2011) as an alternative to other approaches. After summarising the requirements, Chapter 1.4 introduces a route map to the investigation and assessment of ROSETTA established on model based approaches, which includes relational orientation techniques to system engineering that will be continued in the wider systems context in the remainder of the thesis.

The diversity of the operational environment in the new globalised world has increased the complexity involved in global missions for military scenarios. This places a huge burden on advancing training systems to accommodate scenarios involving environments in each corner of the earth; furthermore, this places a strain on present and future training budgets (McHigh & Casey, Jr, 2010). The technical problem of developing and assembling flight training systems embodies the core challenge of the System of Systems (SoS) and/or Family of Systems (FoS) engineering that encompasses both commercial and military domains. Flight training systems are information intensive and currently developed and assembled in an ad hoc and bespoke manner involving labour intensive and document based management systems, which are problematic to control.

“The general unreliability of all information presents a special problem: all action takes place, so to speak, in a kind of twilight.....like fog”

- Carl von Clausewitz, On War

The research is motivated by the current lack of rigorous framework structures that are able to impart knowledge to Subject Matter Experts (SME) of the numerous systems within the FoS utilising information management techniques to permit traceability of each student pilots progress to organisational objectives in relation to the training technology/system(s) capability. Systems of Systems Engineering (SoSE) approaches are favoured to solve such problems as: integrate, test, and assess the interoperability of required components and thus the development of new architectures are continuously evolving (Lane, 2007). One such
system engineering approach, Enterprise Architecture (EA) is “the continuous practice of describing the essential elements of socio-technical organisation, their relationships to each other and to the environment, in order to understand complexity and manage change” (Blevins, 2006). Thus, EA is a method of systematically representing an enterprise including the business processes, systems and software applications, information flows, and information technology (IT) involvement.

Systems which are classed as SoS or FoS are composed of heterogeneous systems that are developed and procured separately and incur a level of interoperability to complete a mission or task. The management of developing such SoS are laden by the difficulty of gaining confidence that a particular architecture of subsystems will achieve a global SoS-level requirement. A model based approach to flight training as an enterprise has never been successfully attempted before; however the e-enabling of the commercial airlines in (Wilber, 2007) identifies that the aircraft was one component of a much larger system. The FoS problem of interoperation and communication involves numerous diverse elements that constitute the operational system including: flight operations, Virtual Reality Training Environment (VRTE) integration, and various management systems. This is a hugely important area of research for the military domain and is at the forefront of Human in the Loop (HITL) interaction with technology in mission critical and life critical situations. VRTEs can be used to prepare skills and mental capabilities for a subsequent live demonstration; the skills dimensions of a VRTE consist of: adaptability, situational awareness, performance monitoring and feedback, leadership and team management, communication, and decision making. The design task for technology trainers is to implement fast-paced decisions by supplying the pilot with as much information necessary while reducing the amount of distracting information, which is difficult to achieve in a compressed cockpit (IFALPA, 2012). However, are there questions regarding the use of such technology along with VRTEs and game based technology used for training. Most of the effects of game based technology are subjective, lacking an empirical foundation (Hays, 2005).

Graessar and King (2008), explain the need for intelligent training on complex domains that involve conceptualization and verbal reasoning that are not mathematically well formed.

“The Challenge of combining entertainment and pedagogical content is the foundational question of serious games” (Graessar & King, 2008)
The new generation of students have a different set of skills than the previous and other emerging technology requires that existing methods of instruction be reviewed and adapted to leverage these new technologies (Bullen et. al., 2011). However, VRTEs along with simulations are limited in training due to the developers of the system having insufficient training in andragogy, behavioural sciences, and learning technologies (Hamill, 2005). It is clear the requirements and characteristics of the learner have to be considered when developing high-tech learning environments and training programmes involving consultation with SME within relevant domains; there are far too many VRTEs introduced without the required verification on usability, engagement, and learning gains (Gee, 2003);(Holden & Westfall, 2010).

Currently, the simulations for military purposes are designed to be as realistic as possible. It is considered that the simulations can then be used to provide measurable and repeatable results that can be validated by real world observations. To be more formal, the simulations are used to bring precision to events that can teach someone how to do something, and the process of making such models. The art of understanding complex systems problems is to design architecture, which describes the model, at multiple levels of abstraction to obtain greater knowledge and understanding of the relevant entities that need to integrate and interoperate together.

1.1 Why is Research Needed Within the Flight Training Domain

‘Great Pilots are made not born……..A man may possess good eyesight, sensitive hands, and perfect coordination, but the end product is only fashioned by steady coaching, much practice, and experience’ - Air Vice marshal J.E. RAF.

Present training, no matter which domain, is all about optimizing performance. Pilots need to be able to perform efficiently, individually or part of a team, in terms of exploiting the tools available, namely the VRTEs and the aircraft. Inadequate investment in the right tools to perform the associated operational task, no matter how good the training programme is, would lead to significant problems in terms of economic waste of money, time and effort, but also could force poor decision making strategies in training individuals and/or teams using the incorrect technology for training (MOD, 2015). As most training is directed at the individual level, it is perceived that VRTEs will provide low cost effective training. Decisions of which VRTE to acquire is generally open to interpretation between SMEs, all of whom tend to have different opinions and priorities. There is increasing concern that reducing the number of
flight hours and increasing the number of simulated missions only shifts the expense to the simulator environment because the fidelity value of training must be maintained (Longridge et. al., 2001). Development of LVC capability (see Volume II, Table I) to utilize bending technologies to permit inflight simulated and constructive threats has been seen as one solution to maintain the fidelity value of training. For the training organisation, training within a VRTE is used to record compliance with SOPs, and real live flight is used to validate the pilot training without the emphasis being on SOPs (Giles, 2013); but rely on SME opinion on pilot progress and decision making ability (Hosemann, 2013).

Observation is one of the most important techniques to assess students and is the prime consideration for training design. This has steered to instructor led training, where the description of the task is given, the student is allowed to practice, and thus it is perceived training has occurred (Woods, 2004). Fortunately, this process has worked well for years, however, with the added complexity of aircraft all with disparate cockpit layouts and the mass widespread use of VRTEs, this process is being strained as it cannot be clear whether the student is following the correct mental model for the task within the flight simulator; as repercussions of incorrect processes are relatively unclear (RAS, 2009). Thus, task analysis is needed to identify what students do, not what they or instructors think they do (Chandra & Gray, 2012).

Military Flight Training System (MFTS) development concerns the integration of combat multi-role aircraft that are reliant on precise system management capabilities requiring significant knowledge of the pilots on weapon systems and computer systems than previous fighter pilots before them (Mason, 2013). The RAF training system capabilities comprises of full-motion simulators together with an assortment of non-motion flight training devices supported by sophisticated computer based learning and information systems. The full mission simulators (FMS) provide advanced air combat training, operational scenarios, synthetic radar, surface-to-air missiles, air-to-air missiles and even decoy systems. The new Hawk MK2 AJT aircraft incorporates additional synthetic functionality for the next generation of pilot training offering some of the capabilities of the FMS, whilst live flying. However, the previous training Hawk aircraft is arguably easier to fly in terms of workload as the new Hawk with inbuilt multi-function displays (MFDs) relies on large scale system management that requires intellectually focussed pilots (Mitchell, 2013). Furthermore, concentration has to be given to the acquisition of knowledge and how individuals manage
the multitude of sensors to assimilate and process large amounts of data, which modern aircraft and VRTEs provide on displays and/or available at the touch of a button (Sumwalt et. al., 2002).

It has become clear that a holistic and adaptive training system is needed that enables a pilot undertaking training to address the entirety of physical and mental challenges, nevertheless, in modern economics cost effective training using blending mixes is one of the main requirements. It is perceived that this can be accomplished through a blend of Ground Based Technologies (GBT) and in a synthetically enhanced aircraft, such as the AJT Hawk, when correctly operated to maximise the training value of each training sortie. With greater emphasis on cost, the need to better understand how to use the technology to eliminate waste with the assurance that pilots will still acquire necessary knowledge and skills (K&S) using synthetic based technology, has become a higher priority. Having the ability to make best use of existing, and possible future technology (i.e. trainers involved in development of new GBT) using more synthetic based training, it is perceived that real flight hours can be traded for virtual hours.

‘Flying is so many parts skill, so many parts planning, so many parts maintenance, and so many parts luck. The trick is to reduce the luck by increasing the others’

- David L. Baker

The goal for a successful training programme, therefore, is to expedite the acquisition of expertise in student pilots to provide effective training for the front line using the correct training technology to accelerate progress through the pipeline and allow students to achieve the minimal acceptable performance to receive their wings, with minimal cost (Pease, 2009). The aim/objective is to develop a training programme not to deliver pilots who do well in training, but, to deliver pilots who can perform well in the real world using a combination of real and virtual training (blending mix) (NAP, 2015).

1.2 Statement of Problem

The globalised world has many challenges in an increased diversity of operational environments, which incur competing requirements for training resources that placed increased burden of present and future training budgets (Mchugh & Casey, Jr., 2010). Along with these stressors, management of training resources is directly under pressure with the lack of understanding of how to use technology within the training context for preparation of pilot readiness. Research has shown that if training goals are not correctly embedded into the
'game’, the only transfer of knowledge gained is how to play the game, rather than the intended knowledge and skills the ‘game’ was supposed to achieve (Belanich et. al., 2004).

Military training is expensive and the current philosophy to the training problem is with the belief that training is effective. However more prevailing question is: Is an expensive piece of simulation technology effective in training combat pilots?. Although the technology used for training goes through a rigorous verification and validation (V&V) process and acceptance testing, the flight training system does not and is predominantly for SMEs (instructors) to evaluate the learning effectiveness of the training system (FAA, 2014). The purpose of training is to achieve a level of readiness for pilots, however, currently training is a ‘check-box’ system and student pilots are evaluated only to the degree to which they complete training and not necessarily to the ability to perform trained behaviours in an operational setting or the effectiveness of training using blending mixes (ICF, 2013). It is heavily reliant on instructor opinion meaning that it is difficult to identify the strengths and weaknesses of training technology/systems; and as a result, improving the level of mission essential competencies (MEC) and quantifying the relationships between it and knowledge and skills (K&S) with disparate training technology/systems has proven difficult if not impossible in present training systems (Alliger et. al., 2013).

Most flight training instructors are confident of training student pilots in real aircraft, but they are not confident in how to teach pilots using the VRTEs in replacement of live flying because they are not taught how to use the VRTE as an effective instructional tool (Champney et. al., 2006). Low fidelity VRTEs are often freely available for student pilots at relatively low cost, whereas high fidelity trainers are much more expensive to acquire and maintain, require specialised personnel to run, and are less accessible. Time spent in the VRTEs is usually driven by availability or the planned class curriculum with little guidance on how best to distribute the available VRTEs to pre-specified training regimes (Taylor et. al., 2005).

The procedures used by UKMOD to procure technology for training were difficult to apply and the results revealed that many training technologies were poorly specified to support operational needs (MOD, 2004). In an attempt to resolve this problem ad-hoc complementary set of procedures, known as training needs analysis (TNA) was developed, which concentrated on a number of design principles (Van Der Pal, 2003) to formally delineate considerations of training effectiveness from those of cost effectiveness. However, this type
of analysis are often minimal and hence a reliable and comprehensive TNA is rarely accomplished, and often lacks the inclusion of a solid fidelity analysis including human-in-the-loop (HITL) considerations (Van der Pal et. al., 2010);(EASA, 2014) (see Chapters 3, 5 & 7 for further discussions). These issues have forced training developers to look at unique ways to enhance the current training system using new technology to save resource costs; thus, there is a need to seek appropriate blending mix training methods that will ensure the highest levels of readiness whilst being cost effective in training (Buxbaum, 2010).

With the increased use of emulation/synthetic data on aircraft for live training, the synthetic boundary is becoming increasingly blurred; therefore, with the abundance of training technology available systematic consideration of the most appropriate blend is needed (ICAO, 2014). Evaluation techniques are necessary to analyse blending of live and synthetic technologies and methodologies need to be developed to assist decision makers in procuring effective and blended training solutions. The methodology required for management of resources in a flight training system has to support transfer of training (ToT) with time savings in a live environment. This should work towards reducing training risk and maintain or improve training quality, this is hoped will drive changes in technology development training management to best suit training needs and allow a firm understanding of how technology characteristics and configurations affect training outcomes.

Methods of assessing blending mix consider objective assessments based on human considerations, functional fidelity, learning complexity factors and conditional factors (environmental) that allows a decision maker a choice using a rating system based on semantic descriptors, however, the task analysis regarding blending mix is actioned with a binary live/virtual choice with little or no direct cohesion to the objective assessment and as such choice between training blends is still heavily reliant of subjective opinions (Freitas & Jarvis, 2006);(ICF, 2013). The competency-based training (Van de Pal et. al., 2010) provide methods in which a training program can be evolved within the training programme, furthermore, it gives a set of parameters with which the selection of an effective learning environment or blending mix for the desired learning outcomes should be related to (TNO.NLR, 2007). Thus, concentration is needed in the ability to design training programmes that will lessen the student pilot learning curve and optimize his/her workload by concentrating of the capability of the blending mix to effectively evaluate and practice the planned mission tasks to effectively move the student pilot swiftly through the training pipeline.
1.2.1 Research Enterprise Viewpoint Needs

Continuing discussions with BAE and a progress review meeting with the industrial sponsor Mid-2013, their business needs involves issues surrounding the enterprise viewpoint, which is briefly discussed below.

Currently, the Flight Training Family of Systems (FTFoS) is supported by a complex family of systems (FoS) from flight simulators to aircraft avionics. The FoS are a mix of live, virtual and constructive (LVC) systems, which include documents, desktop PCs, ground based simulators (GBS), training aircraft and a number of other subsystems that training aircraft carry for flight realism as shown in Figure 1.

Figure 1 Subset of Systems of Interest Within a FTFoS

One of the key technical problems is how to evaluate, develop and assemble a family of flight training system into mixed media training environments where there is an integrated Live / Synthetic blending mix for aircrew training. This mix is generally constructed in an ad hoc manner that is not repeatable and often paper documents are used across domains with no direct convergence between them (Doiron, 2014). The key driver for BAE is to sell the Hawk T. Mk2. advanced jet, which is marginally more expensive than the competitor’s equivalent. Furthermore, BAE currently has little expertise within the training environment to advise how best to use the advanced technology of the aircraft i.e. live with synthetic mix, within a blended FTFoS.
1.3 Research Methodology

In addressing the research problem, the methods employed involves the underlying ‘system research’ paradigm comprising knowledge and methods from studies of the social science of organisational behaviour. The social and human attributes within complex socio-technical systems are inherently difficult to quantify and thus has an increased reliance upon human judgement, intuition and understanding of the context of the system that forms the overall study (Hodgson et. al., 2013). The reductionist approach reduces the complex phenomenon of the system to a series of simple, controllable and measureable attributes within sub-systems with the aim of achieving scientifically viable results (Zanetti, 2013). Systems design attempts to consider the interactions between the sub-systems and aims to understand the ‘emergent’ behaviour resulting in unwanted system responses. The complexity of human activity combined with the socio-technical systems interactions is the perfect choice for using the systems engineering approach to solve complex organisational problems. The method of abstraction and the ability to draw boundaries between the various systems of interest (SOI) incurs the ability to leave out unnecessary detail and still consider an all-encompassing view of the whole system, which promotes ease of understanding of a complex multifaceted system or FoS/SoS problems (Dumitresco, et. al., 2013).

The research methodology adapted for the PhD project is directly related to the research techniques and engineering techniques at the Scientific / Interpretivist boundary identified by Clarke (2000). The methodology describes a number of research stages involving, conception, design and prototyping of information technology artefacts, followed by the generation of new information regarding the existing class(s) of technology. The techniques to complete the methodology relating to this research topic include:

- Interview based techniques – subjective views.
- Subjective assessment techniques – feeling based on experience.
- Mixed methods research – qualitative and quantitative data.
- Decision Support tool development – decision between solutions.
- Decision Support System verification methods – proof of concept.

1.3.1 Solving Multi-Attribute Problems

Generally a system is regarded as an assembly of objects or entities each with attributes and operations with relations between attributes together with relations between entities. The establishment of model based approaches for system descriptions and analysis (INCOSE,
2015) has led to mathematical formalization of system modelling using the principles of homomorphism of relational structures (Tokunaga & Fujimura, 2013). The organisation of system entities forms the principle of structured engineering design; additionally the principle of analysis asserts that the specification of design should be separate from the solution (Guenov & Barker, 2005). A design matrix can be used to mathematically transform between functional requirements and design parameters has the ability to identify in what ways elements of a system or model can relate to or be dependent upon each other (Browning, 2001). The general use of mappings is to seek a solution that best meets a set of requirements.

The goal of engineering analysis in design and technology trade-off is to compare and evaluate a number of solutions against a set of requirements, which makes the process of decision making a multi-attribute problem. The management and planning tool referred to as the House of Quality (HoQ) uses a form of mapping technique that uses qualitative mappings to propagate customer requirements and preferences (elicit tacit knowledge from SME) to engineering parameters through a series of more detailed parameterizes frameworks until the series of mapping are traceable from customer to the system component level to identify key design drivers and trades (Jaiswal, 2012). The Quality Function Deployment (QFD) approach (Iqbal et. al., 2014) originated in manufacturing where relationships have been observed to be linear and non-negative, thus the relations in the QFD are also linear (Fehlmann, 2015); in addition, it is difficult to measure the correspondence between requirements and engineering parameters on a uniform scale to obtain a Pareto improvement measure for the system design process (Bhattachary et. al., 2010).

An alternative and a more generalised approach is to use relational frames that are suited to capture relationships and dependencies between system elements using sensitivities derived from analytics (Dickerson & Mavris, 2013). The ROSETTA framework offers a more structured and mathematical based approach to the QFD methodology. ROSETTA, proposed in Dickerson and Mavris (2011), provides a means to translate between theoretical mathematics, subject-matter-expert (SME) driven analysis, and M&S, by representing a single problem using all three types of analysis and highlight the commonalities and differences between the different representations of the problem. The framework permits a more accurate Pareto measure for decision support between design solutions that is based on sensitivity analysis, using M&S techniques, to describe the relationships between requirements and system elements. This entails considering the outcomes of the analysis, the
socio-technical constraints and processes, and the development and implementation of a model based design in a multi-attribute system for decision support in an area that is currently dominated by technology driven principles.

The model based system engineering (MBSE) method used allows multiple perspectives or viewpoints (Murray, 2012) that facilitate knowledge of the entire socio-technical FoS to be considered, which forms the domain of interest (described by the requirements narrative in Chapter 1.4) and can help identify the attributes needed for an in-depth study that enables close ties to the target application environment of a flight training system (FTS).

1.3.2 Methodology Direction

The research will describe a methodology at a high level of abstraction that will investigate the development of rigorous frameworks and a prototype workflow process tool to support a number of domain training needs simultaneously in addition to providing decision support to allow integration of performance metrics for efficient progression through the training pipeline. The workflow process incurs the ability to capture knowledge of SME subjective / objective assessments and evaluations to gain understanding of the suitability of GBT and blending mixes used for disparate training scenarios. Hence, the PhD research is directed to the development of a ‘proof of functional concept’ Decision Support System (DSS) with the investigation of the feasibility and use of a specialization of the ROSETTA frameworks (see Chapter 5) and prototype workflow tool (see Chapter 7) to assist decision makers in procuring effective training mixes. (See Holden & Dickerson, 2013 for further details). These intended techniques and feedback methods prescribed by the workflow of the methodology are used to provide features that a decision maker needs to assess suitability of a particular training technology to a student pilot for a more efficient training system at the FoS level.

Planning the research involved the use of mind mapping techniques that defined the research problem, technical approach, potential problems and solutions, and practical consideration of verification of the developed ROSETTA frameworks and process workflow tool (See Volume II, Figure A).

1.4 Research Aims / Objectives

The aim of the research is to develop a conceptual model of the FTFoS enterprise that can support the simulation of the enterprise for the purpose of analysis and decision support considering the available training technology/blending mix and suitability to the student
pilot(s) using the research problem of the requirements narrative below for the basis of systems design.

This research will prescribe a methodology inclusive of ROSETTA framework(s) to provide structure for Live / Synthetic (airborne and ground based) aircrew training and a modelling, simulation and analysis approach for the FoS aviation training problem that can be used to support capability based trade-off decisions to select optimal flight training FoS mixes. The ROSETTA framework will permit allocation of systems in the mix at the task and activity level for Mission Essential Competency (MEC) but will provide automated assessments of the cohesion of the FoS architecture. Simulation of the FoS architecture will be used to assess the capability to support a coherent scheme of training for the aircrew under realistic operational conditions. Pre-flight mixes can be assessed in trade-off analysis; and the simulated performance of the selected mix can also be compared to actual performance in the post-mission analysis. The ROSETTA framework structure, once all the factors and variables are established, can be advanced to assist in the delivery of a more efficient and cost effective training environment at the FoS level.

Academic objectives are:

**Req1:** Development of a foundational meta-model for the flight training system. This model will provide concordance between models of the VRTE and the training with disparate aircraft and systems for choosing correct blending mix.

  **Req 1.1:** Development of an open architecture specification for Training Family of system.

  **Req 1.2:** Facilitate the transfer of methods and knowledge from academia to industry, strengthening the relationship links.

**Req2:** Analyse the employment of model based techniques within a Decision Support System (DSS) to resolve the issue of representation, utilisation and decision support for complex systems involving socio-technical processes within the FTFoS.

  **Req 2.1:** Improve the understanding of how DSS tools and techniques can be advanced using mathematical based relationships within a ROSETTA framework to produce a more robust and repeatable method for trade-off analysis for selection and suitability of blending mix, as per requirements narrative.
**Req3:** Produce ROSETTA style DSS frameworks which can assist in the integration of quantitative and qualitative type data to aid ‘unbiased’ decision support and trade-off analysis for selection of blending mix, as per requirements narrative.

**Req3.1:** Provide mathematical and model based formalisms for a relational oriented viewpoint for the training FoS architecture.

**Req3.2:** Investigation of the feasibility of using the ROSETTA methodology to specify framework structures for systems engineering.

**Req4:** Development of a prototype ‘proof of concept’ workflow process for administration of the ROSETTA framework(s) and associated databases.

**Req5:** Set foundations for further research collaborations with industry.

**Industrial Objectives include:**

**Req6:** Investigate and assess the potential for a mathematical based ROSETTA framework, employing various modelling techniques and tools, to resolve multifaceted applications for decision support with respect to a complex flight training system to give a competitive advantage.

**Req6.1:** Assessment of techniques used to develop the ROSETTA framework(s) and the workflow process tool through a ‘proof of functional concept’ DSS application to evaluate the limitations of the proposed DSS design.

The industrial sponsor ‘BAE Systems’ main focus in the research project is leverage of capability-based assets for competitive advantage. In this case the asset is deemed to be a DSS for the organisation and management of technical FoS within a flight training system for additional support to current and future customers.

Regarding **Req6**, in this thesis the critique of a framework that is capable of supporting both modelling (and simulation) as well as a decision support system has begun initially with Chapter 1.3.1, which considered ROSETTA as an alternative to other approaches. In keeping with **Req6**, the investigation and assessment of ROSETTA will be continued in the wider systems context in the remainder of the thesis.

Specifically, Chapter 2 establishes the wider systems context for the research. Later, Chapter 5 describes the advantages of using the strengths of both qualitative and quantitative data within one framework structure proposed by an implementation of the theory of ROSETTA that can be used for modelling and simulation of a complex multi-attribute problems to aid in
the decision making task by providing measures relating to design solutions. Chapter 7 then describes the design of the methods along with arguments for the feasibility of using the ROSETTA frameworks(s) for decision support. Chapter 8 (Summary and Conclusion) includes an assessment and final critique (Chapter 8.4) of the methodology for the decision support system integrating the ROSETTA framework(s) to identify causal relationships between system elements of the flight training system (FTS).

The research output will include specialized implementation of the ROSETTA framework(s), as per agreed requirements narrative summarised at the start of this chapter, that can be used for assigning MEC models to specific training and tactical models within a training scenario and the allocation of Live / Synthetic systems for the purpose of simulation, interoperability analysis, and trade-offs for optimisation decisions. The repeatable methodology offered by ROSETTA can be used to develop and assemble a family of flight training systems for efficient and cost effective blended training to help guide and improve training levels. The systems in the FoS are seen as an integrated collection of domain models (relational frames) which are referred to as the conceptual model of the system. Quantitative knowledge for assemblage and analysis of the flight training FoS is typically provided through system attributes and mathematical equations that relate the attributes; every row in a matrix representation of a ROSETTA framework then corresponds to an equation or a simulation. The cells / slots in the matrix can be used to represent sensitivities between attributes of the systems within the FoS. The system responses can then modelled by a transformational frame of response surface equations or simulations or both (Jou, et. al., 2014). The integration of the FoS and scenario models, using the transformation frame of the framework, provides a formal conceptual framework that can support powerful innovations in design and analysis for the training FoS problem.

1.4.1 Research Deliverables

Research deliverables are directly related to the requirements narrative given for the research described at the start of Chapter 1.4. In order to achieve the objectives of the research, key deliverables where identified as being:

- Use model based systems engineering (MBSE) techniques for the context of developing the DSS methodology for the flight training enterprise to produce mathematically robust models that reduces complexity within large multifaceted problems.
Demonstrate an understanding of DSS tools and techniques that can be used to solve complex organisational processes.

- Assessment of proposed techniques for the DSS application.

- Investigate and implement a specialisation of the ROSETTA framework theory into a flight training system described by the requirements narrative to facilitate decision support for training tool blending mix for pilots to expedite the decision making process to enable a coherent scheme of training between decision makers.

1.5 Scope of Research

The research described in this thesis concentrates on methodological considerations and therefore does not seek a full solution to the requirements narrative, rather inquires whether a decision support system, inclusive of multiple ROSETTA frameworks, can be developed inclusive of multiple viewpoints with the inherent ability to either identify bias or reduce its affect and assist in acquisition of knowledge where uncertainty exists with concentration given to technical aspects of the FTFoS.

To enable focus on relevant attributes of concern, the scope of research has been confined to enable a systems engineering viewpoint on the FTS described by the requirements narrative. FTS are, generally, governed and operated by training contractors who have a critical interest to protect their intellectual property (IP) regarding useful processes; in addition, government sponsored defence contractors have strict controls regarding defence related technology and systems (re: International Traffic in Arms Regulations (ITAR) restrictions (IEEE, 2014)). Thus, information and documents used in the development of the conceptual model, which encompasses the proposed workflow process, is based on an extensive literature review, interviews with training contractors, and various assumptions made, which have been acknowledged by the industrial sponsor. Hence, the produced methodology has been designed on the information gathered by the literature and interviews with assumptions based on current information as to how a real FTFoS for training military pilots is governed and operated. Furthermore, research into availability and management of facilities with the FTS is being actioned both as part of BAE industrial research and maintenance factors are being researched by another university, therefore, these aspects are accommodated in the methodology at a high level of abstraction.

The proposed specialisation of the ROSETTA framework(s) requires access to training attributes, which in a real system has been derived by SMEs for the human system of the FTS
as part of a competency framework (ICAO, 2014), to perform sensitivity analysis between system attributes. Nevertheless, for the methodology the specifics of the competency framework are deemed already to be in existence and the methods described has an indirect relationship (via a shared database) to the existing training attributes. The proposed methodology does not define or evolve the competencies or identify what competencies are required by the student pilot for human performance, as described in Figure 2.
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Figure 2 Relationship between Competency Framework and PhD Research Boundary

The training attribute descriptions are saved in a database for a given system reflecting in a broad chronological order the information on specific tasks performed and competencies gained dependent on the mission task to be completed (some mission attributes emerge with the result of identification of others so that one may have its start at the end of another whilst progressing through a training mission). The methods described in the thesis access a generalised training attribute database, for ‘proof of functional concept’ basis, to obtain a list of training attributes to be selected on a per task basis to create a full mission list for mission planning and subsequent sensitivity analysis to technical system characteristics, which encompasses the PhD research boundary.

Due to highly independent performance variables and limited flight experience from the project principle investigator, a holistic systems perspective in developing the DSS was considered important. This approach does not seek to reduce the complex functioning of the FTS, but for verification the number of variables and analysis/test parameters has been more focussed to match the technology available for the research project and is described within the system model artefacts. The focus of the socio-technical factors considers a multitude of attributes from instructor’s subjective opinion (current FTS is reliant on) that influences the qualitative assessments of student pilot’s performance, feedback from the student pilots,
feedback analysis from the flight training technology, and subjective and dynamic mathematical relationships based on statistical data from all actors. The research highlights the focus on performance management systems upon ‘hard’ technical issues in operations, with metrication of subjective feedback closely associated with mission scenario outcomes and the suitability/capability of training technology/systems for training correct levels of training attributes.

The assessment of the DSS occurred in a laboratory environment, as a means of proof of feasibility and utility of the methodology for its intended application in the flight training organisational context in question – validation of the methods and DSS, therefore, is beyond the scope of this research project and the continued development and validation is held in the context of the capability development team of the industrial sponsor. This industry-driven research, especially the methodology, is applicable to multiple domains and disciplines.

1.6 Research Novelty

This research will provide valuable insights into management practices for FoS/SoS including providing framework structures to support the management of elements of inter-related systems that are functioning as a FoS. The complex socio-technical systems involved within the flight training domain has always been managed in an ad-hoc manner using instructor observed feedback mechanisms as the basis for pilot readiness evaluations; However, the problem of blending mixes becomes more than an optimization issue; the problem includes how decision makers can assess procuring the blending technologies. The novelty of quantifying complex evaluation processes within a simple workflow process facilitating requirements traceability for lifecycle management has never been successfully achieved before. The advanced relational modelling and transformation approaches can provide a structured engineering environment to enable end-to-end design and analysis of the FoS architecture.

Requirements traceability through the architecture will be an important aspect of the research to facilitate compliance with training objectives. The MBSE approach used will provide mathematically based formalisms that are precise and repeatable while offering agility in design and analysis; thereby offering a significant advancement to SoSE. The unique approach in developing relationships between flight training parameters and training needs / devices provides additional knowledge available to SMEs that will lead to future developments of advanced flight training processes and technology (including aircraft and
VRTEs). As the models of flight training, their relationships (human and technical) and transformations are developed, the readiness metamodel and FTS workflow process (Chapter 6) can evolve to abstract training parameters (MEC, K&S, performance accuracy, etc.) that supports architecting and engineering other flight systems for knowledge and information management for existing and future organisational needs. The combination of subjective and objective data retrieved from both the decision maker (instructor) and the student pilot, is used to evolve quantitative relationships stored in the frameworks allows for knowledge transfer to SMEs regarding technology suitability for training attribute types and levels.

1.7 Structure of Thesis

The wider Systems Engineering (SE) context is introduced in Chapter 2, where the importance of the system structure when it relates to the representation of the system in a model is discussed along with the method of abstraction to reduce the complexity of the model throughout the lifecycle. The chapter then introduces the concepts of model ontologies relevant to the research problem. A core ontology meta-model is presented that will be used to control the scale of the model architecture including considerations on Model Based Systems Engineering (MBSE) methodology in representing complex systems and closes with a brief discussion on the management of complexity of the methods of the proposed methodology and how this relates to systems engineering techniques.

The thesis concentrates in formalising the decision making process, consequently, Chapter 3 discusses decision making techniques in the environment to which a decision support system has to function and the benefits of using frameworks to assist in decision making tasks. A brief discussion about the selection of attributes that form the parameters of the framework and cost associated with detailed decision making techniques conclude the chapter.

Chapter 4 discusses the complexity involved in training with VRTEs with an introduction to the types of VRTEs used with the flight training domain along with the critical factors of interest with humans training on such technology. A portrayal of the specific training attributes of consideration for training is discussed incorporating assessment and evaluation criteria’s with an introduction to pilot decision making activities when coping with workload and situation awareness stressors. The flight training attributes and performance considerations is referred to giving details of the problem regarding transfer of training from training technology exercises to real operational environments with further details regarding the transfer of learning (Classroom to practical tasks) to achieve competence. The chapter
concludes with a brief account of current training technology trade-off options between live and virtual mixes to account for efficient management of current flight training systems.

The proposed ROSETTA framework for modelling and simulation of the flight training system is introduced in Chapter 5, which debates the use of surrogate models that describe the quantitative relationships between framework parameters with which to base trade study decision on and assist in associating training technology and human attributes to performance outcomes within a workflow process for training management. Further details on the fidelity characteristics of training technology are discussed including the analysis of organisational objectives within the software tool that relates to the proposed methodology of the research project problem.

Chapter 6 begins discussions of the methods used in the proposed methodology and commences with logical modelling of the research requirements and discusses the importance in gathering system knowledge through both the natural language statements and human perspectives from experienced individuals in an existing human system for the purpose of requirements modelling. Meta-modelling of the system is introduced for the purpose of gaining knowledge of working practices and roles systems elements performs within the system followed by a description of the flight training system domain model using a model driven architecture approach to modelling. To emphasise the relationship between training outcomes and training attributes the readiness metamodel is produced to give an indication of specific attributes with which trade-studies can be based upon. The chapter concludes with a description of the proposed flight training system workflow process that defines the stages of assessment for training technology elimination and relationship evolution.

The architecture used to develop the workflow process for the methodology is discussed in Chapter 7 which includes a high level description of the methods employed and discusses the feasibility of each in relation to the research problem. The software-based information management tool offered by the methodology presents a ‘proof of functional concept’ understanding of using the output data from the evaluations of each assessment stage as the basis for argument. Included in this chapter is a simplified (abstract) architectural approach to the workflow process for ease of understanding and a method of data management involving database architecture.

The conclusion assesses how the research objectives have been met, reviews the research novelty and the evaluation of the decision support system developed within the research. The significance of the research in relation to the problem of quantifying training aims is
discussed followed by thoughts on the findings with regards to the methodology, the tools and techniques for ‘proof of concept’ design to the future evolution of the development of training technology and training programmes. The structure of the thesis can be seen more clearly in Figure 3 where each ‘box’ describes briefly what specific areas are discussed in the thesis.

In this chapter, it has been establish that the research methodology adapted for the PhD project is directly related to the research techniques and engineering techniques at the Scientific / Interpretivist boundary. Ultimately the research outcome will describe methods and a structure that can blend the precision of engineering with the intuition and knowledge of SMEs to support decisions about Live / Synthetic mixes for FTFoS design. Chapter 6 begins discussions of the methods used in the proposed methodology; and the architecture used to develop the workflow process for the methodology is elaborated in Chapter 7.
CHAPTER 2
WIDER SYSTEMS ENGINEERING CONTEXT

Outline of Chapter

This chapter introduces the concepts and methods of using a systems design approach to model a complex system to gain knowledge and understanding of the system domain problem for the purpose of producing the methodology described in this thesis. The complexity surrounding the FTFoS in the research problem will drive the systems context of the solution to be much broader and deeper in scope than the technical processes of the ISO15288 standard for Software and Systems Engineering (ISO, 2010). In this chapter, a brief overview of using abstraction methods is presented for removal of unnecessary details from the architecture and to decompose the system representation for ease of managing complexity in system design; along with discussions about the advantages of using a common ontology model with both MBSE and MDA techniques for the development of the systems architecture concentrating on the identifications of relationships between system entities. Thus, this chapter introduces the wider system context within which the systems design approach will be developed.

Elaborations of the concepts and methods of the systems design approach within this broader context using MBSE and MDA to prescribe an executable methodology aligned with ISO15288 can be found in subsequent chapters of this thesis. For example, Chapter 5 introduces a structured analytical framework for characterizing and evaluating design alternatives for the purpose of optimising architecture designs; and Chapter 6 prescribes methods for logical semantic modelling (Chapter 6.1), requirements modelling (Chapter 6.2), and use case modelling (Chapter 6.4).

Systems Approach to Solving Problems

A systems approach to the problem of identification of relationships between entities within the system of FoS/SoS is to identify the interactions of and between the entities (Regli et. al., 2014). The approach bounds the problem and analyses it in specific component pieces concentrating in the modelling of the system or SoS at various levels of abstraction. This technique encompasses balanced judgement about the benefit, cost, performance and safety of any proposed system or system change. This evaluation takes a pragmatic approach to dealing with intended functionality and constraints of the system. The elements of the system
are modelled in terms of their independent attributes and the formal mathematical relationships between them (Eltag et al., 2015). The relationships within a system can be expressed in a hierarchy of system elements describing the architecture of the system from the holistic viewpoint through to component level at various levels of abstraction dependent on design interests (Levenchuk, 2015). The system elements can be configured in several ways including: hardware, software, data, actors, processes and procedures. The interrelationships between the elements are of vital importance in analysing the system as a whole. The manipulation of the attributes values, and performing trade-offs allows for optimization of the system and identification of solution alternatives (BKCASE, 2014). The use of graphical modelling languages and parametric analysing tools can permit the structure of the system to be captured and the subjective region of interest and associated boundaries to be identified and communicated (OMG, 2012). Many of the attributes and relationships between other attributes may not be fully known with certainty; in this case response surface equations (RSE) can be used to describe these relationships, which can be optimized as the system evolves over time (Jou et al., 2014). By manipulation of the mathematical relationships of the variables, between variables and performing trade-offs studies permits optimization of the system. In ISO 15288 a system is described as ‘man-made, created and utilized to provide products or services in prescribed environments for the benefit of users and other stakeholders’. The ISO 15288 standard for Software and Systems Engineering does not prescribe an executable methodology, model or technique for executing a system engineering project; the standard provides a reference model to support process assessment as specified in ISO/IEC 15504-2:2003. The reference model is in relation to requirements for a number of processes suitable for usage during life-cycle of a system or system-of-system Human factors research is a multidisciplinary field devoted to optimizing human performance and reducing human error; it incorporates the methods and principles of the behavioural and social sciences, engineering, and physiology (ICAO, 2014). Human factors are the applied science that studies people working together and aspects of HITL with technology. It is recognized that inadequate system design or inadequate operator training can contribute to individual human error that leads to system performance degradation (FAA, AC 120 51E, 2004). Current engineering management culture, which is largely data-driven, there is an affinity to look directly at a group of engineering parameter metrics to provide the focus for human effort concerning performance control and improvement (Numrich & Tolk, 2010);(Barite & Saviano, 2014). Hence, the well-known quoted proverb ‘you can’t manage
what you can’t measure’, which leads to a quantitative process control as best practice. Gray (2001), provides insight in developing methods to systematically identify, measure and manage subjective data which influences organisational performance; the direct conclusion of the discussion surrounds the integration of human intellectual ability in the organisation with technological and physical components that ultimately affect the effectiveness of an organisation. Edvinsson & Malone (1997), consider the subjective factors to be variables driven by ‘hearsay’, intuition, gut feeling and inside information. However, most complex organisations are becoming increasingly knowledge intensive requiring more feedback from employees/colleagues, suppliers and end users to integrate into organisational processes to improve general functioning and strategic decision making (Johnson, 2012).

The development of the system considers decision management to provide a structured analytical framework for characterizing and evaluating design alternatives for the purpose of optimising architecture designs for lifecycle processes (Miragila, 2014). The decisions are based on trade alternatives centred on requirement criterion and objectives, which can be conflicting objectives for optimised system design. The alternatives have to be ranked, via a suitable selection model developed exclusively for the trade-off study. The decision rationale is generally based on performance criterion that should be robust and repeatable for different system design projects. Within this thesis a FoS and SoS are comparable problems to the development of complex systems, where technology system solutions require trade studies to be performed to optimise organisational objectives.

2.1 Theory of Systems Design

Systems engineering is embracing the challenge of complex systems and FoS/SoS concentrating mainly on human centred and organisational domains. Ferris (2008), suggests systems engineering design can be considered research when done in a setting of considerable complexity and lack of clarity of objectives. In essence, systems engineering research is best described by combining techniques from disparate components of management science and systems practice into a methodology through the process of trial and error (Muller, 2013). Systems engineering requires a number of considerations (Madni & Sievers, 2014) including:

- An understanding of the context of the project including requirements and aims.
- An understanding of the concepts and theoretical principles on which the design will be based.
• Consideration on the design of alternatives.
• Consideration on how the design will be validated, preferable at an early stage within the design process.

By understanding alternative philosophical viewpoints the research being accomplished can critically evaluate the design and thus making it more rigorous for all the end users of the system. Hence, system engineering has a flexible infrastructure which is moreover reliant on the ontology view that is taken through the design process (See Chapter 2.3). Models within the systems paradigm are similar to the concepts of object-oriented programming, as both object and system models share the concept of internal state. The aim of modelling should always be focussed around the objectives, management, or control (Buhari & Mohammed, 2014).

‘General Systems theory is a name which has come into use to describe a level of theoretical model building which lies somewhere between the highly generalized constructions of pure mathematics and the specific theories of the specialised disciplines’

– (Boulding, p.197, 1956)

In system design, the system does not exist yet and the objective is to implement one which encompasses the desired functionality. Furthermore, the task is to create a system structure containing a number of system parts or components; these parts/components are interconnected by the relations specified by the system structure, with the end result of the system behaviour being as desired (INCOSE, 2015). The objectives of system design are the measurement of effectiveness (MoE) of the system in accomplishing its goal(s) that are required to evaluate the design alternatives. Thus, the model must include attributes whose variable values are calculated during model execution. The construction of the system specification is the foundational activity of modelling and simulation (M&S) where concentration is given to establishing and capturing the relationships between system descriptions (Grogan et. al., 2015). The hierarchical representation of system structure provides a way to represent and work with these relationships and system elements can be related by morphisms at each level of the hierarchy. Homomorphism is at the state transition level where mapping between states is preserved between the state transitions and the outputs (Dickerson & Mavris, 2013).
2.2 What is a Model?

“Will one size fit all to provide adequate performance, predictability and safety whilst managing complexity, affordability and scalability.”
- (Systems Engineering Research Centre, 2010)

A model is perceived as any physical, mathematical, or logical representation of a system, entity, phenomenon, or process. However, the most simplistic explanation of a model is a system specification that has a sound mathematical foundation with defined semantics (Holt et. al., 2014). In the context of M&S the system specification is done at the state transition and the coupling of components levels (level 3 and 4 respectively), with respect to Klir’s generative and structure levels (Klir, 1991). A model can be considered as an approximation, representation, or idealization of selected aspects of the structure, behaviour, operation, or other characteristic of a real-world process, concept, or system (IEEE 610.12-1990), as seen in Figure 4. The system description is developed from what the model designer knows about the real world problem including assumptions on aspects of the problem that knowledge is currently absent; this forms a partial description of the real world. A conceptual model is then produced using abstraction techniques to model relevant details of the real world that is desirable. The model describes the functionality gathered from the system description; once the behavioural model is verified with the requirements, the methods that describe the operations of the real world are then added to the model. The designed model is then transformed into code for simulation and execution which describes the computer representation of the real world object.

![Figure 4 Concept of Modelling Real World Entity(s)](image)
Formal system models introduce an aspect of rigour and flexibility that is both machine and human readable to establish a common understanding. The common concept of a simulation model incurs the following characteristics: a set of – instructions, rules, equations, and/or constraints – for generating system behaviour. Therefore, a model is created with a state transition and output generation processes to accept input paths and generate output paths depending on its initial state setting(s).

To allow for processor and memory limitations of computers, reduction of the complexity in models is generally needed to allow the model to be executed in resource-limited simulators. But the simplified model must also be valid, at some level, and within a current frame of interest. The issues of time become apparent when human-in-the-loop (HITL) simulations are to be valid (Kleer et. al., 2014).

Abstraction is an important method (or algorithm) in system design to reduce complexity while preserving validity in a frame. It permits viewpoints of models to be produced with varying degree of abstraction to support system design. Evidently, abstraction is used to preserve resources; more detailed the model, the greater the resources required (Evora, et. al., 2013). In a virtual simulation, scope is how much of the real world is represented; resolution is the number of variables in the model, their precision or granularity. The trade-off between model abstractions against cost is a constant concern when developing a simulation model. For example, benefits in reduced run-time and memory requirements may be accompanied by an inevitable loss in predictive accuracy. The benefits of abstraction include a more rapid analysis of the model at lower cost (Quadri et. al., 2012);(Horsinka, et. al., 2014).

Two of the main tasks of systems theory and design is to provide: recommendation on the level of abstraction needed to adequately represent the real world problem and a common language by merging modelling and communication; where the model provides precision while communication provides comprehension, both of which are needed for the design of systems. One on the main challenges of a model is requirements are expressed in natural language and are thus open to interpretation. To enable the interpretation to be explicit, conceptual models are created that formalizes the requirements to a given standard (Rolland, 2013). The UML and SysML modelling languages were designed to assist in the conceptualisation processes (Zoughbi, 2010); however, once deemed to be a formal language, the model artefacts produced, unless strict ontology rules are followed and clarity of description within the models are standardised, can still be interpreted not as intended.
2.3 Model Ontologies

Technology and management techniques are becoming increasingly intricate with data and information management becoming more of a concern for an efficient training pipeline. Unified information technology framework(s) proposed in this thesis are required to support a number of domain training needs simultaneously using a common semantic design ontology that can be advanced to model the entire FoS within the FTS. These models can be used to deal with complexity in a visual approach providing a primary data source using a common language that is easy to understand between all relevant stakeholders.

Object-oriented modelling techniques enable architects to create abstractions that are domain- and application-specific and are seen as a means to manage complexity in systems and software engineering projects. The models used are abstractions of reality that are prescriptive (include rules and directions) to form templates which the system is later implemented, and descriptive (for shared understanding of relationships and roles) to form a semantic elucidation of the architecture of the model (Henning, 2013). Ontologies are special types of models that utilise a form of partial description or under specification as an important means of abstraction. The ontology is a form of metamodel that describes how to build the system models to ensure that the domain is described as completely as possible and redundancy in the models is reduced, i.e. all system elements/objects must have a role to perform in the system, have attributes and behaviours governed by rules relevant to system goals, and identified relations to one or more system elements. An ontology model is similar in design to a domain model developed in the Computational Independent Model (CIM) within the Model Driven Architecture (MDA) methodology (Magableh et. al., 2012). The metamodel defines a specification of a human-readable semantic notation for elements and relationships that describe the design conventions required for the system models; in addition, a metamodel can be used for logical modelling of system requirements to identify and clarify understanding of relations between qualified constituents of the stakeholder’s requirements narrative (N.B. there are other definitions available that are domain specific definitions). The basic core ontology meta-model used in this thesis, illustrated in Figure 5, an advancement for the suggestion made by Simperl (2009), is used to control the complexity of the model artefacts used in the architecture of the conceptual model of the FTFoS Enterprise described by the requirements narrative and designed to be reusable for other domains where complexity of design is required to be understood.
The ontology initially concentrates on domain specific knowledge, i.e. the flight training system and examines key parameters for the design process using abstraction techniques to keep the model uncomplicated. The ‘Situation’ block describes aspects that are required to be present for the development of mission scenarios but also to ensure properties to enable traceability through the architecture to requirement goals. The situations, which define circumstances that an entity of a system has to cope with, are integrated as objects and participate in relations. The object, an instance of a block, describes a real-world entity by the means of attributes, operations and behaviours; the attributes of an object must add value to the system and the object must perform a role within it. Each attribute has a property (e.g. type, unit, representation, etc.) that needs to be identified before any system model is produced to ensure full interoperability when models produced by different departments or businesses are integrated together. Any identified object in the architecture must interact with other objects in the system (or with itself) for the benefit of the system in achieving its goals; if no interaction is identified then a decision of whether the object is needed within the system is required. The interactions are described by relationships, which must be known by the architect, to provide meaningful knowledge of the specifics of the interaction (i.e. the rules),
why it’s needed (i.e. the value of the relation) and to understand the effect of an attribute change in one object has on a receiving object through an interaction. The object attribute values are affected by internal (time or behavioural) and external (human, environment, or other systems) events, established by the relationships between objects (generally modelled by sequence diagrams), which can alter system states. From the events, the system is required to meet the goals and objective constraints gathered from the requirements. The ontology model should permit a greater degree of governance in ensuring that the architect models what is required using abstraction as the means to minimise detail in the model but still maintain important aspects of interest of the real world system and permit animation or simulation of the model(s) for correct behaviour for verification of requirements.

The ontology model provides a mechanism to control the design process and give an overarching viewpoint through the design and communication with various domain experts. It is perceived that the ontology model and associated rules are hard to keep consistent within the design process (Pirro, 2010) when behaviour of the system model is being consistently amended to ensure requirements are satisfied, this notwithstanding the ontology model can be used to maintain as much as practically possible the design context of the UML or SysML architecture. Issues of geographical location of engineers involved in the development of the system adds a further challenge, as keeping with ontology rules reduces flexibility in the design process and attribute properties are difficult to manage to ensure zero interoperability issues between models.

2.4 Complex Integrated Systems

SoSE is considered a multidisciplinary area that on the technical facet includes systems engineering specialities and software and information management specialities (Horvath & Rudus, 2014). As these systems become more complex and extensive, unique aspects of systems working on the edge of chaos requires more innovative approaches for SoSE (Northrop, 2006). Lane et. al. (2007), describe the term ‘system of systems’ as representing many things to many different people and organisations. In the business domain, a SoS and FoS can be seen as the enterprise-wide or enterprise integration and sharing of core business information across functional and geographical areas. In the military domain, a FoS/SoS is a communication infrastructure and a configurable set of constituent systems to support operations in a constantly changing environment (Ricci, et. al., 2014). Additional viewpoints include a FoS/SoS being an architecture that evolves overtime, often driven by organisational
requirements, new technologies, and available budget and schedules. The evolitional
FoS/SoS architecture is more of a network architecture that is reconfigured, evolves and
develops with needs and available resources. SoSs and FoSs are unique as they are
comprised of constituent systems that possess the following characteristics (Sage, 2001),
(DoD, 2008):

- Operationally independent – all of the constituent systems can perform useful
  functions both within the FoS/SoS and outside the FoS/SoS
- Managerial independent – all of the constituent systems are managed and maintained
  for their own purposes.

As complex systems become more of ‘the norm’, the associated need for flexible, adaptable,
agile development processes to deal with rapid change and to facilitate innovative solutions in
ultra-large solution spaces, are needed (Boehm, 2006).

Modern defence operations are characterised by the requirement to integrate individual
systems, platforms and infrastructure to validate the operational requirements. There is also a
strong need to introduce new technologies rapidly where they can add benefit (HoC, 2013).
The designed systems architecture represents the description and the design of the complex
system; in essence, a system’s architecture is a ‘blueprint’ of an actual system. It deals with
the overall functionality of a system at a level of abstraction that is useful to the architect and
adds value to the system verification and validation method.

“Architecting deals largely with unmeasured-ables using non-quantitative tools and
guidelines based on practical lessons learned; that is, architecting is an inductive
process. At a more detailed level, engineering is concerned with quantifiable costs,
architecting with qualitative worth”

-(Maier, 2000)

Moreover, systems architecting is a process driven by a stakeholder’s requirements; if a
system is to be successful it must satisfy a useful purpose at an affordable cost for an
acceptable period of time. An architecture consists of a number of related views of the
system under consideration. These views and their associated relationships are defined by an
architectural framework (Benkamoun et. al., 2014).

“The fundamental organisation of a system embodied in its components, their
relationships to each other, and to the environment, and the principles guiding its
design and evolution” - ANSI/IEEE Std. 1471-2000, Recommended Practice for
Architectural Description of Software-intensive systems
The systems architecture sets out the context of how the system operates within its immediate environment. Well understood architectures are used to provide a clear context for the insertion of new technologies and the architect must also understand how the system or FoS/SoS will operate and the environment in which it will function in otherwise the system design will be incomplete and emergent behaviour will be of concern once the system is operational.

2.4.1 Model Driven Architecture.

‘Model-driven Engineering, is an emerging new paradigm in software engineering which bases system development on (meta-)modelling and model transformations, and provides methods to build bridges between similar or different technical spaces and domains’

– (Gargantini, p.1, 2010)

Model Driven Architecture (MDA) developed by the Object Management Group (OMG©) is the international standard for system specification and interoperability based on formal models (D’Souza, 2001). It represents a coherent synthesis of a number of well-established and proven software engineering techniques. The process provides a level of sophistication that places software engineering on par with other, more mature, engineering disciplines, such as hardware, aeronautical and civil engineering. The MDA process concentrates on the separation of the specification of the operation of a system from the specifics of the system’s platform (Muller & Mukerji, 2003). This separation technique ensures, as much as reasonable practicable, the issues of entangling functionality with implementation, generally encountered in standard parametric approaches to systems design, is reduced. Concentration is then given to core solution of the problem and incurs the ability to separate this from the technology based implementation of the solution. The viewpoint on the system is an abstraction of supressing selected details to establish a simplified model and thus lead to concentrate on important system characteristics (Dumitresco et. al., 2013).

The process of acquiring expertise, capturing it in a form, which is uncontaminated by other subject matters and making it accessible to others is the essence of the MDA process (Raistrick, 2004). Subject matter partitioning is one of the best accepted and mature partitioning strategies. A vital system design decision is the choice of the software implementation technologies on which system will be built: - programme languages, operating systems, data storage technologies (databases), etc. The MDA domains and associated model descriptions can be seen in Figure 6.
The Computational Independent Model (CIM) is used to capture and model the concept of operation of the system as well as detailing how the system will interact with other systems and the external actors/users; additionally the CIM will consider system goals, requirements, stakeholder needs, and business rules: generally modelled using Use Cases. The diagrams will then be used for the next layer of the design process to specify in greater details the system in the PIM view. Here the system ‘HOWs’ with reference to capabilities and/or functions are defined, which captures the functionality and structure required to permit the implementation of that functionality across different technology platforms. The PIM concentrates on the operations of the system, whilst hiding the platform dependent implementation (i.e. behaviour of the system is captured within the designed architecture using classes/blocks, state machines, sequence diagrams, etc., whilst implementation specifics are abstracted out). This method should ensure the designed behavioural specification, within the architecture, does not change between platforms and is uncontaminated by knowledge of other system aspects (although there are opportunities for research in model interchange between platforms) (Alanen & Porres, 2010). A multilevel PIM view is necessary to capture the level of detail in any single model. In MBSE, the PIM view decomposes the business rules and system requirements to specify a detailed model of the system; as a result the capabilities of the system are more thoroughly defined and derived. The next stage of the MDA process is to develop Platform Specific Models (PSM), which uses the behavioural models or artefacts in the architecture developed within the PIM stage and adds platform specific details within the implementation of operations within transitions and/or states within...
the architecture (e.g. Java, C#, LabView, Matlab etc.). The final stage of the MDA Process is the generation of a Platform Model using model transformation of the PSM into platform specific code. This model transformation concept is the key to the MDA process (Kriovile, et. al., 2015). The role of model transformation in MDA is to flow between the stages of the process, i.e. from CIM → PIM → PM whilst preserving entity relationships between the different models; the conceptual integrity of the system is also preserved.

‘Model Transformation is the process of converting one model to another model of the same system’

- (Miller and Mukerji, p.2-1, 2003)

The transformation process relies on the ability to preserve the mappings between the models. However, the mapping between the CIM and PIM is a manual process and is prone to error and continuity issues are common place (Krioville et. al., 2015). One of the key advantages of MDA is the rigorous and repeatability of the approach and the removal (as much as practically possible) of most of the ambiguity involved within the systems design process (Hazard, 2014). It permits semantic capturing at a high level of abstraction through to component level to software and is defined with a robust process and flows with concentration given to relationships between them. Hence, traceability through the initial requirements elicitation process through to the PM provides architectural integrity of the satisfaction of requirements and aids in verification of the design architecture.

2.4.2 Brief Summary of MBSE Constraints In Proposed Methodology

“The UML is simply a standard diagramming notation – boxes, lines, etc. Visual modelling with common notation can be a great aid, but it’s hardly as important as knowing how to design and think as objects. Such design is a very different and more important skill, and is not mastered by learning UML notation or using a CASE or MDA tool. A person not having good OO design and programming skills who draws UML is just drawing bad designs.”

- (Bell, 2004)

The advantages of using model based approaches for design and verification has not been fully explored: model based approaches such as UML and SysML are used to capture semantics and notation for object oriented problem solving but these models are left behind once the initial project is completed (Heena & Rangna, 2011). The understanding of MDA in developing software and systems means that the system can be developed using PIM with concentration given to the functions of the system (i.e. black box design), thus, modifying how a system works involves revision of functions, furthermore, it allows the models to be used throughout the lifecycle of the system to enable reuse. However, the execution aspect
of the parametric models and algorithm development within the modelling environments themselves is limited: parametric diagrams have a key role in systems engineering modelling (Sakarri et. al., 2013). The realisation that the modelling languages, moreover SysML, is complementary to the popular simulation tools in the market, i.e. Matlab and CAD/CAM, is something that has not been fully explored (Vogel-Heuser et. al., 2014); being involved in the new ISO-15288 (software and systems life cycle process) standard and INCOSE, the modelling constructs and tools are continually improving as the community is moving forward with MBSE initiatives (ISO, 2015).

One of the issues with the use of modelling language is that they are a ‘language’ as a result is open to different semantic interpretations of requirements and modelling structures. It has become apparent with the experience gained from working with relational orientation that without a robust design methodology offered by MDA and the complementary ROSE and ROSETTA frameworks (Holden, 2012) to bring precision in modelling, faith in these modelling tools will decline. The tool set available for MBSE design are varied, most tools vendors offer the basic modelling constructs and fairly recently began to offer add-on software for basic requirements verification, but at an additional cost. The major issue encountered is with regard to the support for the tool itself. Rational Rhapsody has been obtained through the academic initiative, but the tool itself is not user friendly and the support from IBM is expensive. The SysML profile within the tool is used for requirement elicitation and knowledge acquisition during the early stages of the systems design process. Due to limited simulation capability of the MBSE tools, the PIM model, which describes the behaviour of the system, is transformed into the PSM using a parametric analysis tool (Labview) for verification of the Workflow model and associated ROSETTA frameworks.

2.5 Representing FTS Systems with Models

The FTS integrates disparate technology and human social interaction with the technology and training mission goals. Buchanan and Huczynski (1997), describe various opportunities applying an empirical, natural sciences approach for this type of socio-technical organisational system problem that are inherently difficult to quantify using robust mathematical methods. Senior (2002), advocates a ‘soft’ systems approach to gain a clear understanding of the complexity in socio-technical and organisational systems. Empirical reductionists’ approaches, as described in Checkland (1999), seek to abstract complex systems into a series of controllable and measureable variables to yield scientifically
reproducible findings. The emergent behaviour of the interactions external to the system boundary is also complex to model and understand; and the decision of what levels of abstraction are sufficient to gain an all-encompassing view of critical attributes and operations, are important factors to study for this type of complex socio-technical system. Clear and concise analysis is needed with all affected parties (i.e. stakeholders) involved in decisions to ensure accurate trade-offs that can impact both the FoS level and the organisation process is known to all (Friedman, 2005).

2.5.1 Managing Complexity of the FTS SoS / FoS Problem

For management of the systems in the FTFoS, strategic planning and decision making techniques for recognising and controlling the integration of disparate complex systems into a FoS, is needed. Mastashari et. al. (2012) recognised and analysed the roots of errors when multiple / large numbers of stakeholders are involved, which is common place in SoSE, some of the key recommendations made are as follows: -

- Understand goals in concrete terms, balance contradictory or incompatible goals, and establish priorities before focusing on planning and gathering information for a solution.
- Avoid ‘economising’ up-front since this encourages one to omit crucial steps through the process – Clarifying complex relationships among variables (or system components) before down-selecting to the variable(s) or systems of interest may avoid problems of ‘unintended’ side-effects or long term repercussions (undesired emergent behaviours).

‘...as the complexity of a system, increases, our ability to make precise and yet significant statements about its behaviour diminishes until a threshold is reached beyond which precision and significance (or relevance) become almost mutually exclusive characteristic.’ - (Zadeh, 1973)

Systems can be integrated together through interaction forming a SoS or FoS to achieve more functionality than the individual systems operating alone. FoS/SoS are higher order complex systems that are composed of independent component systems. Due to the managerial independence, the dynamic, time-dependent composition of the FoS/SoS, management of this complexity requires intensive decision making during all phases of the systems engineering lifecycle (Verbeek, 2013).
This research should provide some insights into how declarative, procedural, and structured knowledge impact performance and how problem solving can be measured more effectively. The methods within the thesis should identify in a holistic way, how to use information more effectively to drive future technology requirement needs. Partial knowledge about the current state of a system is held by SME’s and the difficulty is unifying such partial views into a more unified whole (collaboration in confidential areas, such as military pilots, is further impeded by International Traffic in Arms Regulations (ITAR) and Intellectual Property (IP) restrictions). M&S comprises complex and multifaceted set of activities that require abstractions of information in order to build a valid model. The phases of the process include: clarifying objectives, collecting data (knowledge of how things work, or observable numerical data), model building (architecture design and behaviour), and model validation; the process can be simply illustrated in Figure 7.

Figure 7 Abstract Representation of the Model Construction Process

The problem space and the stakeholders’ needs are examined before the formal definition of the system of interest is developed. This defines the operation aspects of a potential solution from the stakeholder’s viewpoint, independent of any specific solution and should describe what the solution should accomplish and how the solution is defined and developed (Kossiakoff & Sweet, 2005). From the stakeholder analysis, a mission analysis is performed to understand the socio-technical and –economic context in which potential problems or opportunities reside (see Chapter 6). This task is generally performed iteratively with stakeholders’ involvement to gain a more robust understanding of the problem space. Analysis of the problem space is performed in relation to organisation needs, capability gaps, or opportunities and solutions that can be used to evolve organisational strategies for its business objectives; in the military context mission analysis is referred to as concept of operations (ConOps) (ESA, 2008). The mission analysis is based on fundamental concepts, such as states of the system, scenarios (of actions), functions (identified in use case diagrams),
etc., for more information of ConOps and Mission analysis, refer to ISO/IEC (2011). The steps and position of the stakeholder requirements and system requirements in the engineering cycle can be summarised by Faisandier (2012), which illustrates the cycle of needs required to permit a system to satisfy them and to ensure the architect obtains enough knowledge on the System-of-Interest (SoI) before developing a solution to the problem.

With the system needs identified, the system is required to be defined in detail. This process is executed iteratively and recursively and includes the definition of system requirements, (functional, behavioural, and temporal models), the physical (hardware, software, human roles, etc.) architecture, and system analysis. In each iteration of the process, a gap analysis is performed to ensure all system requirements have been mapped to elements in the architecture and the inputs of the system are identified and realized. The interactions between the system elements are defined by interfaces which are dependent of the structure of the architecture. The architecture design has been heavily influence by ISO/IEC 15288 (2008), which gives an implicit view of architecture generally defined in a hierarchal structure. ISO/IEC/IEEE 42010 (2011) gives a useful viewpoint of the structure of the architecture considering stakeholder concerns, viewpoints, and lifecycle modelling (Maier & Rechtin, 2009).

The design process provides an association between the system architecture and the implementation of technological aspects of the system elements that compose the physical architecture of the system. The analysis of the system architecture permits quantitative assessments of the system to design choices and provides a rigorous approach to technical decision making (Schmid, 2013). The analysis uses M&S, cost analysis, technical risk analysis and effectiveness analysis. Analysis of the system is a critical task and provides a basis for assessing solution alternatives based on assessment criteria gathered from the first two stages of the system engineering process. In complex systems or FoS/SoS, ensuring the integration of individual system elements to function properly as a whole to satisfy the design requirements and prepare the system for final validation against requirements, is a must (Valbuena, 2013). Integration consists of a progressive process of linking elements that compose the SoI and checking the correctness of static and dynamic aspects of interfaces between implemented elements (DAU, 2010).

Verification can be considered as checking the ‘correctness’ of any system element or interconnection (integration) of system elements (i.e. building the system right). The
verification procedure is performed in parallel with the system definition and system realization processes and is defined by the objective evidence that specified requirements have been fulfilled (ISO/IEC/IEEE 15288, 2015). The purpose of verification is to identify defects within the system at any time of any transformation of inputs into outputs. Verification is used to provide information such as, inspection, testing, analysis, etc., that the system under consideration can demonstrate satisfaction of requirements with no erroneous error occurring during the integration stages. Validation is strongly linked to verification tasks, and is concerned to prove the system has the right features to produce expected effects (i.e. building the right system). When building the model with the collected data, we need to partake in a recursion back to the objectives to ensure the designed model captures all the parameters in the requirements. Once confidence has been gained in the model, the process of validating the model can begin. Once this has been satisfied, the designer can, with confidence, commission a valid model which the simulator can execute (Hussain & Senere, 2013).

‘A model may have demonstrated an adequate level of practical utility by repeatedly producing satisfactory answers to real-world engineering questions. Ultimately it is the user, not the model developer, who decides if the model has sufficient utility. To determine whether or not this is true, the user needs access to comparisons of model predictions and experimental results relevant to the applications of interest’

- (Sargent, 2004)

Model credibility is primarily concerned with the confidence that the model and the information generated from the model is credible. Moreover, verification and validation (V&V) considers factors such as model recipients’ (researchers, managers, decision makers, and policy makers) understanding of the models assumptions, outputs; and the complete understanding of the constraints that the model is designed for. An important aspect of modelling is to emphasis which dimensions in the model are fundamental and which are incidental. It is also important to distinguish between qualitative findings and quantitative results that inherently carry with them large margins of error.

The validation phase concentrates on the ability of the model to provide predictions within certain constraints; in the FTS these constraints include: human, phase of flight, cockpit configurations, or types of procedures, weather conditions, etc. The validation phase approach is to model a baseline scenario in which some type of human performance data from executing a mission scenario using a chosen blending mix is available. As such, the model can only be validated against a given data set. The comparison with the ideal model requires
metrics (goodness of performance) and a tolerance (is the performance good enough). When the performance is outside the tolerance, the model trajectory is judged not to qualify as valid within the particular frame. If the model fits within tolerance, the model validity is confirmed and performance is of acceptable standard. Statistical techniques are employed if comparison involves further consideration and calculation of their variance in their output values.

2.6 Chapter Summary and Relationship to Research Problem

The complexity surrounding the FTFoS is the main reason for further understanding of how to manage complexity. MBSE approaches tackle the issue of complexity by separating aspects of the FoS into easy manageable ‘chunks’ by identifying system elements from the system description and using abstraction techniques to understand the relationships of and between each system element at a level of detail to which the ‘actors’ / stakeholders of the system can understand. The designed architecture and behavioural models bring a level of precision to the complexity with events declaring the level of interaction between each object (software description of a real world entity). MDA techniques assist in understanding by separation of concerns between each identifiable domain of the FTS and therefore allow each domain to be concentrated on in isolation of others. In this way the human and technical aspects can be investigated separately and then the interfaces between each can be identified and actioned by using M&S techniques to verify operation.

The model based approach being used in this thesis is used to present a proposed methodology to understand relationships between mission planning scenarios and system analysis across disparate domains, including technology and human factors that exists in the training lifecycle. The system analysis concept is to characterize the impact of the system from a set of parameters, set by mission planning, to achieve specific system performance goals. The goal of mission planning is to parametrize an operational mission scenario to improve effectiveness of the blending mix (and pilot readiness) with an indirect intent of assessing some technological improvement for increased efficiency. The result of mission modelling, therefore, is to identify a desired technology to optimize a scenario for specific training attributes for a specific mission goal; and is generally in the domain and responsibility of the decision makers (instructors). Generally, SMEs focus on mission scenarios using their own experience as they do not have the expertise to describe the problem of training effectiveness in a manner amenable to technology system development.
Similarly, a systems engineer (technology focussed) does not have the SME skills to translate mission scenarios into product design specifications.

To achieve some integration between the two domains (mission and system), implementation using a form of MBSE is investigated. The models produced are an abstraction of the flight training system (FTS) concentrating on details described in the requirements narrative used to conceptualise the organisation and describe the system using ontology as the basis for producing the systems architecture used for analysis. A static description of the mission scenario will be created and communication between this model and a dynamic representation of the mission model is described to permit system optimization at the mission level. When the goals of the mission scenario are known and the student current readiness is estimated the emphasis switches the analysis using a high level system representation of the FoS in the system analysis context.
DECISION MAKING TECHNIQUES

‘Decision making is knowing if to decide, then when and what to decide. It includes understanding the consequences of decision. Decisions are the means by which the commander translates his vision of the end state into actions’.

– The military Decision-Making Process (Department of the Army, p.5-1, 1997)

Outline of Chapter

The chapter introduces the complex decision making tasks and associated issues with developing a system and/or methodology based on assumption made and commences with discussions on formal decision making tasks, which centres on a model that includes domain expert experience to develop comprehension on a situation. Further discussions on what constitutes a decision support system and how it integrates with the decision making process is presented. The research specific domain is then introduced with the concepts of a decision support system in relation to the advantages of using frameworks to organise information in a structures manner. The chapter concludes with a brief outline on how the decision support system should be evaluated for use in a practical way.

Naturalist Decision Making

Naturalistic decision making describes proficient decision making strategies based on recognition processes (Klein and Calderwood, 1991). Klein’s recognition primed decision model, which has been evolved and illustrated in Figure 8 is based on research and feedback conducted in an operational context.

![Recognition-Primed Decision Model](adapted from Klein, 1997)
Klein’s findings indicate that decision makers base their choices on mainly prior experiences, planning and quick ad-hoc modification of plans to suit current constraints based on mission status; there is no consideration on what the optimal decision strategy should be. Without gaining knowledge about people, organisational politics, and operational procedures it is improbable that a link between the current situation and experience can be made. The level of knowledge should be ‘consistently’ re-evaluated as the domain model is being developed to answer further questions and to fill gaps in understanding. Once constraints are met, the rules used to produce the model can be assessed to generate improvement to the model outcomes. As with most requirement analysis tasks, decision making tasks may present the decision maker with conflicting or incompatible goals (Pourshadid et. al., 2014). Evolving assessments of the situation necessitates rapid judgment of the situation, prioritization of goals and potential actions, and implementation of appropriate task strategies. Formal decision making strategies in the planning context directly maps to SE methods of iteration and recursion for analysis of system design behaviour for satisfying customer requirements. However, formal decision making strategies in an operational context is deemed too slow and consequently ignored in practice (Thunholm, 2006);(Bushey and Forsyth, 2006).

3.1 The Evolution of Decision Support

The term Decision Support System (DSS) was devised by Gorry and Scott Morton (1971) to describe the role of a framework for supporting management decisions using the aid of technology and models within the decision-making process. Finlay (1989) advocates that optimal decision making involves both information and intelligence. The differentiation between technology supporting decisions and actual decision making is distinguished by the way technology provides the ability to influence decisions based on the state of the system(s) of interest (SoI) (Iyengar et. al., 2014). Displaying current attribute values of the system(s) and the ability of technology based on simulations or user inputs to restrict further options for the decision maker can force a reconsideration of actions or current beliefs (Liu & Zarate, 2014). This provides the basis for a more accurate description of a DSS: ‘A technology system that postulates information and/or data to facilitate a course of action in harmony with pre-defined objectives to permit trade-offs between solutions’. There exist conceptual frameworks for a DSS that has their origin in management science, computer science, decision analysis, organisational behaviour and decision research, as shown in Figure 9. The multi-disciplinary nature of decision making makes it a prime motivator for the development
of DSS tools to assist in reducing the number of alternative solutions and make the process more efficient. The production of models allows complex system, organisation designs and processes to be understood at an abstract level and invites the ability to integrate system data within the analysis and has the ability to permit mixed method quantities to be incorporated into the DSS (Karlsen, 2014).

Figure 9 Provisions to DSS development (adapted from Finlay (1989))

The role and importance of a DSS within a large complex organisation has been identified by the research conducted by Nemati et. al. (2002), Bolloju et. al. (2002), Ribino et. al. (2011) and Belling et. al. (2013); where the DSS assists decision makers in solving various wicked and semi-structured problems that involve several attributes, conflicting objectives and multiple organisational goals.

3.1.1 The Decision Making Process

Crooke & Slack (1991), describe decisions as ‘a good decision is one where the decision maker fully understands the background, objectives, alternative courses of action and range of possible consequences of a decision’; the decision making process described by Crook & Slack is illustrated in Figure 10. Observation is the first stage, which influences the problem statement; once the problem is fully understood, the objectives of the DSS can be elicited and derived, which will assist gaining detailed understanding of the problem. Once these stages have been complete it should be possible to identify what courses of action are available and identify decision boundaries. These boundaries can be used to eliminate courses of action,
supported by technology, from the decision making process. It is then required to map the solutions (available courses of action) with the pre-defined objectives. The decision maker then has to choose an available option, implement the decision and gain feedback from the execution of the decision so future decisions can be influenced by previous choices and consequences of the decision can be realised.

Figure 10 The Decision Making Process (adapted from Crooke & Slack, 1991)

To ensure simplification of the decision making process, the development of the DSS has to consider at least three interrelated characteristics (De-Brain, 2007), :-

- The level of abstraction of the decision (strategic, tactical and operational)
- The dependency of the decision
- The degree of structure and justification of the decision

Boundaries that separate the elements of a DSS can be considered as identical to methods used to develop models within a model based management system (MBMS) (Tariq & Rofi, 2012); where each MBMS is capable of storing, adapting and editing models within their environment.

The DSS should also allow multiple perspectives to be considered to resolve ‘wicked’ problems, which result from ‘big data’ of knowledge and information within complex organisational processes. These perspectives can have drastic implications for the design of the DSS (Courtney, 2001). These perspectives can be summarised as:

- Optimised viewpoint – focus is on the logic of optimal choice.
- Process Oriented viewpoint – focus is on constraints during real-world operations.
• Organisational viewpoint – focus is on the structure of the organisation, Standard Operational Procedures (SoP), channels of communication and interactions between actors of different departments or domains (Keen, 1993).

• Individual viewpoint – focus is on individual’s characteristics, abilities, strategies, and beliefs to gain an understanding to assist in prediction of behaviour.

• Political viewpoint – focus is on constraints and interactions, moreover ‘bickering’ within organisations (Peagnat et. al., 2013). (This viewpoint is often not taken as relevant for the design of a DSS, but has also been accountable for new technology implementation failure). This viewpoint has a strong association with strategic decision making, as a result strategic decisions are often motivated by political acumen and indirectly manoeuvre decisions made at the tactical and operational level – moreover it is frequently an unspoken truth. Feedback from actors/users in the system, sometimes given in confidence, is vital to gain knowledge on suitability of technology to achieve objectives and for ease the use on behalf of actors to achieve goals.

Obviously, without detailed knowledge of organisational practices and politics along with personnel behaviour and characteristics, integration of a number of viewpoints into the design of the DSS in the proposed methodology will occur at a highest level of abstraction, based on a number of assumptions. The DSS is designed to be applicable for a number of organisations and domains; however, with information deficit detailed integration of viewpoints is beyond the scope of the research thesis.

3.2 Decision Modelling of FTS

"The intellectual equipment needed for the job of the future is an ability to define problems, quickly assimilate relevant data, conceptualize and reorganize the information, make deductive and inductive leaps with it, ask hard questions about it, discuss findings with colleagues, work collaboratively to find solutions and then convince others."

– (Robert B. Reich (1946 - ), American Politician and Writer

Decision making is required to be available at the time when the decision is made so information has to be processed and any simulation needs to be executed quickly and efficiently. The DSS is designed to integrate complex decisions into a simple form with an accurate and precise synopsis to inform the decision maker of design alternatives for the strategic planning of training. The foundation for the design and development of the DSS begins with the analysis of the requirements (Husack & Papadice, 2014). A model driven approach is identified as a solution to the parametric driven approach generally used when engineering analysis is employed (Liu et. al., 2015). The approach forces precision in the
requirements analysis phase, hence, requirements that are expressed in natural language are generally modelled to assist in preventing misinterpretation issues through the design process. The DSS should also permit a structured approach to separate the problem space into domains of interest that can show different levels of understanding of the problem and associated solution space including knowledge management and information handling (Shaw et al. (2002), & Petrie et. al. (2001)). Thus, the DSS is developed and evaluated from personal, technical and abstract organisational perspective or viewpoints.

Attributes to consider within the DSS framework are essential prerequisites to the development of the system model representing the DSS. Acquiring the key attributes for decision support is directly dependent on the level of abstraction used for the decision process. Understanding of the ‘cause & effect’ and dependency between attributes can assist in the development of mathematical functions within the model to describe the relationships between key parameters. Hernandez et. al. (2011), advocate qualities of an effective model are simplicity, robustness, ease of control, completeness, ease of communication and adaptability. The level of complexity and abstraction used for these models can be seen to influence the characteristics of the domain being modelled. By allowing multiple perspectives and viewpoints to be available within the model; numerous model artefacts can give the perception of reducing the apparent complexity of the model (Taentzer & Bordeleau, 2015). Accordingly, models form the core element in the development of a DSS.

One of the most widely understood modelling techniques is data modelling (Benyon, 1997);(Hernandez et. al., 2012). These types of models consist of structured models (assembled by objects, relationships and rules) and have strong correlations to logical models (petri net, predicate calculus, etc.) that are conceptual representations of the data structures. The models illustrate how data flows through a system and how data can be manipulated by the components of the system. The type of modelling methods include: data flow diagrams, state machines, and ER diagrams. The characteristics of the DSS for the proposed methodology are an evolution of the work presented by Sojda (2006), Turban et. al. (2005) and Ridha (2013) and include:

- Information selective to avoid information overload.
- Ability to combine the use of models and mathematical analysis techniques.
- Include features that are easily understood by non-engineers in an interactive approach.
- Present a common ontology that is familiar with all decision makers using the DSS.
- Aimed at unstructured and ‘wicked’ problems to gain understanding of organisational and operational structure.
- Emphasis flexibility and adaptability to accommodate changes in the environment and decision making approaches of the decision maker.

Usability is an important consideration for both the DSS framework and the workflow process for decision making. Usability definition can be found in ISO 9241 (ISO, 2010), which states that usability is the extent to which a product or system can be used by identified users to achieve specific goals with effectiveness, efficiency and satisfaction in a distinctive context of use. Maguire (2003), identified some benefits of usability including: increased productivity, providing a competitive advantage, a reduction of cost and time, and reducing probability of error. Usability can be considered as an important assessment of a DSS and is strongly related to the ease of following a workflow process for using the framework as a decision support tool. Usability in this context will be based around a metamodel identifying relationships within the training system and providing an easy guide for the identification of mathematical relationships within the framework.

A decision support framework for a FTS has to consider multi-attribute trade-offs involving the capability of both FoS technology and the ability of student pilots who are using them, the availability and deployment of the blending mix within the training system, and how they have been/are allocated. To gain additional knowledge, which the DSS has to consider within the workflow process, lessons can be elicited from research performed within the capability and deployment domain. According to Siemieniuch & Sinclair (2000b), a capability development and Deployment system, directly related to a decision support system, would facilitate the following characteristics:

- Be supported by a knowledge management infrastructure.
- Be supported by a number of COTS tools and simulation packages.
- Enable improvement, deployment, and evaluation of capability with a global aim of cohesion and re-usability.

For the proposed methodology, additional properties are required to be included within the framework system, these include:

- Identification of process steps and workflow patterns within an easy to follow metamodel to reduce human error during the process.
- Identification of methods, tools and techniques to carry out these steps.
- Identification of the appropriate level of technological detail and capability of the systems (for training goals) within the FoS for non-engineering decision makers to base their analysis and decisions on.
• Robust and repeatable techniques for trade study analysis concerning the correct deployment of training technology to the appropriate student at the appropriate stage within the training pipeline: from the analysis performed with the data and visualised within the ROSETTA framework(s) and supporting databases.

The decision support system considers the FoS with common characteristics. These characteristics include functional and non-functional requirements, which are used to inform the decision maker of certain constraints. The functional requirements (What the system needs to do) form the basis of scenarios which describe the interaction of an actor(s) to the system (DSS Framework); these form the basis for the use cases within the model. The non-functional requirements (constraints which the system has to operate within) are described by the attributes of the system and are used for analysis and to further inform the decision maker of suitable alternatives to the optimal. Included within the system model is the physical and organisational environment and the associated relationships between them. These non-functional requirements will be regarded as FoS attributes rather than being assigned to individual systems within the framework.

Included within the FoS (technical or human), the resources are evaluated for the inherent skills and knowledge (K&S) needed to achieve the respected level of training attributes for the mission scenario at the stage within the pipeline. The relationships between the technical and training attributes are given by mathematical functions to assess the suitability and availability of all alternative training systems/technology; these relationships can be classed as assigning priority weightings to recognise the strength of the relationships between the attributes of the systems.

3.2.1 DSS Evaluation Methodology

The increased complexity of technology used in today’s training systems adds to the integration issues within an organisation that relies on structures and work processes to successfully integrate required knowledge for the correct functioning of collaborating entities. The accuracy and capability of the integration of the socio-technical systems becomes critical to achieve contractual commitments within industry. The ‘soft metric’ method used to ‘fine-tune’ the framework(s) within this research project may be defined by the following statement:

The application of measurement-based techniques to socio-technical variables within the DSS influence the performance of training management processes to provide useful management information regarding causal process factors that
influence the quality and accuracy of the training programme. Such information may then be used for flight training management process improvement to enhance the quality of the end product.

The dynamic nature of socio-technical systems inherently necessitates more sophisticated performance monitoring methods and systems to understand the factors which influence decisions in organisational processes and outputs (Courtney, 2001). Various features and characteristics of the flight training system are responsible for complex emergent behaviour that invariably affects process outcomes including, accuracy, autonomy, performance and cost. Costs associated with the deployment of the DSS ROSETTA framework would relate to the evolution of this proof of concept through pilot studies to full deployment, all of which it is perceived to be time consuming at the initial stages. Categories to consider for full conception into an operational environment include: hardware and software costs, staffing costs, training and additional support. Once the process workflow, mission scenarios, and sensitivity relationships are fully developed within the operational domain, maintenance of the information and data used for the DSS and framework, time and staffing costs are not perceived to be excessive.

Identifying the dependency between attributes of consideration within the ROSETTA framework is of prime concern and incurs a method of sensitivity analysis represented by a mathematical relationship. The sensitivity relationships are used in the main decision body of the framework with visual information to assist the decision maker to identify important beliefs. Visual displays within the framework present information in a certain way that entails a decision based on what is being presented to the decision maker. The information shapes findings in certain ways and directs, to some degree, of how to read them. The visual graphs or charts give material form and scientific visibility by simplification to data sets that were previously immaterial and invisible due to the complexity of representation (i.e. large excel spreadsheet or textual data). (See Chapters 5 & 7 for detailed discussions of ROSETTA frameworks for decision support).

The key to a good decision is to first understand the problem then the other stages that follow are, solution generation, solution analysis and choice between solution alternatives that meet the requirements and finally solution implementation, similar to the concept described by Unsworth and West (2000). Where operational performance is the main concern, three performance attributes are considered: quality (achieved functionality), scheduled
performance, and economic performance. A trade-off analysis can be performed against each of these attributes, thus, the DSS should ideally permit a compromise between attributes, which is generally dependent on agreement with the ‘customers’ requirement constraints, (for more information about trade-offs in operational management, see Burke (2003)). Slack et. al. (2001) states quality means ‘Doing this right’ and providing error-free services that are ‘fit for purpose’. The decision of what is ‘fit for purpose’ involves the trade-off activity within the DSS and it is assumed that all alternatives meet the ‘fit for purpose’ criteria although with varying levels of operational performance. Therefore, the goal of the DSS is not to automate management decisions, but rather support the intuition of the decision maker in choosing the correct blending mix solution to match current training mission requirements.
COMPLEXITY OF MODERN & FUTURE FLIGHT TRAINING SYSTEMS

“...the advice, guidance and assistance given to the Army to train effectively, efficiently and economically in order to fulfil its operational role. It ensures the systematic development, application and evaluation of training techniques and methods, providing Army training with both quality control and quality assurance”
- (AGAI, 1994)

Outline of Chapter

The chapter begins discussions on the research problem of the requirements narrative and includes the concept of training pilots using disparate training technology, especially VRTEs. How humans integrate with the interfaces of the training technology along with the connection to training attributes required to gain readiness is introduced (i.e. a brief study of internal and external factors that contribute to the selection of blending mix solutions). A brief description of transfer of learning from the classroom to task activities and what can be classed as legitimate measurements of the effectiveness of training is discussed. The chapter closes with an outline of the complex flight training system integration problem with introducing the concepts of human performance considerations with trade-off options available for blending mix (training technology) choice.

Training with VRTEs

Training is the process of developing an individual’s knowledge, skills, and behaviour through practice and instruction. Education equips individual’s intellectual property, knowledge and understanding, which leads to reasoned decisions, judgments and conclusions (Aquinis & Kraiger, 2009). There are a number of functions that need to be considered for the efficient management of a training system (Wagenerf, 2014), these include:

- Training Assurance
- Training / Educational Support
- Resourcing of training and education
- Determine priorities in order to direct resources appropriately to individuals
- Stakeholder inter-relationships and responsibilities
- Defining qualitative and quantitative requirements (time to train, performance attributes).
An efficient training system is one which manages the pipeline to minimise the time spent training between stages (McAllister, 2013). It is vital to provide a training regime to suit individual’s ability to retain knowledge and gain skills as efficiently as possible (ICAEA, 2009).

Technology advances have provided the military with substantial capability which places more emphasis on training than in past times (RAF, 2014). However, budget restraints and time to train is becoming more constrained meaning that training resources and facilities are being overtaxed (Hartley, 2015). Flight hours are amongst the long list of expendable items being considered to be traded off in training. VRTE training is used when resources are not available or when safety precludes the use of live training technology; with the added benefit of capturing performance data that can aid in creating accurate and timely post mission reports. However, there are stringent requirements for VRTE that ensure training is enhanced through identifiable use of training goals, otherwise VRTEs can be seen as nothing more than glorified, high-tech video game(s).

VRTE’s are generally used to familiarise the student pilot with standard operation procedure (SOP), navigation skills, terrain/environmental familiarization, and most importantly decision making skills (based on dynamically changing scenarios which should affect changes of behaviour of the student pilot) (Nisansala et. al., 2015). Learning to use the VRTE and supporting technology can be time consuming, cumbersome and frustrating. In addition, developing the training programme and evolving the training system to include VRTE’s can be equally troublesome. The student pilot should become familiar with the input setup for devices such as keyboard, joystick, or any other non-intuitive input device and be comfortable with information being provided, such as Head Mounted Displays (HMD) or screen displays, are aspects that are generally overlooked in acquiring VRTE’s. However, VRTEs cannot replace full scale live training, but there is a general consensus that they can be used to supplement live training and allow users to gain cognitive and procedural skills using real life scenarios to enhance live training (McGrath, 2005). Nevertheless, VRTE’s have been known to be detrimental to training; the main factor considered to affect training in a negative manner is the lack of realism (e.g. cues, Field of View (FoV), motion, etc.) provided by the technology (Johnson et. al., 1999);(Smith, 2006).

The key to identifying the VRTE requirements is to analyse the most appropriate delivery method (lecture, discussion, self-study, etc.) and then evaluate the most suitable training
tool/technology. The general guidance on the choices of technology includes a list of possible benefits and metrics including: reduced cost, reduced time, increased availability for learning, and improved performance (EASA, 2013). To this extent, the defence systems approach to training quality standard (DSAT QS) based on the provisions of BS EN ISO 9001:2000, should be applied across all defence training. The standard prescribes a management framework for agile training that can be responsive to feedback from evaluation of a training exercise. Once a need has been identified, the standard necessitates that all training be derived from an analysis of the operational requirements.

Live training can be classified as the exercise of the operational platform while simulated training suggest the operational platform is not exercised but is replaced by another technology (i.e. the simulation) (Abma, & Maig, 2011). JSP 822 (2012) defines blended learning as: “A blended learning solution combines educational and training methods, media and environments to increase learning effectiveness and efficiency to meet specific training and education needs. These solutions can then be considered and prioritised within practical constraints such as cost, time, political and legal”. Thus, it is perceived that focus will shift from reasons for using VRTE technology to methods of developing VRTE and blended training capabilities at a lower cost (Hurley, 2011). Currently, VRTEs are used for the following goals, but it is essential for budget restraints to expand these goals to enable more training time on simulators than in live aircraft sorties (Kozuba & Bondaruk, 2014):

- Ease the workload on aging and expensive aircraft
- Maintain or increase combat readiness
- Build pilot experience base
- Serve as an aid to aircraft sorties
- Offset range invasion and weapons training

A better understanding of how virtual environments can be used to focus training efforts to improve transfer of training (ToT) is needed, which will invariably invite the necessity of knowledge acquisition of key stakeholders (instructors and other SMEs) on how best to use the technology. This will lead to a more agile training system that can justify the use of the blending mix for each planned training mission scenario and cost efficient management of resources (Gustavsson et. al., 2013).

4.1 Virtual Environments Critical Factors

VRTE systems convey a level of personal presence within the synthetic environment to an extent that participants have felt ‘immersed’ within the virtual environment. Currently there
are insufficient metrics to define the level of immersion conveyed by virtual environments (Kronqvist et al., 2016). Of particular interest, especially in military FoS decisions is how this sense of immersion relates to sensorimotor and cognitive performance of the student pilot. A fully interactive VE embodies visual, auditory, and haptic/kinaesthetic interactive component environments. However, due to cost and convenience many VE are created using subsets of the three components.

Computer simulations that generate the virtual environment (VE) can present the real world in an abstract manner and the human operator is allowed to interact with components of the VE through their responses being sensed appropriately and then coupled into the VE simulation. To this extent, field of view, display resolution, level of interaction, feedback mechanisms, etc. all contribute to the level of immersion experienced in addition to the level of task involvement which is pivotal to the sense of immersion (Stevens & Kinkaid, 2015). Haptic feedback provides tactile cues about the object that has been touched, collided or for pilot training - the sensation of the gravitational forces acted upon the pilot. Haptic / kinaesthetic feedback is difficult to achieve in real time scenarios and causes issues with human proprioception that relies on integrating forces that our whole body experiences to maintain a mental model of the surrounding VE and timing issues between all three environments. Visual Cues have been found to improve immersion and help the user gain a sense of presence within the simulation (Meyer et. al., 2012). The main types of VRTEs used for flight simulation training are described in Table 1 along with some advantages and disadvantage of acquisition.

<table>
<thead>
<tr>
<th>VRTE</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>Visual Representation</th>
</tr>
</thead>
</table>
| Reconfigurable Skills Trainer | - Negates the requirement for expensive multi console training equipment.  
|                          | - Allows team, sub-team and individual training. Hardware can support other training media.                      | - Cost of hardware, software and development.  
|                          |                                                                           | - Some loss of fidelity may be required to allow reconfiguration.            |                       |
| Part Task Trainers      | - High level of fidelity.  
|                          | - Permit multiple fault injections whilst not contravening health & life support aspects.  
|                          | - Provides realism for specific tasks                                    | - Cost.  
|                          |                                                                           | - Size.  
|                          |                                                                           | - Mobility, Accessibility.                                                  |                       |
| Full Mission Simulator  | - Allows students to experience and gain idea of actual situation.       | - Expensive and difficult to modify.                                         |                       |
|                          | - Environment and teaching situation controlled.                          | - At risk of subsequent updates to Government Furnished Equipment (GFE)      |                       |
|                          | - May be the only possible training medium due to danger of real world training         |                                                                           |                       |
|                          | - May be networked for federated and federated training systems.          |                                                                           |                       |
|                          | - Ability to replicate most fidelity requirements.                        |                                                                           |                       |
|                          | - Can provide the opportunity to improve unit collective performance wherever people need to practice expensive or dangerous activities under realistic conditions. |                                                                           |                       |
|                          | - Actively involve the learners in making decisions, playing roles and adopting attitudes. |                                                                           |                       |
|                          | - Simulators allow instructors to progress from simple to complex scenarios. |                                                                           |                       |

Table 1 Subset of VRTE (Flight Simulation) Tools
Fidelity is the level of realism presented to the learner, and is focussed on the technology used to simulate a particular learning environment. Hays and Singer (1989) defines fidelity as ‘the degree of similarity between the training situation and the operational situation which is simulated. It is a two dimensional measurement of this similarity in terms of: (1) the physical characteristics, for example visual, spatial, kinaesthetic, etc.; and (2) the functional characteristics, for example the informational, stimulus, and response options of the training situation (p. 50)”.

The unique measure for a VRTE can simply be described as how well the simulation formulates its representation, or its fidelity, which in turn can be described as the accuracy of the representation when compared to the real world (Stotz, 2000). To be more specific the formal definition of fidelity is ‘the degree to which a model or simulation reproduces the state and behaviour of a real world object or the perception of the real world object, feature, condition, or chosen standard in a measureable or perceived manner. The methods, metrics, semantics of models or simulations used to compare these models or simulations to real world referents in such terms as accuracy, scope, resolution, level of detail, level of abstraction and repeatability’ (Mowbray et. al., 2003). Resolution, error/accuracy, precision, sensitivity and capacity define the requirements of the simulation or model capabilities.

The fidelity of the model or simulation is expressed in terms of the relevant referent and the model or simulation capabilities. The training system/technology often attempts to emulate as many physical and functional stimuli as experienced in the real world. The current direction is to increase the physical fidelity (look and feel – displays, switches, HOTAS) and functional fidelity (dynamics or actions – flight model, weapons models), (Kozuba & Bondaruk, 2014). Fidelity for Human-in-the-loop (HITL) applications, such as VRTEs, can be categorised by specific sensory inputs such as: visual cues, motion cues, agent intelligence, noise effects, cockpit displays, tactile feedback, temperature effects, aircraft models, weapons models, sensor models, and environmental models. Physical fidelity refers to the degree of similarity of layout and feel of the VRTE compared to the real entity; visual fidelity refers to the degree data is presented to the user as a surrogate for the real world view to in effect minimise judgement errors during execution of training mission; environment fidelity refers to the correlation with the natural and tactile environment for the VRTE such as visual range being affected by rain. Physical, visual and verbal fidelity are fairly realistic, however, weather simulation often has a distinct lack of fidelity (Perey, 2008). Psychological fidelity is
the degree which the simulation manufactures the sensory and cognitive processes within the student pilot as experienced in the real world (Ghani, 2016).

For some time it is thought that high fidelity simulations (both visual and auditory) the feeling of presence can be very powerful (Vafadar, 2013), however, the lack of a complete objective measure this feeling cannot be verified. Nevertheless, high fidelity simulations does not necessarily transfer to more effective training and some lower fidelity simulations can assist in acquiring the details of training and education without the added complexity and physical configurations of high fidelity VRTEs (Wickens & Hollands, 2012). It may be that the lack of fidelity enhances the focus of the student pilot on general principles of communication, coordination and problem solving. Park et. al. (2005) has found that high fidelity training simulation can actually hinder effective training and learning especially because of over stimulus of novice students. This argument is strengthened by the work conducted by Hays and Singer (1989) whose research concluded that the VRTE does not need to exactly replicate the real world to provide effective training. They suggest that departing from realism may improve the training efficiency.

‘...there is some evidence from flight simulation that higher levels of fidelity have little or no effect on skill transfer and reductions in fidelity actually improve training. Reductions of complexity may aid working memory and attention as skills and knowledge are initially acquired’

– (Caird, p.128, 1996)

Hence, is the perceived objectives on improving the ‘look’ of the VRTE using visual, sound, and physical fidelity for improved training effectiveness pertinent, or should research be concentrating on using training goals and objectives to drive improvements in VRTE technology and therefore concentrate on the task which the VRTEs are expected to perform along with the level(s) of fidelity required to complete the training tasks? Irrespective, fidelity has proven difficult to clarify and apply in practice (especially for training), the qualitative terms such as high, medium, and low is generally used to describe a model or simulation (DoD, 2010). Since fidelity is regarded at the ‘goodness’ for simulations, an objective measurement offers benefit for describing and choosing VRTE for specific objectives and goals (Korteling et. al., 2013); the relationship between fidelity and training benefit has not been identified. If this definition could be determined, a fitness assessment of the simulation for a specific purpose can be implemented (sometimes referred to as appropriateness or suitability for a desired application). However, the benefits and cost effectiveness of training systems have not been fully investigated (Cohn et. al., 2009).
Measurement is focussed on the experience and opinions of users with regard to training effectiveness of the specific training technology used, thus, lacks the measurement of the real transfer of learning and retention of training for real operational conditions. The level to which training leads to readiness and enhancement of actual behaviour on the job should be the standard of measuring effectiveness of training (Alvarez et. al., 2004). (Fidelity is further discussed in relation to the methodology in Chapter 5.2 and throughout Chapter 7.)

For a decision on which VRTE system and blending solution to use during flight training, a firm understanding of the performance, complexity and capability of each system is a good starting point. Many researchers have discussed aspects of performance: Liang et. al. (2008), expressed the necessity of rapid response for real time audio images; Friston & Steed (2014), suggests latency is more important than visual resolution – a number of other researchers also carried the same view (Meehan et. al., 2003);(Phillips et. al. 2005);(Lippi et. al., 2010). Typically, the performance of a simulation will increase as the complexity of a model decreases; and it could be said that reducing scope/resolution often entails a loss of validity of the model. Thus, a trade-off exists between performance and validity. The purpose of the model, however, should give an indication of the acceptable threshold limits of these two parameters (Deniaud, 2015). Occasionally, the inadequacies cause perceptual conflicts that contribute to simulator sickness (Young, 2006). Thus, the understanding of the human perceptual system can permit trade-offs in various performance factors of the VRTE system.

The granting of VRTE approval has been primarily driven by the level of fidelity giving correlation between the features of the VRTE and associated equipment simulated to the production of ToT that is both positive and high (Hamblin, 2005). In human processing terms, controlling the aircraft is a divided-attention task, requiring the coordination and integration of big data, and procedures. Thus, pilots need to establish under what conditions to make control alterations with reference to the outside world or the virtual environment in order to assess their control accuracy. The objective with using VRTEs, especially low fidelity simulators, is the restriction of field of view (FoV) generally confined to a forward view; the virtual/physical aircraft instruments are quite small and sometimes of non-standard format, the aerodynamic aircraft model can be elementary, and the flight control can lack ‘real feel’ (Strachan, 2014). This notwithstanding, high physical fidelity may necessarily not be
required for training utility. In general, student pilots should perform better if feedback and a review of a previous executed flight and a preview of the manoeuvres in the forthcoming flight using desktop simulators are given (Rantz et. al., 2009). It is also reasonable to hypothesize that student pilots would not develop sufficient psychomotor skills for combat flight from training on desktop flight simulators, but they would be adequate for development of cognitive skills required to control an aircraft’s flight path (McLean et. al., 2012).

State of the art displays and control technologies within the cockpits had the premise of introducing computer based technology and automation and with it more capable systems. However, Multifunctional displays (MFD) led to an increase in pilot workload where the pilot is in danger of information saturation (Barbe et. al., 2012). The touch screen technology offered by the MFDs bring some advantages including, pilot interaction – intuitive operations, cockpit definition – space optimization and software flexibility. However, if they are not properly located, this could increase workload and degrade human-machine interaction (Young et. al., 2012), (see Volume II, Table III for criteria). The operational intent requires to be decomposed into specific functional requirements before dealing with allocation of pilot cognitive resource (Bestoso, 2005). There are strict specifications about the visual aspects of cockpit design within the military standards. Internal and external visual fields are of prime concern, the internal visual field signifies the cockpit scope that the pilot can see with natural vision line and the external visual field signifies the cockpit scope that the pilot can see without interference of airplane and cockpit structure (Zhang et. al., 2007);(Yeh et. al., 2013).

In most applications there exists a trade-off in fidelity for affordable or performance goals; a typical example is the resolution of representation for aspects of real world which are less relevant to achieve the simulation goals (McGrah, 2005);(Stewart et. al., 2008). Thus, the definition of the required level of fidelity has to be strongly associated with simulation scenario goals. The scenario goals are generally a measurement of MoP or effectiveness measurement of MoE. However, the focus of the simulation has to concentrate on the performance criteria defined by the MoP which are surrogates for the real world measures of mission success. In military simulations, the measures of performance (MoP) are used to judge how well the system(s) are operating in relation to the operational task and goals.

Fidelity is generally judged using subjective validation by SME, which can lead to incorrect conclusions depending on the interpretation of the goal aspects of the simulation. To simplify this discussion, the less error, the more accuracy and thus is deemed to have more fidelity
(Dunan, 2006), however, what is generally misunderstood is the accuracy of the simulation is
directly related to the simulation objectives and goals. Recognition of the object is more
important than an precise representation of the object i.e. if it looks like a fern tree on the
display it is perceived to be a fern tree which is positioned in this geological coordinate in the
real world (this perceived reality is the basis for standardization of data and descriptions in
the simulation and is referent for simulation results). The ability to articulate fidelity
requirements in addition to the estimation and measurement of fidelity relationships is
becoming and will become increasingly important as VRTEs become more prevalent in
training applications. There is currently a lack of agreement on the definition of fidelity,
however, there is a consensus on the aspects that are important to consider (Hess & Marches,
2009)), these are:

- A measure of realism of a simulation
- The degree of similarity, both physical and functional between simulator and referent.
- The perceived degree of representation within the simulator to a real world object,
  feature or condition in a measureable manner, this has to be in relation to simulator
  training goals

Realism has been the defining goal of developing VRTEs to the extent of reproducing, with
high fidelity, any real world artefact such as terrain, equipment failures, weather, motion, etc.
(Bamodu, 2013) without giving consideration as to what the objectives of such VRTEs are.
Technology designers have given little consideration of the use of such technology for
acquisition of K&S. Thus, there is a distinct development gap to the continued development
of VRTEs for use in training (Gerlach & Durak, 2015). Most flight training programmes
(including military programmes) have not evolved to keep in touch with technology, as such
there is a gap in knowledge of how best to develop training programmes utilising the
technology and even assisting in developing the technology to suit training better (ICF, 2013).
This notwithstanding, it is often overlooked that a VRTE does not train; it is a glorified
gaming system. The manner in which the VRTE is used provides training quality and needs;
the transfer of training (ToT) objectives and instructional aims to the VRTE are the important
attribute values for training in such virtual environments.

The decision of how much fidelity representing simulation characteristics is highly dependent
of the chosen VRTE specifications and the speed required for rendering; Jean (2008), states
the military have no standards to measure the performance or the benefits of simulation-based
training. This problem is accentuated by the ‘lack’ of knowledge to fully understand the
relationship between VRTE fidelity and organisational goals leading to misinterpretations of critical aspects of the application domain. The technical usefulness of acquiring a VRTE and deciding on blending mix is bequeathed to the consultations between decision makers who have little or no understanding of VRTE fidelity related to technical usefulness for the intended application and VRTE suppliers who want to sell high fidelity simulators for maximum profit (Reweti, 2014). Hence, an organisation that has multiple VRTEs might discover complications with the simulation appropriateness for the organisation’s intended purpose or suitability for combined use with other training devices/tools. It has become important to evaluate and compare the performance between VRTE sessions and VRTE configurations; the purpose of this evaluation is to provide a quality of training that translates into enhanced performance of real world tasks (Goldberg, 2005). The current MoP (subjective ratings) may be considered ‘derivatives’ of true information that discloses diminutive about the dynamic development the student pilots experiences during training programmes.

Some VRTEs can provide the facility to assess the behaviour of the pilot by providing adequate feedback to be used for analysis of organisational goals. The associated feedback from the VRTE indicates the degree of discrepancy between actual performances and the expected outcome of the mission goal. However, it has long since been thought that the training value is assessed through the degree of technical fidelity, latency times and motion systems (Borgvall et. al., 2008). Furthermore, there is an argument to be made about the choice of training technology based on cost and learning objectives rather than on the basis of technical or fidelity criteria, (Nyssen et. al., 2002).

4.2 Evaluating FTS Family of Systems

The main question that needs to be asked is ‘How to evaluate the effectiveness of simulation for air combat training using a blended mix programme of VRTE tools with modern advanced live aircraft with synthetic capability?’ To answer such a question key focus on what the goals and objectives are for the evaluation criteria, is needed. Addition questions include: Was the VRTE training effective?; How frequently is it needed?; Is the chosen blending mix used cost effective? The answers to these questions pose a further problem, one training tool might train a pilot quicker than others, but another provides a higher level of proficiency and performance. To compound the problem further, it is clear that certain ‘users of technology’ prefer (are more comfortable with) disparate layouts and visual cues than
others, also people learn better in different ways, which in a classroom is difficult to achieve (Bell & Kozlowski, 2007). This difference in comfort and learning styles could affect the performance in different ways (Lee, 2005).

Training of humans is a behavioural and cognitive event (Salas & Cannon-Bowers, 2001), and must be a systematic approach consisting on a number of tasks and learning objectives mapped to the design of the learning environment (for: practice (Lee, 2005); (Kennedy et. al., 2007), feedback (Hughes, 2004); (Sottilare, 2004), and performance measurements (Henderson et. al., 2000); (Cannon-Bowers, 2012)). A key goal for blended training is in gaining competencies for mission readiness (Chapter 4.2.1.1) thus it stands to reason that concentration in active learning with a VRTE should be the prime focus of the training system as active learning enhances the development of metacognitive (executive-level processes entailing knowledge, awareness, and control of activity involved in goal attainment (Ward et. al., 2012) and self-regulatory skills. Flight training revolves around the following techniques but not all of them are used in concurrent training programme designs (NAVMC, 2011):

- Individualism of training – rate of learning of each student is considered and this is fundamental to organising instructional training as they progress through the pipeline.
- Functional Context – course is set around mission scenario modules pertaining to aircraft control, manoeuvres and training objectives.
- Instruction sequencing – to ensure prerequisite K&S before training is acquired.
- Objective measures – training goals are stated that are measureable to give indication of student pilot progress or attainment.
- Minimise costs – substitution of more cost effective technology to meet training tasks.

Most evaluation techniques come from parameters of the training technology rather than the student pilot’s performance. For training to be effective, a correlation between the two measurement techniques is needed (Jacko, 2012). More specifically the VRTE should assist in evaluating reaction, learning, behaviour, and goal outcomes as can be seen in Figure 11.
Reaction can be appraised about the performance comparability using the chosen blending mix with a baseline scenario; learning can be directed to the achievement of minimum objectives (ICF, 2013). Behaviour can be categorised as the correct decision making ability to react to a learned process during training on the chosen blending mix and the results are directed to the impact of the training on organisational objectives (generally, the main focus is on cost effectiveness and the transfer of learning (K&S) onto the student pilot – generally referred to as MoP). Knowledge in this context can be described as instructional objectives to learn about something or to learn how to do something (declarative or procedural) and a skill how to action something using the training technology. Low fidelity and commercially available flight VRTEs provide performance measurement capability, which can be mapped onto cognitive measurement techniques for respective students.

The decisions on the training effectiveness with the blending mix should be judged on the performance of the tasks within the mission scenario and evaluated in term of the overall task performance: safety, efficiency, and effectiveness (satisfying multiple goals) (McAllister, 2013). Unfortunately, relating decision quality to overall task performance is extremely difficult to achieve: to manage information, cognitive work, communication, and actions that must be accomplished within a fixed time or event window. The understanding of which tasks take priority over others and prioritizing these must be clearly understood (IATA, 2013);(Thomas & Lee, 2015).

There is clear indication that a flight simulator that successfully imitates the aircraft goes some way to effectively train a pilot, which intern reflects a pilot’s proficiency in operating the aircraft (Neville, 2011). Evaluation of performance conducted in this way constitutes a determination on the readiness of the pilot to perform his duties in a live environment. Assessing student’s progress, the criticality of the task, its difficulty and the frequency with which the task is encountered are needed for each mission scenario (ICF, 2013). The output of which is used to assist decision makers to train to the level of ‘awareness’. The assessment of how well the student pilots achieve the objectives using the chosen blending mix is used to validate the training

The main metrics for progress through the training pipeline include attributes such as: hours flown, accuracy of manoeuvres (from post mission briefing) and K&S levels, which are considered to be dynamic variables that give an indication of changes in performance (Everson, 2013). For example, student pilots who are performing well in all chosen blending
mixes should show improvements in the attributes in the right direction i.e. decrease in accuracy deviation. Hence, effort needs to be more focussed on monitoring and measuring performance of student pilots using the blending mixes on real world tactical problems that require the use of K&S and the capability of the training technology to provide the correct training levels to successfully complete the mission objectives in order for an objective measure of performance to be calculated. Benchmarking will set a standard for the performance measurement attributes and performance will be compared to this; students whose performance is improving, therefore, will gradually approach the benchmark standard. Evaluation of training systems is multi-faceted and includes reactions to training, attitude, K&S of student pilots and capability of the blending mix and the impact of performance measures to the next planned training mission (ICF, 2013).

In order to establish quantifiable outputs from the FTS, gaining a sense of what inputs to consider for analysis is needed. One of the obvious inputs to consider is the quality of the student pilots who are going to be processed through the training pipeline, however, other inputs to consider include: teaching activities, the instructors, types of aircraft and VRTE used in the training programme and the goals and objectives which accompany them. Thus, any resource within the training programme is required to meet a quality standard (for this thesis concentration is given to a subset of these aforementioned attributes). The outputs for consideration include the performance outcome of the mission scenarios or more importantly the training scheme as a whole (the training programme is a scheme of instruction); furthermore, attention will be given to the blending mix environments and configurations as they are integral to the training activity. The outputs should be able to assist in estimating the most effective and efficient quantifiable choice of which training system/technology and configuration environment (aircraft or VRTE) to use for which training mission scenario and associated goals for each student pilot at a specific point in the training pipeline. The outputs are calculated by considering the attributes of the inputs into the FTS and identifying relationships between them in order to obtain metrics to calculate which training environment to use, as per Figure 11, to successfully achieve the main goals and objectives of the current training scenario (see Chapter 6 & 7 for allocation of attributes for MoP and MoE).

4.2.1 Pilot Education & Performance Considerations for Blending Mix Choice

‘In fighter flying, a panic message is the greatest of all crimes. Practice on the ground the exact words you will use to cover any situation in the air. Say it over and over again until it becomes automatic’ – Group Captain Reade Tilley, RAF.
Overall effective performance of a FTS includes two categories containing both human factors and technical systems that must be synergistically integrated operationally (Mavin et. al., 2013);(Yang et. al., 2014), as in Figure 12.

The process of information transfer from instructor to student pilot is crucial to effectively improve pilot performance. Higher levels of communication (briefings) need to address mission objectives and any technical issues in performing the mission (See Volume II, Table II); open communication between student pilot and instructor can lead to a greater understanding of mission goals and blending mix constraints: communication can determine the success or otherwise in achieving goals. In flight, performing a tactical mission scenario where stakes are high, communication effectiveness is essential and is one of the primary means to enable student pilots to develop and coordinate activities in order to achieve mission objectives (Wihl, 2015). One of the key factors is the ability of the decision maker to have an indication of the quality of interpersonal relationships with the student pilots being trained and how they will relate training in the chosen blending mix. This inevitably leads to the encouragement and exchanges of information relevant to the tasks at hand.

The management of student pilot’s workload and Situation Awareness (SA) can dramatically affect performance (Gundert et. al., 2012). Pre-flight preparation and planning is fundamental in relieving some of the pressures of workload and SA (Bell & Kozlowski, 2007), especially with disparate technology capabilities and configurations. The controls and procedural tasks finish the representation of the user interface. Clear understanding of the two categories
should provide insights into management of the training system and assist in identifying any weaknesses within it.

‘The picture we get of good Captains who are planful, anticipate difficulties, use time during the normal phase to prepare for higher workload periods, and who are ahead of the curve....I suggest that the good Captains, by articulating plans and strategies...helps build a shared mental model for the situation. It enables to make suggestions, coordinate actions, and offer information that contributes to solving the problem and making the decision’ – (Orasanu, pp.13-15, 1990)

Markers associated with situation awareness and workload management categories are as follows (Flin et. al., 2003);(CAA, 2013);(Fernandes & Braarud, 2015):

- Being aware of stress factors that can reduce attention
- Actively monitors environmental system and instruments for relevant information
- ‘Look ahead’ – Prepares for expected or unforeseen (possible) situations
- Workload condition is clearly understood, communicated and acknowledged
- Ensures the additional secondary tasks are prioritized
- Recognises when limits in own human capabilities is reached and reports
- Plans before manoeuvres to avoid high workload conditions
- Ensures relevant parties are aware a status of flight and self.
- Recognised potential distractions and takes appropriate preventative actions.

One of the difficulties in training pilots is some students possess excellent ‘stick and rudder’ control, but management of information input especially in modern cockpits is sometimes of greater importance and difficult to train than pressure tasks. The ability for a pilot to direct attention to relevant information in a cockpit full of touchscreens and illuminating indicators is an important factor, especially in disparate blending mix layouts, as familiarity in high workload situations will reduce risk.

“When considering the acquisition of some high specific knowledge and skill, certain laws of skill acquisition always apply. The first of these is the ‘power of practice’ – acquiring skill takes time, often requiring iteration practice in retrieving a piece of information or executing a procedure.”

– (Higgins and Howell, 2004)

In training individuals (especially adults), personality and character differences has to be taken into account, some of the more prevalent differences between individuals include:

- Aptitude (ability to learn a certain task), (West, 2011)
- Personality and learning style (learning styles), (Xu, 2011);(Yanardener et. al., 2014)
- Prior experience (context for learning), (Perrota, 2011)
- Coping with stress (correlation between stress and performance), (Delahangi, 2011)
- Attitude and motivation (attainment), (Cummings et. al., 2012)
- Cognitive processing skills (memory span, processing speed), (Grossman, 2011)

To correctly operate a complex advanced cockpit, the development of SA moreover hand-eye coordination and the mental capacity to maintain spatial orientation in a time critical operational task has become one of the biggest challenges in modern flight training as cognitive skills are harder to train and these psychomotor skills are desirable but difficult to train with adult pilots (ATSB, 2007);(Li & Harris, 2013). During the learning process aspects of skill become more automated (via muscle memory) and the demand on working memory decreases whilst at the same time the importance of perceptual speed increases. Thus, the success of the training system is not just down to the organisation and decision making processes but also the available blending mix, and the character and personality of the student pilot(s). Understanding the relationships between these attributes is significant for a successful flight training system, moreover than the type of VRTE to use.

A training programme should concentrate on competency (demonstrated ability) and readiness (Vermeulen et. al., 2014), which can be described as the ability to use skills taught in training, in the ‘heat of battle’ (CASA, 2009). Hence, the high level goal of the training programme is to teach a level of competency with the ability to attain readiness (CAAP, 2009). The training system is also required to be flexible and adaptable to allow standardised training for every student pilot, but also adapted tailored training that is student specific (Smit, 2012). Humans inherently have the characteristic of learning at different rates and optimisation of these rates may require different training tools/blending mixes (Stevens et. al., 2015). The process for choosing the blending mix should allow for identification of which training technologies best suits each student pilot; additionally, the decision maker must have the ability and guidance to personalize the training for each student to achieve a common standard of training.

Scenario based training emphasises the development of critical thinking, flight management, and flying skills, a skilled pilot might experience during operations (Ayers, 2006). The main goal of training in the VRTE is to accelerate the acquisition of higher level decision-making skills and airmanship, by using the mission tasks developed by SMEs to strengthen the required levels of training attributes. The use of the VRTEs is perceived to allow for recurrent training to achieve a level of readiness, which can be validated in a mission scenario involving real flight (Thatcher, 2007).
There are three states or outcomes to transfer of training (ToT): positive (improvement of real world performance), nil (no effect), or negative (degraded real world performance) (Alexander et. al., 2005). Training concentrates on the positive aspects of the ToT and it is deemed that the percentage of ToT in the first hour is higher than in the second, and so on: consequently the effectiveness diminishes over time (Krausert, 2015). Negative ToT occurs when an individual applies incorrect methods and techniques learned in one environment in another environment and this is often a real hazard in configuration settings for individuals; and often used as an argument that VRTEs must have high fidelity characteristics to assure that no bad habits are learnt that are subsequently transferred to a real-world situation (Bell, 2007). Thus, the practical implementation of VRTEs used in flight training is that pilots train themselves using the tools provided in direct control, support and guidance of instructors (Nisansala et. al., 2015). This notwithstanding according to Persing and Bellish (2005), the cost of development of simulation models increases exponentially as fidelity increases which puts a cost burden to training budgets, which is contrary to the government objectives for military training.

Identification of appropriate blending mixes for efficient ToT is both dependent on the stages of learning of the student pilot and the selection and feedback of prior training mission scenario executions using various systems (technology) of the FoS (Rantz et al., 2009). The data gathered from VRTE’s along with subjective assessments in associating blending mixes to mission scenarios and student pilots continue to evolve during the lifecycle of the FTS to gain knowledge of the most cost and time effective blending solution for progression and identification of appropriate levels of FoS characteristics needed for current training (K&S) levels. The link between ToT and fidelity is a crucial but a highly contextual issue with the levels of fidelity required for training tasks to be determined for achieving desired levels of training without over investment. The argument of high fidelity training that can closely emulate real world conditions can effectively train and aid in the transfer of learning into the real world might be misleading without considering the stage of the learner (Astwood et. al., 2010). It has also become recognised that the more familiar a pilot is with a simulation or training system/technology design for the transfer of learning, the greater amount of fidelity attributes they needed to sustain adequate transfer of learning rates (Bilotta, 2013). Thus, it is important to distinguish the roles of fidelity for training and assessment, with the goals of the training tool and the stages of the learners. As a result, the concept of learning and assessment must be viewed as complementary to training.
4.2.1.1 Pilot Readiness

"Experience is that marvellous thing that enables you to recognise a mistake when you make it again."

- F. P. Jones

Readiness is one of four components for preparedness, namely force structure (resource numbers), modernization of forces, and sustainability (Dunn, 2013). Readiness can be obtained from the ability to perform a manoeuvre correctly after a number of repetitions, without error, over time (Chapman & Colegrove, 2013); (Rostker, 2014). Thus, a small force could not be considered prepared and likewise a more sophisticated and better equipped force could not be considered prepared if inadequate training was prevalent. Therefore, a fully manned unit with modern equipment in perfect working order would be classified as not ready, if it trained for only a brief period of time. With resource restrictions it has become clear to military decision makers that fixing readiness than modernizing and enlarging their forces is vital for being prepared. Readiness is maintained by the successful repetition of appropriate mission scenarios periodically as a function of pilot experience (Yang et. al., 1996).

One of the key issues with readiness is a term called the ‘startle’ factor (Martin et. al., 2012). This describes the ability of the pilot to manoeuvre an aircraft in the training environment correctly with the occurrence of an unexpected event, however, once in real flight the same unexpected occurrence causes a startled feeling in the pilot: this is perceived as the difference in feeling safe on the ground (i.e. no danger whilst given a high degree of danger in the air). As a result, training in the VRTE must include the ability to supress the startle response, confirm the situation, and then apply measured and proportional corrective inputs during a realistic training mission scenario (Martin et. al., 2013); (EASA, 2015).

Currently, a level of proficiency across a range of tasks is used to measure readiness levels; once a participant reaches a minimum level of proficiency in a range of tasks, they are declared as ready (Levy, 2006); (GAO, 2015). Therefore, it seems natural to identify the relationship between blending mixes and proficiency for the different levels of fidelity. The analysis must be robust enough to indicate whether it would be more cost effective to increase retention and retain experienced pilots or fly more mission repetitions in a VRTE. The analysis must make clear:

- Whether the mission scenario must be flown or be executed in a VRTE, or can be either. (this will be based on tasks and level of flight goal accuracy required)
• The importance of the tasks within the mission scenario (for choices in times of reduced availability of resources)
• Periodicity – how frequently a certain task must be performed.

The analysis should consider the nature of training in increasingly complex exercises intended to improve proficiency and hence readiness (Marken et. al., 2007). For the student pilot to qualify in any mission scenario, they must meet the minimum standards prescribed in the associated MoPs and MoEs. (MoPs identify knowledge, skills, and abilities related to the process, MoEs identify quantifiable mission outcomes). Performance can be defined as completing a task to some set standard. This standard includes rating performance in time, distance, quantity, accuracy, or even an objective evaluation (Franks et. al., 2014). The assessment of training must balance the need for realism against the expected threat; pilot and blending mix capabilities; and safety. (See Chapter 6.5 for the readiness metamodel used in the methodology).

4.3 Pilot Attributes in Relation to the Systems of the FoS

‘The winner (of an air battle) may have been determined by the amount of time, energy, thought and training an individual has previously accomplished in an effort to increase his ability as a fighter pilot’

– Commander Randy Cunningham, USN

Situational Awareness Factors

Situation awareness (SA) is crucial for good decision making in dynamic systems, such as aviation and is critical when considering capability and suitability of blending mixes for acquiring levels of K&S for the student pilots. SA is defined by (Endsley, 1995) as ‘the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning and the projection of their status in the near future’. SA can also be defined ‘as the continuous extraction of environmental information, the integration of this information with previous knowledge to form a coherent mental picture, and the use of that picture in directing further perception and anticipating future events’ (Jeannot, et.al., 2002). SA is defined by Hjelmfelt & Pokrant (1998) as ‘Goal oriented and not-task oriented’. Tasks are performed through a mission to accomplish goals, but the goals remain relatively constant for the duration of the mission. Based on SA, one makes decisions to do certain tasks to accomplish the high level goals’, (Nofi, 2000). Despite considerable research of SA, currently there still is no universally accepted definition or model of the concept (Endsley, 2003);(Salmon et. al., 2006);(Panteli & Kirschen, 2015).
SA considers dynamic events and situations and has the effect of allowing the HITL to give meaning to the situation. SA is viewed as a localised parameter to the individual but is influenced and maintained by the training technology and simulations; but is not the ability or knowledge of how to act. This knowledge is gained from the mission goals that are translated, to a degree of understanding, by the pilot of what processes and information is deemed relevant for the mission using the chosen blending mix. In evaluating SA for a mission scenario, current and past events need to be considered when concerning decision rules. These decision rules are based on behavioural models and trained actions. These decision rules are relevant to the current value of SA, as future actions depend on the current decision that is actioned (Mantovani & Casterl-Nouvert, 2003). It is important that relevant information presented by the training technology during mission execution is maintained in working memory (Burgon, 2014), important rapidly changing information can be sampled when needed and then once actioned upon, can be forgotten, and rules for training should be compliant with ignoring irrelevant information (Strybel et al., 2008), which could cause issues in disparate layouts of technology.

‘Know and use all the capabilities in your plane. If you don’t, sooner or later some guy, who does use them all, will kick your ass’
- Lt. Dave Pace, USN, US Navy Fighter-Weapons School Instructor

Measures of SA provide an index of how well pilots are able to acquire and integrate information in blending mixes where there is competition from a number of indicators, displays and the environment for their attention (Bares et al., 2010). The FoS is concerned with the manner of displaying important feedback information to enable acquisition of data (based on the mission goals) under operational conditions (Skaffin, 2010). Of interest is what ‘costs’ the pilot faces in terms of improved situation understanding when used in context of all other displays in the systems of the FoS (blending mixes). Designing systems that assist in improving SA for pilots is vital for improving training efficiency and increasing performance outcomes (Bullemer, 2013).

Analysis of SA should include pilots information gathering, interpretation of current situation, including tasks relating to in-flight decision making with regards to mission planning, navigation and tactical flight (Kozuba & Bondaruk, 2014). Conceptual modelling of the scenario can give an abstract delineation of situations that are of importance, for example current position of aircraft is known with a possible future situation if state of system is unchanged. The action of the pilot can reveal how the current situation is perceived, what
information the pilot has attended to and what the pilot finds important for action to occur. An undesirable outcome is when the pilot acts with incomplete SA when the pilot believes it to be complete e.g. confusion on symbology on a display causes incorrect pilot decision making and associated actions on erroneous awareness factors.

Some of the difficulties of SA to be considered for each system of the FoS is summarised by Endsley, Bolte, & Jones (2003) as:

- **Attention Narrowing** – System needs to support multitasking activities across multiple goals and decisions. Focussing on one activity for prolonged period of time can lead to high risk situations.
- **Workload** – Increased workload can decrease information acquisition, increase fatigue and other stressors.
- **Data Overload** – Too much information, rate of change of data can lead to an overloaded situation in the pilot.
- **Out-of-place Salience** – Too much visual features, bright lights and colours can overwhelm and distract pilot’s attention.
- **Wayward Mental Models** – The events causing certain system behaviour needs to be known by pilots. Comprehension and projection relies on the pilot understanding how a system operates being triggered by events. This understanding forms the pilot’s mental model of the system.

SA fashions critical input, but is separate from pilot decision making that is the source of all subsequent pilot actions. For SA, the pilot perceives with his senses some object within their visual field / environment along with its properties (colour, size, location, etc.). Based upon knowledge and experience gained along with other recognised objects, the pilot gains a holistic representation of the environment, grasping the significance of objects and events and generates a world model; which leads to a projection of possible future events. This projection allows the pilot adequate knowledge (and time) essential to decide on favourable courses of action to meet mission objectives; and uses the training technology to exercise the actions. The abstract view of the world for decision making is illustrated in Figure 13 (Meystel, 2001).
From Figure 13, the model can be extrapolated in relation to planning, estimating mission success and student pilot performance as planning the mission requires *a priori* knowledge of the general behaviour required by the pilot using the chosen blending mix to action the tasks for mission success; this requires a world view of the flight path and the associated environment that might be encountered with the estimation of the number of activities / actions required by the pilot to control the aircraft course. Knowledge of the blending mix capabilities with respect to visual, physical and functional fidelity is needed to assess the constraints of feedback information available for the pilot to make efficient and accurate decisions on based the new received world model. The update of SA, from sensory inputs, is needed to make a value judgement on the next state of behaviour that pilot is required to action. In execution of the mission scenario, this process of updating SA based on feedback information continues as the pilot progresses through the mission tasks, where the student will compare current flight state with the mission requirements. SA, therefore, is a critical component for decision making (Endsley, 1991).

With technology (VRTEs and aircraft) being developed in a technology-centric view has created a condition where pilots need to search for information they really need, leading to poor SA, high workload, and multiple opportunities for errors to occur (Chialastri, 2011). In training, these factors need to be managed. Visual perception stimulates the pilot’s information acquisition process from the cockpit display and out-of-the-window (OOTW) observations (within a simulation environment the OOTW is a function of the virtual system).
The pilots activity comprises of both periodical sampling of information associated with the demand and the particular task being conducted at a specific time. Certain demands require the pilot to intentionally focus on a specific task and thus a specific type of information to support confirmation of the task is required to be processed by the training technology (Corker & Guneratne, 2003). The pilot behaves within certain constraints and thus certain assumptions have to be made by the pilot, as an example:

- The pilot should apply a different scan pattern according to the availability of OOTW information provided by the blending mix.
- Overlapping areas of interest should signify a conflict and thus an inattention to the instruments. Decision making ability of the pilot would permit attention to the appropriate information outlet at the correct time within the flight.
- In order to account for disparate functionality and display layouts of the cockpit, the pilot should gain a generic fixation on control settings to gain familiarisation to commonly used information outlets within the cockpit or simulation.

The multitasking capabilities of pilots involve the primary role of vision. Each visual activity can have a priority associated with it; the procedure for the pilot to scan the OTTW and the user interface (UI) can be separate procedures within the full task of activities (Shy et. al., 2002). The product of these procedures should determine the likelihood of a successful mission and may lead to the identification of emergent behaviour within the pilots visual scan pattern using the constraints of the chosen blending mix. These scenario events can lead to the identification of possible human error based on current knowledge about the systems capability and performance strengths and weaknesses. In seeking to minimise performance deviations to expectations some key human performance capabilities have to be considered to develop a better understanding of the sources of performance creep (CAA, 2013). Capabilities include (Lee et. al., 2005); (IFALPA, 2012):

- Perception/discrimination – Issues can include but not limited to misinterpretation of object recognition and communication misunderstanding using the technology.
- Situational Awareness.
- Intention Formation - Goals are models in terms of events and actions (tasks), Priorities drive the process and in a multi-goal/task environment priorities may dynamically reorder and lead to incorrect intended actions when processing the change.
- Attention – Attention weights can change dynamically over sub-elements of a complex and demanding task. Thus, attention strategies may be adopted and change in the course of performing a complex task using disparate layouts / configurations of technology.
• Memory
• Expectancies – Successful performance depends on the anticipation of the probable future events. The pilot’s ability to perform routinized tasks under high workload conditions involve multiple trained tasks each competing for processing resource.
• Execution – Actions executing motor movements. Task execution has a time limited attribute, executing a task outside the constraints represents a performance deviation.
• Workload – Competition for tasks to be executed in a short time frame calls for strategic workload management for pilots. Error occurs when too many tasks require attention and cause pilots to skip less important tasks and cause performance creep.
• Effects of stress.

As the functionality of training technology is increasing pilot decision making and performance is pushed further towards the limits of human capability, which increases the potential for confusion, additional workload and loss of situational awareness for the pilot (Casner et. al., 2014). Research is continuing to investigate into factors that affect performance attributes of the pilot (Mayer et. al., 2012). These are categorised into headers task variables (pilot interfaces with aircraft controls), environment variable (temperature, noise, lighting etc.), procedural variables (trained SoP for the pilot in scenarios), and pilot-centred variables (pilot personal characteristics) as per Jirgl et. al. (2014), each of which can influence and affect pilot’s SA. It has been found that most losses of SA have been attributed to needless complexity, coupling, autonomy and inadequate feedback of training technology (Woods, 1996);(Gray, 2012). (See Chapter 6 & 7 for integration of SA measures in the methodology).

**Workload Factors**

Workload has been defined by Garner and Murphy (1979) as a set of task demands, and as an activity or accomplishment. The goals of the task, time allowed, and the performance levels are the task demands, Wang et. al. (2013); availability of technology, information required and stress are factors in consideration. Performance measures give a good indication of workload, as it is perceived that as workload increases, performance scores decrease; furthermore, motivation and learning are factors that could influence the performance metric. Laudeman and Palmer (1995), considers the workload measure to be based on a logical connection between workload and task constraints, and not on theory.

Pilot workload can be described as the cohesion of mental and physical effort required to fulfil the perceived demands of a specified flight task (Cummings et. al., 2009). Mental workload effects are directly associated with the work task in relation to the characteristics
and experience of the individual performing the task. If task demands are too high or too low increases the likelihood of degradation in human performance. With the invention of the Heads Up Display (HUD) and VRTE systems, technology matured and with it the operational requirements for training pilots needed to be upgraded to keep up with new technology insertion and aircraft system functionality. This emerging technology presents a new challenge with pilot workload. With the number of displays, switches and buttons as well as different cockpit orientations there is a danger of the pilot becoming saturated to the point that flying the aircraft was a secondary concern (Petitt, 2012). However, with the VRTE systems it is now possible to seek familiarization with layout, displays, symbology, etc. of the cockpit before implementation.

Workload can also be defined as the human resource expended when performing a specified task (Sang et. al., 2011) or characterized by the interaction between interfaces of a system and task and the operator’s resource capability, motivation and current state of mind (Mehler et. al., 2012). Workload assessments can be evaluated focusing of technology characteristics of the blending mix and integrated into a SA evaluations. This presents important information to pilots and decision makers of mission scenarios to enable more intuitive approaches of presenting training goals and objectives using appropriate training technology / blending mix with concentration given to situational awareness and workload factors (Olson, 2007). (See Chapter 6 & 7 for integration of Workload measures in the methodology).

4.4 FTS Decision Making Strategies

The primary decision making strategy is predominantly developed by consultation with SMEs were the probability of selection of the correct decision on a time line basis for each task is decided (Beaubien et. al., 2015). The goal for the pilot is to develop situation awareness by perceiving future events and moreover hazards, which are present in events that could lead to undesirable future events (Mayer et. al., 2012). The pilot should systematically identify and list any hazards associated with any flight plan using the chosen blending mix, including external influences caused by the environment that could affect the objectives on the scenario and the level of situation awareness of the pilot; the risk elements are described in Figure 14.
Task-specific information required to construct the mission scenario attributes was obtained by studying various task analysis and through consultation with SME’s from the RAF. The main tasks under observation are:

1. Sustaining speed of the aircraft to mission plan
2. Maintaining heading of the aircraft to mission plan
3. Being aware of aircraft location at all times
4. Control of altitude of aircraft to mission plan
5. Management of time constraints during mission
6. Following appropriate SoP, especially during poor visibility conditions

These tasks have a direct impact on navigation, they do take time to execute and time, especially for quick decision making under pressure, is of limited resource in making navigational decisions. The mission scenarios should be designed to reduce the time available to the pilot to make navigational decisions with the time constraints becoming stricter as pilots continue through to further stages of the pipeline, (Damas et al., 2011).

In more advanced complex automatic systems the humans role has changed from being less involved in active control of the system and more pre-occupied with activities such as: perception, monitoring, evaluating, communication, and problem solving (Donmez et al., 2010). Two primary phases of flight has the tasks consisting of monitoring the state of the aircraft and maintaining up-to-date representation of that state i.e. updating the belief state to match the real state. Skilled pilots actively check for a number of events and conditions that do not occur in the scenarios, such as: late changes in wind direction that are direct dependencies of the mission scenario task (Hohmann & Orlick, 2014). In order to obtain a realistic workload level inclusion of these sorts of checks in the model are required.
A typical architecture to formalise the flow of control from task analysis is shown in Figure 15 where each block describes an activity (Act,) the pilot has to action in the tasks, which is a modified version of the task analysis structure described in Keller et al. (2003). The dashed lines represent optional sub-goals which may not occur on every scan pattern of the pilot, the shaded boxes indicate some information may be required to perform the action. (See mission planning sections of Chapter 7 for task analysis in the methodology).

### 4.4.1 Human Performance Factors Affecting Choice Of Blending Mix

‘*Human behaviour, either cognitive or psychometric, is too diverse to model unless it is sufficiently constrained by the situation or environment; however, when these environmental constraints exist, to model behaviour adequately, one must include a model for that environment.*’

- (Baron, p.6, 1984)

Measuring performance is especially relevant when the requirement is to develop methods and metrics to assess the effectiveness of blending mixes for training purposes and for predicting mission readiness of pilots, i.e. transfer of skills to the real world (Harrison, 2014);(Evans, 2015). Individual behaviour, performance levels and strategies explain how or why a particular outcome to a mission scenario occurs. Sample output measures include accuracy of performance to a baseline, timeliness of actions, and number of errors. The delineation of behaviours can assist in developing performance measures: from various literature reviews these behaviours can be placed into 5 categories (Carretta, 1992);(Rodgers, 1993);(Staal, 2004):
1) Demonstration awareness of surrounding environment
2) Recognising problems
3) Anticipating a need for action
4) Demonstrating knowledge of tasks
5) Demonstrating awareness of important information.

The specification of training objectives needs to be identified in the mission planning phase (Jenkins et. al., 2008); these include critical tasks and conditions and the specific learning objectives and with it the specific MECs embraced by the mission scenario using the specified system of the FoS (chosen blending mix). The learning objectives of the mission include behaviours which are deficit in the student pilot(s), those which are subject to skill decay, or those which are difficult to perform that need frequent practice. Thus, mission planning has to consider the importance of obtaining an estimated performance measure for respective student pilot \textit{a priori} to undertaking the mission (Gehr, 2004).

\textit{‘Performance means initiative – the most valuable moral and practical asset in any form of war’} - Major Sholto Douglas, RAF

The examination of expected to actual behaviour can be used as measurement data to support feedback and future training needs for particular student pilots (McAllister, 2013). Mission training advocates a subjective assessment of performance during all phases of training, these are a sequence of plan, brief, mission execution and after action reviews (commonly known as post-mission brief) (Smith, 2000). Objective measures can be used as a basis of comparison with subjective measures to reflect whether attitudes reveal what actually happened during execution of the mission scenario (Foster et. al., 2009). The generation of a pilot model to predict behaviour based on subjective data is deemed to be inaccurate for the complex HITL system due to ‘Startle’ factor that could affect the pilot at any point in the flight. According to Parasuraman (2002), human factor inputs into the system functionality requirements of the blending mix, should reduce errors within the real-world operational field and thus assist in created error-tolerant designs.

\textit{‘A mismatch between the functionality as specified by the designer, the operating environment (i.e. procedures) and the user’s requirements for the system or his/her mental model of system functionality...[resulting in] inefficient system performance, errors, and possible adverse performance including accidents.’} 
- Parasuraman et. al. (2002, p.7)

A Human-centred design and evaluation process method is shown in Figure 16, which is amended from Hooey (2002). This method can be used to identify system and display
designs and associated procedures, which may lead to errors due to incompatible design to task and behaviours required to achieve system goals with HITL operations.

Figure 16 Human-Centred Design and Evaluation Process (amended from Hooey, 2002)

The process integrates task analysis, technology and operational assumptions into system requirements, which are then instantiated as the defined system. The iteration loop within this process allows for performance evaluation, definition and integration of procedures. The HITL and HPM can be applied to investigate the human decision process and behaviours; the process is evolved into the process workflow design for the FTS for scenario precision estimation with the ability of recursion and multiple technology (blending mix) assessments. (See Chapter 6 for design of Workflow process).

Levels of minimal performance must be identified and the performance level of the student must be tracked (Franks et. al., 2014). Once the acceptable performance is known, it should be used to make decisions regarding the student progression, whether to repeat the mission scenario, change blending mix choice configuration or remediation / intervention, is required. This criterion is important as it allows an assessment of training attributes that is more helpful than a ‘check-box’ system (Hardison et. al., 2015). Thus, the success of the training programme is not just down to the organisation and SME decision making processes but also the character and personality of the student pilot(s) and the capability and suitability of blending mix choice(s). Understanding the relationship between these attributes is crucial, moreover, the type of training technology/tool to use for a successful training system.
4.4.2 FTS Effectiveness Measures

In systems, the FTS can be described in terms of an integrated network of people, technology and other resources that accomplish some objectives and/or goals (Brannen, 2014);(Tamarskar et. al., 2014). The introduction of new technology with the increase in automation will require the pilot to gain an additional understanding of how the system functions. This should increase the technology confidence of the pilot and give an understanding of what the limits are.

The progression of student pilots through the flight training system should concentrate on the acquisition of K&S for mission readiness. A skill is described as a task performed to a specific level of competence or proficiency that generally requires the manipulation of controls and instruments; competency is derived as a skill performed to a specific standard under controlled conditions (Bullet, 2010);(Mavin & Roth, 2014). To encompass these factors and in an attempt to advance this type of competency-based training (Beaubien, 2015), the training methods include elements such as:

- Pre- and post-mission briefing sessions to inform the pilots what is expected of them and allow an opportunity for questions to be asked. The post-mission brief is used to feedback to pilots their performance with the chosen blending mix, with advice on how to improve in future training missions.
- Classroom based instruction includes both media-based and discussion forums to impart knowledge and techniques from instructor to student. This classroom time has the unique property to be tailored to individual pilot’s needs.
- Training technology are used to become comfortable with instrument and control layouts with approaches, and to become familiar with the concept of switchology (master of checklists and flows) that can be done without the added distraction of the motion of a live aircraft.
- Live aircraft is essential for a pilot to gain appreciation of how a real aircraft handles. Training with live aircraft gives the pilot a chance to explore the boundaries of controlled flight and how to recover the aircraft from troubled states (stalls, spins, etc.).

A formal method of predicting operability and performance issues during the training programme has been the goal in modern flight training for a number of years (Levy, 2006);(GAO, 2015). Flight training operability must be defined in terms that are relevant to flight operations but also to training and technology developers (Petford & Frank, 2009);(SDI, 2015). Operability goals and objective measures should be established to determine compliance or satisfaction with the requirements. The operability assessment must assist in
identifying operational system drivers (training attributes), critical requirements (organisational objectives) that are significant influence on operational costs, performance factors, training schedules and risk. The training attributes have a direct correlation to main objectives and goals of training (Fletcher & Ward, 2014). Two methods of assessment have been developed to assess student pilots: the first is to use normative results that compare student’s performance to peers and rank where the student is in relation to others; the second method uses a comparison to a benchmark where students are graded to how accurately they match the benchmark solution (ICAO, 2013). Most training systems have a robust method in place for controlling and tracking input attributes to keep track of progress and K&S levels attained for each pilot (Smaili et. al., 2013). The management of a structured feedback system should consider the process as a standard activity and have the ability to detect any deviations from the standard, thus, be able to put in place any remedial actions to correct the deviation (Keller et. al., 2003b) (i.e. deviation: student’s slow progress in attaining a specific skill, remedial action – additional practice and skill specific concentration). Schnieder (1985), discusses some fallacies relating to skills training; there is a risk of boredom which accompanies repeated concentration because the task is a familiar one, and perhaps the primary goal of skills training is not for accurate performance but for consistent improvement, not detriment, in performance for each student pilot.

To model the performance to planned goals of the tasks in the mission scenario it needs to be possible to evaluate positive and negative behavioural outcomes and its expected outcomes. This includes the elements of the perceived ease and difficulty with which an individual is able to perform the trained behaviour (Sparko et. al., 2010) on the specific training technology / blending mix used for execution of the mission scenario. To strengthen this concept, practicing what they have learned in real flight is essential for monitoring pilot performance as they progress through the training pipeline. Some theories of behaviour and behaviour change emphasise the impact of technology on behaviour; technology can perpetuate unsustainable behaviours, some of which may replace instinct and decision making with innovation and change the behaviour of pilots (Shove, 2010).

The proposed methodology in the thesis suggests a multiple set of quantitative metrics and qualitative data to be included for qualifying scenario performance within the workflow process (baseline performance level, self-assessment questionnaires); the evaluation on blending mix configurations are based upon mission scenarios, which are designed to enhance
pilot performance and situation awareness, the pilot’s decision making effectiveness, and the overall performance-based outcome of the scenario. Therefore, is it important to decompose the mission tasks and evaluate the effect of OOTW view and decide whether this view is a critical component of the K&S to be trained and whether any possible negative Transfer of Training (ToT) will occur.

4.4.3 Transfer of Learning

Transfer is defined as ‘the change in the performance of a task as a result of the prior performance of a different task’ (Cormier & Hagman, 1987). The transfer effectiveness ratio concentrates on the time or trial to reach a performance criterion after the transfer to a live environment and thus gives a long term indication of on the job performance rather than just proficiency in the training school (Grossman, 2011). The minimum acceptable performance of the pilot should be based on three simple categories (Burke, 2007); (Grossman, 2011):

1. The observed behaviour during flight (virtual and live)
2. The range of acceptable performance of mission goal(s) – the range of acceptable performance should be based to reflect real-world operational requirements consistent with safety.
3. The applicable conditions – the type of training technology the mission is being performed on as well as the surrounding environment which may affect the behaviour of the pilot (e.g. weather, aircraft configuration, personal / emotional conditions of the student, etc.). A further condition which is sometimes overlook is the condition which the proficiency checks are taken, i.e. has the range of accuracy measurements taken account the direction and force of wind, pre-mission state of pilot or other technology/system or environmental conditions.

Learning and performance are highly coupled and task dependent (Tubsree & Tubsree, 2012); (Gibbons, 2014), i.e. the ability for K&S transfer depends on the similarity of the practice and transfer tasks (Chiaburu, 2005). Factors to consider for these transfers to occur are (Cheng, 2008):

- Cognitive outcomes – declarative knowledge, knowledge structure, and cognitive strategies.
- Skill-based outcomes – skill accumulation and automaticity
- Affective outcomes – motivation and attitudes.

These factors indicate different propositions for performance as well as approaches to measurement (Velanda et. al., 2007). Within the blended mix of training technology, performance must be decomposed to its constituent elements to provide a more accurate
feedback on student’s performance (Alipour et. al., 2011). There are actual performance measures from various data sources and those derived from decision maker (SME) judgments. Kilpatrick (1976) schema classifies training effectiveness evaluations by abstract functions or questions, however, the schema is easily adopted for this proposed methodology by the suggested usage of data collected by training surveys (questionnaires and interviews), training analysis (forecasting training effectiveness for chosen mission scenario in comparative study), and performance-based research (effects of training in task execution), which are set by a number of training objectives. Summers (2012) and Stevens et. al., (2015), provides further insight in research designs for assessing the effectiveness of military training devices. The effectiveness of training can transpire by a number of activities for evaluation (IATA, 2012):

- Identification of specific measurements – what to measure.
- Assessment of performance measures – collection and use of measures.
- Use valid and reliable performance measures.
- Work within the constraints of the evaluation – measurements in relation to the technology available or use a surrogate model to estimate the measures based on empirical data.
- Use baseline scenarios to control the research situation – obtain a greater degree of control over any experimental situation.
- Use of analytical models at early stages, permit evolution of models as more data is available – cost of producing model will reduce after each successive execution during it lifecycle. The model is required to be updated and revised to reflect performance-based results to determine test conditions and estimate circumstances that are currently unknown.
- Include judgmental measures to supplement performance or analytical data – provision of the ‘human’ judgment is needed to account for individuality in the evaluation of training effectiveness.

The methodology proposes methods for the extent to which data from performance measures can be attributed to the use of training technology/systems. Performance measures can be grouped into two broad categories:

1. Subjective measures based on human judgement
2. Objective measures based on actual feedback from technology/observations after execution of training mission

The proposed objective measures are based on how effective the training directly enhances the performance of individuals; an advantage of quantifiable indexes of training effectiveness can be mathematically manipulated to predict effectiveness and used to develop trade studies between technology suitability, capability, performance and cost attribute values. User
reaction to the training system / blending mix is an important measure for training effectiveness. Gaining a view of the impressions of the system, especially collating negative reactions to training technology can give an indication of how the individual or groups will interact with the technology for training purposes (Nisansala et. al., 2015). Reactions on training objectives using the technology can provide vital insight of the face validity (useful for the training scenario) of the training technology.  Mavin & Roth (2015) provides some examples of a formal assessment of student pilot’s reactions.

4.5  FTS Current Trade-off Options

Training in the UK progresses from initial flying training basic to advanced fighter training, successful candidates will then undertake operational conversion unit. RAF flying hours for jet pilots is between 180 and 240 hours per year (18.5 per month on average). Of these hours, 150 hours (12.5 hours per month) are believed to be minimum hours to ensure safety. An additional military element is added for tactical manoeuvres adding up to minimum 3 hours per month for a total of est. 186 annual hours on average (180-240 hours). Flight-hour-to-simulator ratios vary by stages in the pipeline and who is managing the training syllabus; for initial Hawk training there is about a 5:1 (live:VRTE) ratio using a legacy syllabus (140 flying hours and 28 VRTE hours). It is envisaged a new syllabus under development will have the ratio est. 1.8:1 with a reduction of flight hours from 140 to 106, and an increase in flight simulator hours from 28 to 60 (MOD, 2013).

Practice on tasks could occur in VRTE and evaluated in a live exercise; verification of proficiency should remain firmly in a flying event with much of the training occurring in the VRTE (NDCAF, 2012). Both live and VRTE training concentrates on the acquisition and improvement of a skill(s) by giving more practice to respective skill(s).

Research in the domain area have drawn some conclusions, which are largely based on those who have aviation experience (Plat et. al., 1991);(Haar, 2005);(Blumel & Haase, 2010);(VRS, 2014):

- Live training is definitively needed for perceptual-motor skills
- VRTE is extremely useful for switchology, introduction, practice, procedures and rehearsals.
- VRTEs are not a direct replacement of flight hours, but are complementary to for reduction in training deficiencies (bought on by task load and increased complexity).
• Tactical functions can be learned in a VRTE and then evaluated in live flight (distributed simulations are generally more cost effective to execute with VRTE).

• VRTEs, when not supervised correctly, can incur inappropriate responses; they can give a false sense of accomplishment and achievement.

• There is a gap between the introduction of the VRTE used for training and the ability to translate its use to readiness and proficiency improvement.

A number of trade-off options between live and virtual training are available (Schank et. al., 2002);(Kirby et. al., 2011), these are:

1. Add VRTE hours to flight hours to ‘theoretically’ gain greater pilot proficiency; costs increase and this type of trade-off is questionable if pilots are already meeting minimum readiness with flight hours.

2. Substitution of flight hours to VRTE hours; Pilot readiness currently with this trade-off is based on a number of assumptions and is deemed to be a cost saving in real terms. Issues like availability of suitable fidelity VRTE to match task difficulty and evolution of syllabus for pilot qualification has to be overcome. (Qualification is time limited (has periodicity) and will vary by task complexity).

3. Modification of training programme (event, periodicity) to achieve readiness for available flight and VRTE hours with current minimum readiness levels. This trade-off concentrates on the training programme when budgets are tight and number of available resource decline.

4. Modify the minimum readiness standard to account for greater VRTE hours at the expense of flight hours. This is to ensure the number of qualified pilots remain at current levels in time of budget and resource constraints.

5. Modify training system to achieve maximum pilot proficiency with available budget and resources (i.e. equipment, personnel). Additional variables are needed to be analysed within the training system (e.g. simulator fidelity, aircraft availability, human factors, etc.) to form the core of progression and mission scenario assignment to resource.

These trade-off options are based not on quantitative assessments, but on subjective (qualitative) opinions without considering capability of the training technology / blending mix to provide necessary levels of K&S to enable the student pilot to attain a level of proficiency.
4.5.1 Understanding Trade-off Relationships

It is likely that there will be a number of emergent behaviours (e.g. resources will not be saved or readiness not maintained (or increased)) once trade-offs are investigated and implemented and the complexity will have hidden constraints. This complexity results from the relationships between the attributes, and expenditure on higher fidelity VRTEs or synthetic mixes within live aircraft may not improve efficiency of training if the relationships between relevant training variables constrain the improvement. The attribute values under consideration include: individual performance, tasks, technology configurations, personal characteristics, availability, aptitude, cognitive retrieval, capability, K&S, scenario planning and management.

It stands to reason the more training functions a VRTE can do the more complex events can take place, which can affect the objective of the pilot in attaining greater levels of proficiency and therefore readiness (Kennedy et. al. 2014). It becomes clear that a formalised understanding of the relationships (mathematical representations) representing the constraints could lead decision makers in gaining knowledge of the interactions between the attributes and the cost and benefits of trade-offs between available technology resources. However, the organisational objectives need to be clearly understood in formal relationships that can be mathematically manipulated to determine what factors are important in the analysis i.e. is it important to reduce cost?, maximise efficiency?, or a multi-objective goal where trade-offs between conflicting objectives have to be considered.

For the basis of the research it is deemed that classroom training does not play a significant role in any trade-off decision, as the classroom training clearly plays an important role in the training lifecycle (Scott, 2010). Furthermore, classroom training is a precursor or adjunct to both virtual and live training, as a result it is excluded from the trade-off analysis (Malmin & Reibling, 1995a;b);(Katajavuori et. al., 2006), but is an essential feedback measure to evolve training styles and methods.

4.6 Chapter Summary

Current flight simulator training is not viewed as being as valuable as real flight training, and key components of pilot experience using VRTEs is still missing (realism, feedback upon change of state of aircraft), but there is a general consensus that they can provide complementary training to reduce deficiencies. Additional data is needed to analyse the effect on proficiency with repetition and the degree of acceptance of the simulator as a
training tool and not as a glorified gaming machine. It is clear that economic and resource constraints can affect readiness of pilots as such, decisions need to be made about where the trade-off needs to occur. Additional pressures to training managers will be undesirable to the training system if technology and economic resources are not available to train the next generation of fighter pilots.

Significant technological advances in fidelity have improved productivity and realism in modelling, simulation, and distributed training, however, there is still little change in the trading-off / balancing between live and virtual training, and choosing the correct blending mix. One of the serious problems yet to be overcome is the poor fidelity of the simulators compared with the actual aircraft, especially regarding the physical fidelity characteristics. Detailed understanding of human factor issues hold the key to the success of blended training as without taking factors such as, resolution, stability, FoV, distortion, etc. may ultimately result in a VRTE system that is difficult and awkward to use. Currently, metrics to understand the relationship between technology and human factors are in the infancy and little understanding of trade-offs seem to exist. A user centric approach relating to human factors should drive technology development as well a more detailed understanding of the human visual, auditory and haptic/kinaesthetic systems. The training and prior experiences should allow the student pilot to apply K&S to act on unforeseen or planned occurrences during a mission scenario using the chosen blending mix (Dismukes et. al. 2007). Additional information including questionnaires on K&S, self-efficacy, situation awareness, stress, and motivation with using the chosen blending mix may provide additional information related to human factors and performance to enhance training technology evaluation techniques to consider more of the end user of the system, which directly affects readiness in relation to training goals. Mathematical modelling, such as Monte-Carlo processing is not a suitable substitute for realistic pilot-in-the-loop evaluations as user feedback gathers more useful data than a distribution analysis based on possible future events.

Without any performing metric to match the human operator to the training technologies, designing and choosing the correct FoS system and FoS Configuration will be merely subject to opinion for a varied selection of SME’s all with different views (i.e. the windows or MAC argument). Thus, if suitable metrics were to exist, then quantifying the benefits of a particular FoS system for an operational task would be beneficial to decision makers. Once a set of metrics have been established, the real benefits of all systems can be realised and subsequent costs of acquiring such technology can be reduced to suit a particular need.
A ROSETTA FRAMEWORK FOR MODELLING AND SIMULATION

“On two occasions I have been asked (by members of parliament), ‘Pray, Mr. Babbage, if you put into the machine the wrong figures, will the right answers come out?’ I am not able rightly to apprehend the kind of confusion of ideas that could provoke such a question.”

- Charles Babbage

Outline of Chapter

This chapter describes the advantages of using the strengths of both qualitative and quantitative data within one framework structure proposed by an implementation of the theory of ROSETTA within the methodology to assist in the development of surrogate models that can be used for modelling and simulation of a complex multi-attribute problems to aid in the decision making task by providing measures relating to design solutions. The concepts of fidelity characteristics of technology are discussed and how they relate to the effects of training in relation to trade-studies between available training technologies (blending mix); with further discussions regarding the objectives of the analysis with respect to providing blending mix solutions within the flight training system and the potential benefits of using the ROSETTA framework for decision support. The chapter concludes with a synopsis of architecting a mission scenario to ensure traceability of performance and goal success of the mission along with the perceptions of human related characteristics and behaviours with respect to interaction with technology that will affect performance outcomes.

Mixed Method Research Integration within the ROSETTA Framework

The compatibility of integrating both quantitative and qualitative data into one model is dependent upon the fundamental values between the two and their relationship to the research method (Venkatesh et. al., 2013). Evaluation of the data using analysis techniques can then be used to check the importance of understanding and assist in making uniformed decisions, with the belief ‘that the world is complex and stratified and often difficult to understand’ (Reichardt & Rallis, 1994, p.88); thus, often requires iteration of the analysis method to check understanding and can lead to acquisition of new knowledge.

The qualitative approach concentrates on induction to theory and data analysis and incurs a subjective relationship to research process, whereas the quantitative approach concentrates on deduction in the theory and data analysis and objectivity in its relationship to the research
project (Eickmeyer & Gruhe, 2010); (Bendansolli, 2013). It is now thought that using strictly quantitative approach in complex problems involving human interaction within the system would not sufficiently capture the complexity of the problem. However, it is hard to argue against that both approaches incurs some bias on values based on the person conducting the research, thus, mixed method approaches attempts to remove the bias by allowing the researcher to see both types of data and make a subjective opinion based on both (Wall et. al., 2015). Both methods, however, must meet appropriate criteria for rigour and both must be complete i.e. each should stand alone.

The mixed method approach used to gather data for analysis in the prototype workflow process is not designed to replace the more traditional research methods, but works to utilize the strengths of both in the same research project to minimise the weaknesses of the individual approaches (Johnson & Onwuegbuzie, 2004). Using the perception that both individual approaches are seen as real reflections of reality, if each approach delivers contradictory results this could be an indication of different perspectives or a biased development of judgments and thus lead to the knowledge that one or both approaches are in need of redesign for a clearer picture of the real world. The integration of both approaches in a single research project is to challenge the underlying assumptions of the two approaches themselves and question or highlight any biases used in each.

5.1 Introduction to Relational Orientation

The preservation of relationships during the transformation process from requirements to the designed system model is the prevalent task for systems engineering design; nonetheless a FoS/SoS is not ‘designed’ but rather assembled and integrated. Tracing requirements through the FoS entails not just the specification of how individual systems must operate but also how the systems interoperate and communicates with each other to deliver the required capabilities. Thus, tracing of relationships through the definition and decomposition process of systems engineering is an integral part of FoS requirements traceability and is preferable to be accomplished at the architectural level (Salmon et. al., 2015). The benefits of traditional systems engineering approaches such as the Dependence Structure Matrix (DSM) is it can help characterize the dependences / requirements (Johnson, 2010). Dickerson & Valerdi (2010) describe relational transformations as incurring the ability to provide a mathematically based formalism for model transformations that permit precise computation of the transformation of parameters used to model a system. The methodology integrates and
extends the work done by Suh (1998) on axiomatic design. The formalism is established in
the theory of models in mathematical logic but has been adapted to the practice of
engineering.

5.1.1 Why use a Specialisation of ROSETTA for the FTS

“If we are to achieve results never before accomplished, we must expect to employ
methods never before attempted”

– Sir Francis Bacon

In early stages of system design there are typically a number of competing designs;
simulation of the alternatives is used to explore variations for designs and process
enhancements. The derivation of mathematical models to accurately describe real world
problems is, most of the time, overwhelming and an improbable task due to the complexity
of multi-attribute problems and inherent ambiguity of characteristics that these problems may
possess (Ganguly & Krishnamurk, 2015). Simulation provides systems engineers with the
ability to study the SoI under specific scenario conditions. With the models describing both
the systems architecture and the scenario representation under computational control, analysis
of behavioural parameters for system performance should be possible before the
implementation task is performed.

M&S adds to the strength of the QFD approach by creating quantitative transformations
between the input and output variables; the difficulty is then identifying the surrogate models
which will best describe the relationship or sensitivity between an input parameter
(requirement) and an output parameter (design metric) of the framework. The model
characteristics can be based on historical knowledge that can constrain the exploration space:
physics models that can model physical properties of designs by using previous mathematical
function solutions that have proven to accurately describe the relationship, or data gathered in
file format from real tests (Meyers et al., 2009). One of the simplest practices for design
space exploration is the response surface methodology (RSM) (Scott et al., 2011), which is a
key enabler for performing rapid trade studies and to explore the effects of system attributes
on system responses.

The ROSETTA framework captures the behaviour of the M&S environment in the area of
interest by using the RSM to encapsulate a set of surrogate models (response surface
equations (RSE)) around the M&S environment. The RSEs enable rapid execution of the
simulation and permit trends across the design space that should be easily understood and
quantified by users (or decision makers) of the framework and thus assist in optimisation and
influencing the magnitude or strength of the relationships to be represented in the main body of the framework. The RSE provides a direct translation between information contained within the RSE and the information elicited by SMEs. The desired relationship, therefore, concentrate on the design of experiments (settings of each variable in the framework) between the requirements and the design metrics. The mappings describing the relationship, is performed by a transformation frame. These mappings then leverage the mathematical foundations of relational orientation as discussed by Dickerson & Valerdi (2010) to ensure precision. If the sensitivity between a metric and requirement vary as a result of other assumed values of other metrics, then this implies that sensitivities cannot be represented by a single value (as per QFD), but with partial derivatives that are functions of the other metrics.

RSEs are polynomial regression of the model; therefore, the behaviour of the M&S environment can be explored through the behaviour of the mathematical functions (Ajao et. al., 2012).

These surrogate models create a prediction profile within the ROSETTA framework that specifies the sensitivity of one metric to one response; the result of which should determine any coupling between metrics. The prediction profile includes hairlines which are used within trade-studies to reflect changes in system relative to a change in system parameters enabling the decision maker to determine the appropriate system output using the RSEs and hence use the M&S framework to determine whether the change still satisfies all customer requirements and objectives and whether additional trade-studies are needed (see ROSETTA 1&2 in Chapter 7 for further details).

ROSETTA uses a subjective approach to develop the relations between framework parameters. This desired relationship can be obtained using a modified version of the M&S approach taken in Technology Identification, Evaluation, and Selection (TIES) method (Mavris & Kirby, 1999), producing the needed information through exploration of the full design space within the ROI so a parametric environment is required to capture the behaviour. These surrogates are typically continuous functions through the design space: it is possible to visually and mathematically examine the shape of the design space. The general form of a second-order RSE is shown below, where the error term ($\epsilon$) is assumed to have a normal ($N(0,1)$) distribution

$$R = b_0 + \sum_{i=1}^{k} b_i x_i + \sum_{i=1}^{k} b_{ii} x_i^2 + \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} b_{ij} x_i x_j + \epsilon$$
Where,
\[ b_0 \] is the intercept coefficient.
\[ b_i \] is the regression coefficients for the linear terms.
\[ b_{ii} \] is the regression coefficients for the quadratic terms.
\[ x_i \] are variables of each input variable which affect the response.

Surrogates are created by selecting an appropriate Design of Experiments (DoE) and executing this on the actual codes. If the assumed type of surrogate model does not meet the desired accuracy, then a new form is assumed and a new DoE is created; the process is repeated until acceptable surrogates are created. The added advantage of using a mathematical approach in this way is to provide complex knowledge in a M&S environment in a computationally inexpensive way, leading to better allocation of resources and assist in traceability and decision making tasks from the requirements definition and allocation process through to system realization to address the research question (Tashakorri & Teddie, 2006).

As a result of this mathematical simplicity, the RSEs in the prediction profiler should permit portability and the ease of understanding; and allow the SMEs to decide on the magnitude and shape of the relationship: this will be highly dependent on the assumptions about the given problem and how much information has been provided about the domain of interest.

### 5.1.2 Modelling Differential Equations

‘One expects a mathematical theorem of a mathematical theory not only to describe and to classify in a simple and elegant way numerous and a priori disparate special cases. One also expects ‘elegance’ in its ‘architectural’, structural make-up. Ease in stating the problem, great difficulty in getting hold of it and in all attempts at approaching it, then again some very surprising twist by which the approach, or some part of the approach, becomes easy, etc. ... – all this is much more akin to the atmosphere of art pure and simple than to that of the empirical sciences’.

- The Mathematician by John von Neumann (von Neuman, p.196, 1947)

The sensitivity between requirements (input) and design metrics (output) can be interpreted as the slope of the tangent to a response surface and any point. This two dimensional surface can be a simple straight line and the sensitivity may depend on both the value of X and the amount of change \( \Delta x \) about that point. The objective is to evaluate the sensitivity at some nominal point \((X_1, X_2)\) such as the point defined by the mean or median of \(X_1\) and \(X_2\). At any point, the sensitivity of the model output, \( Y=f(X_1, X_2) \), to one of the inputs \((x_1 \text{ or } x_2)\) is represented by the rate of change in \( Y \) per unit change in \( X \). This is the slope of the surface at
that nominal point in the direction of X and is expressed as $\frac{\partial Y}{\partial X}$. If the relationship between Y and all of the inputs is linear, then the response surface is a flat plane and each of the partial derivatives at each point \((X_i, Y_i)\), will remain constant regardless of where the point is on the surface.

For differential equations, a derivative function is used to specify the change of state variables; thus at any time, a given state and an input variable, the only known parameter is the rate of change of the state; thus, the state at any point within the response curve/data has to be computed, in this case, by virtue of adjusting the hairlines and with it the magnitude of the partial derivative slope. Hence, the state variable ‘s’ is represented by the current change in ‘t’ of the variable representing the state ‘x’:

$$\frac{ds(t)}{dt} = x(t)$$

And the output ‘y’ will be equal to the current state:

$$y(t) = s(t)$$

The partial differential gives a powerful mathematical relationship between independent variables, which can be used as a measure of robustness that can be visually examined when overlaid on a graphical display with either the surrogate model(s) or the actual response data measured between the two variables. For a robustness metric the partial derivative value should be minimised, however, trade studies have to be performed to maximise or minimise the output \(y(t)\) depending on the requirement objectives of the system. The trade study analysis problem is further exasperated when multiple relationships exist between multiple independent ROSETTA framework parameters, consequently, the problem then involves trade-offs between optimized system outputs and desirable system outcomes.

### 5.2 FoS Model For Assessment Of Blending Mix

Understanding the relationship between the VRTE capabilities and the required training goals should allow the tool to be used to achieve training objectives (Boosman, 2014). Having a certain standard of VRTE will permit the rostering of the pilots to the most suitable tool to economize on real flight training hours. It is necessary to qualify the training devices (MAR-FSTD, 2011), the configuration of VRTE, and tasks to enable a checking facility on which tasks can be performed to achieve the current planned training goals, which is comparable to the latest ICAO document 9625 (ICAO, 2009) (see Volume II, Table IV for a brief summary). The tolerance levels are dependent on specific features and are established with SME
consultation on aspects such as: switchology/buttonology, pilot UI, performance (range, accuracy).

Some tasks require a limited number of sensor inputs, i.e. instrument flying generates less motion and visual cues than basic flight manoeuvres (Emre, 2016). The general rule of thumb being used when simulation is possible within human sensory limits is: the FSTD is capable to replace actual flight, thus F(A) = R, where A is the simulation model, and R is the actual flight. Where the simulation effect differs considerably from reality, the lower boundary rating is given for the respective task being trained. Thus, it is important that the models used for training in the VRTE should be consistent with the level of training sought. This subjective rating for minimum levels is done within the qualification of the FSTD (JAR-FSTD, 2008) and the associated tasks to be flown are rated by SMEs who should consider the levels of K&S required in relation to the capability of each disparate training system/technology.

The uses of MBSE graphic modelling techniques to model the system in manageable blocks represent greater clarity in the assessment process. The ROSETTA frameworks provide structure against which assessment on suitability of the technology/FoS system can be performed to provide a transparent mechanism for SMEs, managers and students. The suitability assessment should be driven by the mission scenario training attributes, which will describe the intent that the technology should satisfy.

To add to the complexity of choosing the correct blending mix is the advancement of emulation (synthetic) functions on live aircraft to reproduce training elements for sub-systems and weapons. A single element of training may be conducted in the synthetic environment for some of the repetitions and a live re-enforcement activity to ensure ToT. If the competency or task being trained is adequate to be evaluated in a VRTE then the decision is easy, however, time and stress factors are a critical aspect of the specific task then the synthetic environment on a live aircraft maybe the only way to ensure ToT for this competency level. Of key considerations are to ensure that every training mission is well planned and of value, and that the performance is evaluated to clarify that ToT has occurred (Ayers, 2006). To enhance the physical fidelity feedback to the pilot, the mission tasks are performed and evaluated in a live environment and comparisons in the performance levels between ground based and airborne training environments can be completed to ensure competency and that a level of readiness has actually been achieved.
The issues surrounding these aspects is revolving around the amount of fidelity actually needed to satisfy training goal(s), as per brief discussions in Chapter 4.1. The increase in fidelity leads to increase in costs, increase in cost often leads to fidelity compromise (Williams et al., 2004). A number of objectives required for decision support are (De-Braun, 2007):

1. Train pilots with a blending mix to gain experience from strategic to tactical levels.
2. Integrate LVC elements within a common synthetic environment
3. Ability to practice mission scenarios to meet objectives within proficiency tolerances
4. To meet organisational goals to training
5. To allow tailored training for individual pilots.
6. To achieve a level of pilot readiness for operational needs

To link these objectives to the fidelity of VRTEs would be beneficial in improving the MECs of the training system for improvement of pilot readiness for the front line (Colegrove & Alliger, 2002). The facility to assess, track, and compare performance of pilots on each blending mix would provide meaningful information of the choice of technology to meet operational goals. The mission scenarios used for the assessment should represent a spectrum of difficulty. The choice of blending mix/system then should be made on the basis of cost and learning objectives rather than on the basis of technical or fidelity criteria (Nyssen et. al., 2002). Before training can commence in earnest with any training system the pilots must familiarise themselves with the switchology and buttonology (look, shape, and feel, and functionality) of the training technology in the cockpit to aid memory and execution of SoPs. These SoPs have to be memorised by pilots and evaluated before actual flight can progress reflecting motivation, safety and good pilotage. The relationship between fidelity and ToT can be misleading if consideration of the learning aptitude and stages of the pilots is ignored. Prediction of performance in the real world and the measure of capability and suitability of a VRTE tool to ToT is effected by: the learning stages of the student; the ‘comfort’ and ‘confidence’ of VRTEs to adequately train the appropriate levels of K&S; and pilot’s own opinion of use of such technology. Current data about the VRTE success may reflect the instructor effectiveness with the pilots or the pilot’s motivation in real flight rather than the degree of VRTE effectiveness and ToT (Roessingh et. al., 2009).

Currently physical fidelity approaches dominates training design for transfer, and the lesser known psychology fidelity, which concentrates on a training system as a series of experiences that build key skills from basic to strategic to more complex adaptive skills (Kozlowski, 1998), has been generally ignored. The logic of psychology fidelity is based on the use of
theory to design simulation experiences that induce cognitive processes that are critical to performance requirements in the target domain (Graham, 2004). Buttonology refers to how interaction via keyboard, joystick, mouse, etc. and the mapping between the real world and the simulation world becomes a problem due to the inappropriate interface of the VRTE. It is known that more time practicing these functions and familiarity with layouts and interfaces, issues become less evident during mission scenario execution (Kennedy et. al., 2010). During practice, however, if the simulations become easier to execute, repetition needs to be limited so that they do not become ineffective as a training tool (Haslbeck et. al., 2014). Slight variants of configurations or training goals can give new motivation for reaching learning outcomes. It is this process which can assist the decision maker to decide which fidelity of VRTE can be used to effectively evoke the required response from student pilots based on SME declared ToT levels (Boosman, 2014). The fidelity dimensions required for the FoS assessment using the ROSETTA frameworks is kept at a high level of abstraction and the fidelity characteristics of concern for the research project is listed in the Table 2, a modification of the PERFORM project (Estock et. al., 2006).

<table>
<thead>
<tr>
<th>Fidelity Dimension</th>
<th>Fidelity Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visual</strong></td>
<td><strong>Motion (beyond the scope of this thesis)</strong></td>
</tr>
<tr>
<td>Visual Scene Display Field of View</td>
<td>Platform Motion</td>
</tr>
<tr>
<td>Visual Scene Display Resolution</td>
<td>Manoeuvring Motion Cues (e.g. G-cueing)</td>
</tr>
<tr>
<td>Visual Scene Display Object to Background Contrast</td>
<td>Disturbance Motion Cues (e.g. Engine Out)</td>
</tr>
<tr>
<td>Visual Scene Display Detectable Lag</td>
<td><strong>Physical (Cockpit)</strong></td>
</tr>
<tr>
<td>Visual Scene Quality of Information</td>
<td>Shape and Layout of cockpit Controls and Displays (switchology)</td>
</tr>
<tr>
<td></td>
<td>Content and Operation of Cockpit Controls and Displays (Buttonology)</td>
</tr>
<tr>
<td></td>
<td>Ergonomic Control</td>
</tr>
<tr>
<td></td>
<td><strong>Audio</strong></td>
</tr>
<tr>
<td></td>
<td>Aircraft Operating Status Sounds (e.g. Engine Noise)</td>
</tr>
<tr>
<td></td>
<td>Aircraft Alerting Sounds (e.g. Viper Spiked Alert)</td>
</tr>
<tr>
<td></td>
<td>Communication (e.g. Synthetic AWO)</td>
</tr>
<tr>
<td></td>
<td><strong>Task / Psychological Fidelity</strong></td>
</tr>
<tr>
<td></td>
<td>Simulation Object Model Accuracy</td>
</tr>
<tr>
<td></td>
<td>Student Pilot Feedback Relationship</td>
</tr>
<tr>
<td></td>
<td>Performance Feedback (to Baseline)</td>
</tr>
</tbody>
</table>
The effectiveness of training scenarios, and more holistically the training syllabi, used with a specific VRTE is measured by examining pilot’s performance to a comparable ‘benchmark’ (Baseline). The difference in performance is determined by both objective and subjective performance data and from previous completed mission scenarios (Symons et. al., 2003). Mathematical functions are then used to define relationships between K&S elements and the fidelity dimension, which also accounts for the strength, direction (positive or negative correlation) of the relationship. The functions are used to describe the changes in training effectiveness with a given fidelity level. Symons et. al. (2003) developed a rating criterion to encapsulate the relevance of a mission scenario to evaluate the air-to-air K&S elements.

The ability to establish a quantitative relationship between simulator fidelity characteristics and training attributes will provide information to enhance the value of training programmes that uses various blending mixes to train pilots. This measurement system provides addition strength to current feedback systems and is designed to work together synergistically to leverage current learning processes for both student pilot and instructor. This active learning process (Kozlowski et. al., 2001) promotes a mastery and understanding of the task domain and places training objectives, rather than performance objectives at the foremost in the training system; the sequence of practice shifts attention from basic K&S to more complex knowledge and strategic skills using the available blending mixes as the training programme progresses through the pipeline.

5.3 Analysis of Organisational Objectives

The flight training system problem involves a number of non-deterministic systems for which a number of non-commensurable objectives exist. The main objectives for the flight training systems are to reduce cost of training and to improve pilot readiness for the front line using blending mixes. These objectives are multifaceted and negatively correlated. It stands to reason that using the more expensive real flight option for training will lead to greater pilot readiness and more efficient acquisition of the relevant K&S and stress management. However, there is an argument that more advanced technology being used for flight means that workload for the pilot is more directed at system management and monitoring while the technology in the flight management system (FMS) (Wagener & Ison, 2014), notably the fly-by-wire, will take care of the more complicated flight demands. This has led to more interest in training within VRTEs to ease the economic pressures of real live flight for training purposes to familiarize the pilot with cockpit and MFD control and monitoring tasks. With a
number of disparate VRTEs with multiple configurations available and a diverse scope of training attributes the blending mix needs to be capable of satisfying, a combination of qualitative and quantitative (mixed method) data sets should be used to optimize a training programme for efficient progression of students through the pipeline.

The aspect of training should be based on obtaining the correct mix of K&S to produce an effective training system concentrating of the ToT in relation to business and organisational goals. When considering the choice of blending mix to use, attention has to be given to both the goal(s) of the training and the information required to improve effectiveness of K&S levels. The choice, therefore, should be based on a number of factors surrounding instructional effectiveness, e.g. geographical distribution, platform availability, budget, and content stability. However, research in the choice of which technology to use has found no significant difference for learning effectiveness (Miller et. al., 1997); (Higgins et. al., 2012). There is also an argument that good design in instructional process will compensate for less than ideal choice of delivery media (Kirkwood & Price, 2012); (Rajkoomar, 2013).

The systems architecture should give information about the differences between the technology choices in order for a rational decision to be made about which technology to use for which training scenario. Furthermore, it may result that there will be more than one solution that will satisfy the training goals. The choice then must be based on a disparate set of considerations, such as: buttonology/switchology, cost and availability. The art of the designed architecture is to assist in and provide more accurate trade-off decisions. For each training stage, a description of desired performance and rules need to be clearly understood for the student pilot to be successful in gaining the relevant K&S, hence, the blending mix has capability attributes to provide the means of leading them through a learning process and find their own desired learning rate.

Probabilistic analysis along with self-assessment feedback is required to ensure training progress through the pipeline ensues as efficiently as possible with the ability of removing biased data sets from the analysis. The ideal data source for analysis includes technological artefacts, SME opinions, and other sources which can provide statistical significance in the analysis. The difficulty with decision making within a flight training system is evidence is often not available for the following reasons:
- Patterns of technology refresh are difficult to predict and manage as new technology inherently means new features, which needs to be taught to all relevant stakeholders (Gelijns et al., 2005).
- Data sets which are available are often interpreted differently by SMEs, especially in the presence of high uncertainty; especially about pilot readiness and technology ToT effectiveness (Mohammed, 2001).
- In the case of clear evidence, shown by improved performance and accuracy of execution of mission scenario, SMEs may disagree on the implications due to differing value systems (Beck, 2003).

Statistical and feedback fusion is necessary to measure the extent to which information supplied for the analysis is correct. Decision support then becomes a matter of managing the accuracy of the information supplied into the ROSETTA frameworks for the purposes of simulation and analysis. Each available blending mix will be assessed via optimization algorithms or sensitivities between framework parameters based on the main objectives and K&S level(s) capability. Evaluation of meeting the objective criteria, therefore, is based on SMEs identifying one or more pre-specified termination criteria based on an upper or lower bound on the variables (training objective and MECs) being assessed on the current mission. As the mission is based on goal attainment, the analysis can be used to determine whether a student needs to practice, require training on more advanced VRTEs, whether there are issues with suitability of student on training attribute levels of the chosen blending mix, or is ready to advance difficulty of the training missions.

The primary objective of the ROSETTA framework(s) is to provide decision support for the choice of optimal blended mix for specific mission goals. The ROSETTA framework(s) will assist decision makers (stakeholders) to decide on the most appropriate blended training solution across all military training domains and permit assessment on cost effective training delivery for the operational requirements (Fletcher et al., 2011). The ROSETTA framework(s) within the workflow should allow for flexibility, and eventually after a number of iterations for evolution of the relationships, produce an agile DSS relevant to operational demands.

5.5 Chapter Summary

In most design processes (training included), there will be more than one right answer to satisfy the requirements. A choice between solutions must be made based organisational objectives, which may include a set of disparate considerations; the art of design is making a decision based on these types of trade-off decisions. Defining the correct choice of training
delivery system to use is based on the goal to provide knowledge, skills, and information with key measures including, cost, time frame and the degree of reliability on acquisition of the key organisational goals. For each training schedule, key parameters including: the learning environment, depth of learning (taxonomies of learning), and training system characteristics (i.e. fidelity levels), are required to be addressed by the decision makers. Focussing on organisation effectiveness could cloud the reality of training effectiveness when a choice of blending mix is being driven by high order requirements such as, cost, time, and platform availability. Instructional processes such as: training application, feedback, and objective evaluation of performance, has to be at the forefront of the decision making strategy. Understanding the intended results of the trade-off choice, with respect to training attributes, should be managed on the front line with the ability to communicate to all stakeholders the outcomes of the training scenario and the suitability of blending mix for the ToT.
METHODOLOGY FOR FTS DESIGN PROCESS

‘Following the path of the physical sciences, [engineering design researchers] have come to believe that systems are also precise in nature and can be efficiently analysed by classical mathematics. To be precise, we have attempted to force artificial precision on imprecise phenomena and processes, and in so doing have lost the intrinsic imprecision in human systems in search of precision as a goal. [Design] models which neglect these intrinsic characteristics tend to be over-simplified, too mechanical, and too inflexible to give an adequate description of the complex and elastic real world’

- (Leung, p. vii, 1988)

Outline of Chapter

This chapter commences the development of the methodology used for working towards solving the research problem identified within the requirements narrative. Information from a site visit to a RAF training facility is used for preliminary analysis of current understanding of the problem, which is then mapped to the requirements narrative. The methodology then describes a novel method of requirements analysis using models with system elements incorporated to add new meaning to the interpretation of the requirements. Additional knowledge is then gained with a holistic viewpoint on the flight training enterprise to identify any missing relationships. Functional analysis of the requirement statements is then examined to produce Use Case models followed by a brief introduction to the functionality of the prototype process workflow tool presented by the methodology.

Knowledge Gained from Site Visit

The site visit to the RAF developed an understanding of how the training providers produce an appropriate evaluation plan that integrates with past; but with it an admission that more dependable training method is needed to manage complexity. An abstract method of training produced from this site visit is described as follows:

1. Before execution of missions, pilots are given initial training of how to use the technology including familiarity with switchology and buttonology so as to allow pilots to become comfortable with the controls.
2. Introductory training mission scenarios are planned and executed on the training technology with a gradual increase in difficulty until a reasonable level of efficiency is reached.
3. Supervisory training missions then commence - training pre-mission briefs are done with adequate time for questions and answer sessions.
4. The pilot is then required to execute the mission scenarios with the most convenient available VRTE or aircraft, with an instructor observing the actions of the pilot where possible.

5. If any incident occurs during the mission scenario (i.e. a real or predominantly virtual casualty from a crash or hit), most FSTDs reset the aircraft in the air at some predetermined point to ‘carry on’ with the mission – this can cause a reduced experience of risk and casualty. The post-mission brief would discuss the actions and events that caused the incident.
   a. Some mission planning software (i.e. AMPA – used for mission planning and playback) lack the necessary 3-d imagery of the mission scenario tactical manoeuvres, thus, it is difficult for the instructor to use to explain pilots decisions and actions post execution. A legacy post-mission evaluation technique using ‘aircraft on sticks’ is used to fully post-mission brief the pilot on what they did and what they should have done, etc.
   b. Most aircraft and FSTD cockpits (if available) lack the viewing of pilots actions (this facility is somewhat supplied in the highest fidelity FSTDs (dome ‘FMS’ flight training simulators)), this feature enhances the post-mission briefing commanding a clear delineation on how the pilot is reacting to external and internal stimuli.

6. Using a desktop simulator, the pilot(s) have the opportunity to practise the mission scenario and gain confidence and K&S; however, this practice is generally performed unsupervised and could potentially lead to ‘bad habits’, which could then be demonstrated in the assessed training mission (Campbell & Kuncel, 2001).

7. The pilot would be asked to repeat the mission scenario following the K&S learned from the simulated flight and the post-mission briefing session, for SME evaluation.

8. Once the pilot has reach the required level of competency, judged by SMEs, the mission scenario(s) will be amended for account for greater level of difficulty and the skills learned will be re-enforced in real flight and assessed in the traditional manner.

VRTEs appear to cause concern when it relates to the reduced experience encountered during training accidents, i.e. aircraft collisions and the lack of feedback information. This evidence provides critical information with respect to the design of the methodology for the research project, especially when it relates to feedback data from both the training technology and the stakeholders (e.g. decision maker or instructor, student pilot, training developer, etc.). The
following sub-chapter discusses the methods used to develop the system description to bring precision to ambiguous natural language requirement sentences.

6.1 Logical Modelling of FTS Requirements

"Logic is the art of going wrong with confidence." - Joseph Wood Krutch

The art of requirement engineering lies in the ability to extrapolate sentences from natural language to produce premises that are meaningful to the system’s design that will add detail to the overarching concern. In logic, these sentences form valid arguments that are said to imply a conclusion or result from the premises to satisfy the systems objectives. These sentences must produce arguments that are always true to ensure that the conclusion of the designed system is valid (Angeli & Murray, 2014). This validity, however, is not the same as truth or with the way systems actually are in the real world. The art of eliciting the truth and drawing conclusions lies in the deductive reasoning process associated with logic and mathematics (Pawar, 2009). Furthermore, this type of deduction is based on assumptions and rules divorced from experience and generally gathered from textual reports and documents that describe operations which are referenced to the real world, but divorced from it; this forms the contract that has to be satisfied by the systems engineers. Nevertheless, for systems design we are concerned with the real world and thus need to insure a kind of scientific reasoning independent of logic, based on the scientific method that is used for inferring inductive arguments, from the particular to the general using a human perspective involving experiences and events that has been observed (Pawar, 2009). Thus, a good and valid system is said to incur both truth in deductive reasoning AND satisfy, with a high degree of confidence, the general argument statements (concerning attributes belonging to actors and/or entities in the system) gathered from individuals with experience in the domain being investigated since there is a possibility that the requirement narrative has been written by non-domain or job specific experts.

Hence, using science and philosophy for discovering the truth behind problems, especially involving humans in the loop, both deductive and inductive reasoning is vital to the investigations to find out exactly how ‘things’ work (Rothchild, 2006). Deduction enables clarity of implications of assumptions without being influenced by perceptions or our immediate experiences and biases, and the truths or conclusions should always be satisfied; induction enables generalisations of experiences to influence the ‘end-product’ to account for
real world experiences and enable versatility of the designed system based on contribution by real actors of the system.

The deductive reasoning process should be used to develop the system initially, but not as an absolute solution to the design problem. The precise language, logic, or mathematics should be used as ideals to validate a system design, but then used as guides in the scheme of gathering performance of activities information of the system and its environment, which are totally dependent upon human sense experience to actually develop a system that will work in the real world.

‘There is a world of ideals that has even more reality to it than the world we experience. It is the world of perfection and absolutes. It is the reality we must continually strive to achieve and according to which we must pattern our lives and our works in this lesser, the imperfect world that we know of as our physical existence.’

– (Plato).

6.2 Requirements Modelling

A model driven design provides precision and comprehension; and some requirements incur intrinsic ambiguity or ‘on the surface’ unrelated to the overarching system functionality (Berry, 2007). To bring precision to requirement sentences, an approach referred to as transformational grammar is used to produce requirement models based on structured well-formed logic from the natural language (Schurr & Selic, 2009). This type of logical modelling aims to extract explicit relationships that describe the logical semantic meaning of the sentence to derive a minimal model of the relations that is complete and captures the intended meaning (Dickerson, 2008). Generally, the ‘nouns’ of the sentence describe an entity of the system and the ‘verbs’ capture the relationships between the entities.

The defining term of each identified sentence gives an indication of the overarching system functionality and is highlighted within the sentence and underlined. The key words give the defining term meaning by searching for descriptions that describe relations between words; these will be modelled in a block definition diagram using SysML. Entities and relationships from the identified word(s) need to be realised within the model appropriately by either a block or an association name, i.e. nouns are blocks, verbs and relationships are on the association lines. If the model of the requirement sentence appears to be incomplete, i.e. the overarching system theme is overlooked, additional noun(s) and relations are inserted into the logical model and the natural language definition amended for concordance and subsequently
circulated to all stakeholders for contract approval before the system design can progress to further stages.

The research project commenced with vague requirements describing the problem of the choice of blending mix to support training capability (re: requirements narrative). Recognition of the ambiguity of words and relationships between words within a requirement involves forming a structured sentence within a model. The model(s) should permit the visualisation of the system architect’s interpretation of the requirement within the modelled sentence. These logical models form the detailed structure from which any further derived requirements, which are needed to fully comprehend the true meaning of the natural language requirement(s), becomes perceptible. The generation of these logical models form the CIM within the MDA process (OMG, 2014). The requirements elicitation process used for the research project, modified from Soley (2004), is as follows:

1) Elicit Customer Requirements (Industrial Sponsor).
2) Capture keywords (nouns), which become blocks in SysML.
3) Transform natural language requirements into mathematically precise models using keyword as blocks in SysML.
4) Identify semantic relationships between the blocks of the requirements (generally verbs).
5) Analyse and derive addition requirements to resolve interpretation issues.
6) Form the CIM.
7) Seek confirmation from stakeholders about correct interpretation of the natural language requirements.
8) Goto (5) if amendments are required.

The advantage of logical models is the determination of the relationships between defined terms within the requirements that describes the minimum detail to extract the real meaning from the natural language counterpart i.e. all intended relationships/semantic relations are captured in mathematically provable concise logical models (Dickerson, 2008). The logical models form the foundation for systems design within the MDA process, as the architect needs both ‘formal definition of a concept, for precision, and a natural language definition for comprehensibility’ - (amended from Brooks, p.234, 1995).

Sentence modelling requires one or more ‘law-like statements’ of contrasting generality followed by a ‘symbolism’ organised into a conditional expression to enable the models of the statements to be exposed for assessment of their truth value. The model of the sentence must capture the belief about the nature of parts of the world and preserve meaning. As with
any system, states of any part can be seen to change as a result of an activity, thus, the requirements model must describe interactions between parts of the system of which the function is to induce changes in system elements for their benefit or the system’s intended outcome.

The model must show all theoretical objects with its own quantifiers and give a strong indication of how these parts are connected together. A static structure is used (recognised by qualified relations as static verbs) to represent a part for the world or a state (e.g. believe or opinions), or a dynamic structure is used (recognised by qualified interactions as dynamic verbs) to represent an activity (e.g. action or event). The symbolism must preserve the processed natural language derived from a story of a scenario which is the general means of representation of a system, communication or even a model (SEP, 2014). The transformation of natural language into its basic constituents of one or more sentences of which complex static or dynamic structures can be constructed into ordered pairs ((a R₁ b) for objects and relations and their qualifiers (static state), or predicate logic statements (P v Q → Q) for objects and interactions and their qualifiers leading to change of state). The flow of requirements modelling, therefore, follows a formal linguistic order as follows: (For all object(s) there exists a function (an interaction or relation) that map to other object(s) which implies a desired outcome.)

\[ \forall \left( O_i \right) \exists \left( f \right) \mapsto O_r \Rightarrow d_o \]

Four invariants are used to describe sentences which make up a scenario:

1. Theoretical Objects (System elements or entities) – {concrete, abstract, symbolic}
2. Relations – structured properties between system elements.
3. Interactions – behavioural properties that affect system elements
4. Qualifiers (adjectives) for selection of class elements – to assist describing actions or functionality of system elements.

When one or more are used together, the invariants form the whole model that describe the scenario and the objective of the system. The logic of requirements modelling is to test the ‘soundness’ of arguments and make precise statements and conditions that can be mathematically provable and to remove misinterpretation issues between stakeholders and system designers. The ontology used to control and ensure the relevant invariants are identified to describe each requirement sentence, is summarised in Figure 17.
The process should allow the establishment of a fundamental view of the empirical systems phenomenon. The structure gives a robust method with which to clarify understanding by the transformation of natural language scenario into a human and machine readable model whose semantic interpretation is strengthened by logic reasoning. This type of linguistic modelling takes advantage of the structure of model artefacts to tell a ‘story’ in a mathematically provable scheme (Ciuni et. al., 2014).

An understanding of the domain in question is needed as some language that describe objects and relationships may be unsuitable to use for requirement engineering. A simple ontology model, illustrated in Figure 18, using No. 1 & 2 of the four invariants, describe at a high level the aspects the model architecture must possess. The syntactic quality is needed to ensure that the model describes the requirement sentence without changing the ‘flow’ of the sentence and hence the meaning of the requirement, i.e. the construction of the model is governed by the rules and principles applied within the natural language sentence. The semantic quality concentrates on the degree of concordance between the model and the domain that is being modelled; it is used as an early indicator that the model is an accurate representation of the domain being modelled and is concentrated on the validity or legitimacy.
and completeness of the model to the domain or a set of requirements. This is generally managed by the creation of a common ontology controlled by a set of rules that is used throughout the design process to ensure a high degree of continuity between all stakeholders, i.e. knowledge or word meaning and their relationships to each other are language specific to avoid misinterpretation or misconception. The developed model(s) should be used for the system design process, but also be inclusive of human comprehension (see Chapter 2.3). Furthermore, the model(s) should be assessed for pragmatic quality with all stakeholders, especially with the design and/or software engineers. A model of a high degree of quality should ensure a low degree of misinterpretation for stakeholders and high probability of lifecycle use even after implementation of the designed system model.

![Figure 18 Simple Communication Ontology Model](image)

### 6.2.1 FTS PhD Requirements Modelling

SysML provides the facility to model non-functional and functional requirements via the requirements diagram. The requirement sentences are gathered from the original narrative in Chapter 1.4, and list below:

1) Provide structure for Live/ Synthetic (airborne and ground based) aircrew training and a modelling, simulation and analysis approach for the FoS aviation training problem.
2) Support capability based trade-off decisions to select optimal flight training FoS mixes.
3) The ROSETTA framework will permit allocation of systems in the mix at the task and activity level for Mission Essential Competency (MEC).
4) Will provide automated assessments of the cohesion of the FoS architecture.
5) Simulation of the FoS architecture will be used to assess the capability to support a coherent scheme of training for the aircrew under realistic operational conditions.
6) Pre-flight mixes can be assessed in trade-off analysis.
7) Simulated performance of the selected mix can also be compared to actual performance in the post-mission analysis.

The main objective of the project is to develop a methodology, inclusive of the ROSETTA framework to support trade-off decisions; the requirement sentence stated in (1) is used to produce the ‘super’-requirement (the overarching customer requirement): The decision support system will offer ROSETTA framework structure(s) for Live / Synthetic (airborne and Ground Based) blended aircrew training and a modelling, simulation and analysis approach for the FoS aviation training problem: to remove any technology dependency from the requirement models, as per MDA techniques, the ROSETTA framework will be hence forth known as a framework. To assist in the organisation of the design of the FTS workflow process described in the methodology, the requirement sentences are organised into two main requirement packages and illustrated in Figure 19:

- Framework requirements – To ensure that the design and structure of the ROSETTA framework(s) can integrate relevant data, be usable and permit easy human-readable information within it.
- Analysis requirements – The main aspect of the methodology is to permit a decision maker to analyse the data and perform trade studies; the workflow process will utilise the data within the framework and in some cases simplify the data for quick evaluation.

Figure 19 FoS Architecture Stakeholders Requirement Diagram
A further advancement of the linguistic modelling process is needed to account for the bi-directional nature of metamodel relational mapping for robustness. In this case producing requirement models follows the identical flow described in Figure 17, i.e. produce the models as you read the sentence; however, a greater degree of precision is needed to associate the arguments to system design considerations. The MDA technique is based on the notion of a model that gives a representation of the system to be developed, and allow us to reason about it in a simple way.

The most important aspect in modelling is not its semantic aspect, but the kind of systems it can be applied to and the kind of information it can model. These features are typically stored in a meta-model. A meta-model is a description of the concepts the modelling language provides without being sensitive to the actual syntax; the meta-model can be used for abstract grammar. Concretely, meta-models define sets of concepts and relationships between them which can be used as an abstraction filter while modelling (Kruse, 2015). With abstracting away from low-level technical details, the role of meta-models are to facilitate the use of models and moreover the integration of different kinds of models in order to be able to use them jointly.

Thus, system entities and additional roles or qualifiers are required to be identified to permit engineering characteristics to be expressed and allow the facility to communicate back to the stakeholders as to the systems architect interpretation of the NLSs given in the narrative. Therefore, for bi-directional understanding of objects and interactions the linguistic order is evolved as follows: for all elicited and derived objects, there exists a function (interaction or role) and a relation that maps to other objects which implies a syntactic structure with semantic meaning that infers a desired outcome.

\[ \forall (O_{EAD}) \exists ((f_i \lor f_{rl}) \land f_R) \Rightarrow O_r \Rightarrow s_s \land s_m \leftrightarrow d_o \]

From Req_01, the requirement sentence can be revised to be more domain specific to read: The DSS shall provide a (ROSETTA) framework structure for blended aircrew training. In consideration of engineering characteristics of the system, the following requirement model can be developed.
The logical model in Figure 20, brings precision to the natural language requirement that can be used to communicate system specific details of the requirement to all stakeholders and permit identification of additional system entities and relations needed to satisfy the natural language requirement. From the model the new requirement sentence(s) includes:

- **A Framework** shall incorporate FoS_Mixes to optimize blended Flight_Training for participating Student pilots.
- **Pilots acquire K&S with Flight_Training using a selection** of FoS-Mixes that are included in a Framework.

This bi-directional navigation is useful for clarifying understanding of the original natural language sentence and gives information to the stakeholder about the development practice of the systems design, i.e. one or more systems in the FoS_Mixes are to be included in the framework. It also give a clear indication of our understanding of the interrelationship of all objects in the system and what aspects of FT FoS is needed to be concentrated on for the solution of the design problem, e.g. $f$ (structure), $f$ (optimise), $f$ (aircrew).

From Req_02, the requirement sentence can be revised to be more domain specific to read: The DSS shall provide a (ROSETTA) framework that shall support capability based trade-off decisions to select optimal flight mix.
From the model in Figure 21, the new requirement sentence(s) for (2) includes:

- **A Framework** shall incorporate **FoS_Mixes** to deliver **Capability** identified within the **Framework**.
- **A Framework** shall exploit **Capability** to trade-off **FoS_Mixes** to optimise blended **Flight_Training** for participating **Student pilots**.

Capability in this instance refers to both the capability of the framework and the capability of the systems in the FoS with regard to training pilots. Holistically, capability is considered to be the ability of an organisation or system to achieve overall goals. It is the capability of the FoS-Mixes which are used for trade decisions within the framework. The data within the framework is used to support the decision maker in selection of appropriate blending mixes, moreover, the suitability of a system for flight training at a specific point in the training pipeline for each respective student pilot.

From Req_03, the requirement sentence can be revised to be more domain specific to read: The DSS shall provide a (ROSETTA) framework that will permit allocation of systems in the mix at the task and activity level for Mission Essential Competency (MEC).

From the model in Figure 22, the new requirement sentence(s) for (3) includes:

- **A Framework** shall incorporate **FoS_Mixes** that are allocated at the **Task** (and **Activity**) level with emphasis on MECs that populates a **Framework**.
- **A Framework** designates a **description** of MECs that are delineated by the **Task** (and **Activity**) levels, which are performed using **FoS-Mixes** that are included in a **Framework**.
A number of activities comprise the assigned tasks and are used for as the basis for the description of the task; the tasks denote what the pilot has to accomplish during his training mission. The tasks, once combined together, create the mission scenario for the training exercise. The tasks are associated to competencies, which are used to measure and design training missions. The allocated tasks, which the pilot is evaluated on, are performed using the systems in the mix that are included within the DSS framework.

From Req_04, the requirement sentence can be revised to be more domain specific to read: The DSS shall provide a (ROSETTA) framework that will provide automated assessments of the cohesion of the FoS architecture.

From the model in Figure 23, the new requirement sentence(s) for (4) includes:

- A **Framework** shall *incorporate* FoS_Mixes that are *structured by* the Architecture, which is *involved* in the Assessments, which are *implemented* in a **Framework**.
- A **Framework** provides the facility for Assessments that *harness* the Architecture, which *conceptualises* the FoS-Mixes that are *included* in a **Framework**.

The framework is used to automate, as much as reasonably possible, assessments of the FoS architecture, which provides a software representation (system description) of the FoS-Mixes using abstraction techniques concentrating on the capability of each system within the mix. The assessment specifies, at a high-level, the cohesion of training between disparate systems for each student pilot. It is the suitability of the cohesion of the architecture that represents the FoS mixes that needs to be addressed within a framework for each student. The architecture is used to represent the FoS mixes that are to be structured within the models of the framework to provide cohesion during the assessment operation.
From Req_05, the requirements sentence can be revised to be more domain specific to read:

The DSS shall provide a (ROSETTA) framework that will provide the ability to assess pre-flight mixes in trade-off analysis.

From the model in Figure 24, the new requirement sentence(s) for (6) includes:

- A **Framework** shall *incorporate* **FoS_Mixes** that are *integrated* within a *trade-off Analysis*.
- A **Framework** shall *incorporate* **FoS_Mixes** that are *implicated* in **Assessments**, which are *implemented* in a **Framework**
- A **Framework** *provides* the facility for **Assessments** that *apply* to **FoS-Mixes** that are *integrated* within a *trade-off Analysis*.

The characteristics of the FoS mixes constitute the attributes under consideration within the analysis phase of the FTS. This requires a pre-flight assessment of the suitability of the systems within the FoS, for each student pilot, to eliminate technology that is unsuitable for the training mission. The subjective assessments performed within the framework are used to trade-off technology solutions and identify suitable system(s) within the FoS mixes with which to train.

From Req_06, the requirement sentence can be revised to be more domain specific to read:

The DSS shall provide a (ROSETTA) framework that will provide the facility for the simulated performance of the selected mix can also be compared to actual performance in the post-mission analysis.
From the model in Figure 25, the new requirement sentence(s) for (7) includes:

- **A Framework** shall incorporate **FoS_Mixes**, which are abstracted into a Modelling environment for the intention of Simulation whose results are examined in the Analysis with criteria elaborated from the Mission Scenario, which forms the baseline for Modelling task.

- **A Framework** provides the facility for Assessments, which are established from the Mission Scenario that signifies the basis for the Analysis, which involves the trade-off of FoS Mixes, whose post mission results are compared in a Framework.

- **A Framework** shall incorporate **FoS_Mixes** that are integrated within a trade-off the Analysis, which is used to judge performance of Pilots with criteria elaborated from the Mission Scenario, which is used to evaluate the Assessment implemented in a Framework.

For traceability and consistency, the requirement models already established from the previous requirement sentences have to be integrated into the model in Figure 25. As abstraction techniques is to be used to develop the FoS model, i.e. only model what is needed, only relevant characteristics of the systems within the mix will be included in the system models. The intention is to simulate the suitability of the systems for each student to execute the mission scenario, therefore, before simulation can occur a model needs to be produced. The simulations of the model, which describe the behaviour of the model dependent of attribute values, are used as measurement criteria for analysis: the criteria for the analysis need to be established from the planned mission scenario. The modelling philosophy has to be based on the analysis criteria established from the mission scenario, this philosophy gives...
a clear indication of abstraction levels needed, in this instance mission phases e.g. (waypoint flight, task objectives, etc.). The mission scenario also provides the criteria that can be used to design and develop the behavioural aspects of the simulation. It becomes more prevalent in the requirement models that the intention of the system is to perform pre-flight assessments of the systems in the mix, trade-off the FoS mixes in the analysis (used to identify a suitable system with which to perform the mission scenario), then analyse the performance output, using the chosen blending mix, and compare performance in post mission conditions using a framework. It is also made clear in the model that the interpretation of ‘performance’ in the NLS has been identified as the relationship between the student pilot and the analysis tasks, i.e. the interest is in the pilot performance using a system of the FoS.

From Req_07, the requirement sentence can be revised to be more domain specific to read: Simulation of the FoS architecture will be used to assess the capability to support a coherent scheme of training for the aircrew under realistic operational conditions.

![Figure 26 Logical Model of Requirement_07](image)

From the model in Figure 26, the new requirement sentence(s) for (5) include:

- **Pilots acquires K&S with Flight_Training**, that is executed under **realistic operational Conditions**.
- **Simulation** involves **abstract characteristics** of the **FoS Mixes** that are **structured by** the **Architecture**, which is **involved in** the **Assessments** of the system **Capability** to **reinforce** a **scheme** of **Flight Training** for **participating Student Pilots**.
- **Simulation** involves **abstract characteristics** of the **FoS Mixes** to **optimise blended Flight Training** and **deliver Capability** that **requires** mixed methods **Assessments**.

The model signifies that the flight training operation has to be directly associated to real world conditions. The model also gives a strong indication that flight training operations has
to utilise the systems in the mix to provide optimised (cost, time, and efficacy) blended training to achieve the capability required by the organisation.

From Decision Support System (DSS) requirement (1), the requirement sentence can be revised to be more domain specific to read: The Decision Support System shall provide structure for Live/ Synthetic (airborne and ground based) aircrew training and a modelling, simulation and analysis approach for the FoS aviation training problem.

The requirements models describe that one or more frameworks are going to be included within the DSS to structure the information gathered from the FoS characteristics to assist in the analysis tasks. The basis for governing the modelling tasks encompasses formalising the decision making process to bring precision to the solution of the flight training problem. The figure also illustrates that live and synthetic mixes are a part of the FoS mixes, however, the specific details of what systems constitute these mixes is absent. As part of the MDA
paradigm, the model includes a stereotype ‘within’ dependency to a FoS_Systems package which is discussed in greater detail in Chapter 6.3.

Holistically, recognition of a greater degree of complexity has been added from the analysis of the NLSs identified from the stakeholder requirements to include engineering characteristics. However, historically this type of transformation of the requirements has been absent for systems design and is only present in the model where substantial work has already been completed. The logical modelling task adds precision to the NLSs and gives a strong indication of the interpretation of certain ambiguities that occur using a rich language with which to specify requirements. To permit for execution of the developed model, the relations, interactions and qualifier have to be strictly diverse but retain semantic and syntactic meaning and precision. As the logical modelling of sentences progresses, relations, qualifiers and interactions between the static structures (object blocks) certifies whether there are any contradictory requirement arguments that need further clarification from the stakeholders. Additionally, iteration (and recursion) of the logical modelling task can identify any missing relations and objects that was previously absent from arguments and thus further analysis can check whether the meaning of the sentence has changed. From the vague requirements given for the project, three logical models of the requirements are found to be absent of identified relations and realised in the following figures.

In Figure 28, a relation between the ‘Capability’ and ‘Flight_Training’ block has been identified as absent in the original model (re: Figure 21). Additional meaning has been found to advance the operation of the ‘Capability’ block: A framework should exploit capability to reinforce a scheme of flight training. However, no contradiction in the meaning of the logical model is found.
In Figure 29, the missing relation is identified between the ‘FoS_Mixes’ and ‘Assessment’ block (re: Figure 23). This describes that the FoS systems are to be assessed pre-flight within the framework. This clearly gives additional meaning to the original NLS in recognition that one or more assessments of the FoS mixes are required to be actioned using the framework in addition to assessing the cohesion of the FoS architecture.

Additional relations have also been identified in the logical model of Figure 25, which is illustrated in Figure 30. The FoS mixes are involved in coactive simulation and is an integral part of the analysis function of the system. Again, this adds new significance to the sentence but no contradictory information and thus the meaning of the requirement model has evolved, but not altered.

The models can be used throughout the design process to check that focus hasn’t diverged and the abstract operational intent of the blocks and the interrelations between the block, identified in the logical models, are at the forefront of the design intentions. A subset of the identified blocks can used directly within the system design models with others being elaborated to specific blocks with specific operations, e.g. the ‘Simulation’ block describes that simulation of the models is required; the ‘Analysis’ block encompasses a number of FoS systems with different system objectives and goals assigned to them; whereas the ‘FoS mixes’
block is by definition a system design block. The general context of logical modelling of NLS requirements is to gain an understanding on what the objectives of the system is and identify key actions required for V&V activities to satisfy the original customer requirements.

6.3 Flight Training Enterprise

With the requirements for the project modelled and agreed upon from the industrial sponsor, further investigation of what constitutes the FTS was undertaken to gain knowledge of the systems of interest (SoI) to be investigated with the research.

The flight training enterprise considers the technology involved in training but also all the other related entities and participants within it. The training system can be seen as an integration of disparate systems into a seamless whole; the FoS mixes represents a real-time training system and the ground based systems administers their usage, organises their maintenance and communicates to other enterprise systems on the training base. Hence, the FTS comprises connectivity from the FoS systems to the enterprise systems (infrastructure services), as seen in Figure 31.

![Figure 31 Flight Training Enterprise System Metamodel](image-url)

From the metamodel, the decision maker ‘actor’ has been abstracted further to obtain the SME and instructor ‘actors’ to identify who are involved in training syllabus design and who
will directly interact with the student pilots and the training databases. Argument statements are produced that give clarification to areas of interest within the design process. Arguments gathered from the metamodel include:

- **Instructors** are assigned *to train student pilots* or student pilots are *trained by instructors*
- A **Student pilot** executes a situation(s), which is part of a **mission scenario**, to be evaluated on Training mission goals or A situation, which is part of a **mission scenario**, is executed by a student pilot.
- A situation includes training mission goals obtained from the training syllabus, which is evolved by SMEs.
- Etc.

The metamodel has identified additional relationships not prescribed within the logical models, e.g. Student pilot trains on the FoS_Mixes, Instructor updates the training databases where FoS mixes are referenced in, etc. This metamodel can be used along with the logical sentences to bring precision to responsibilities and roles within a complex system and is used to avoid misinterpretation and misunderstandings. The model itself can form the basis for model abstraction in concurrence with decisions based on current understanding from workshops discussing the issue of the FTS.

The metamodel(s) advances the relation structure, from logical modelling, to include traceability involving roles of entities of the system described by Mosse (2002) & Kecea et. al. (2007), for the ability to holistically describe and embed how one object knows another using interaction semantics. The metamodel also provides a visual approach to identify the key system entities which need further investigation and with it the understanding of which entities require additional scrutiny and study to gain knowledge of possible complications to an efficient workflow process that will help manage the enterprise system: the indication is given to the number of relationships each object has to others. It is clear from this metamodel that the objects that need to be understood more are: the student pilot (5 relationships), the instructor (6 relationships), and the training mission goals (4 relationships); these areas identify possible discontinuity of information within the FTS enterprise. Creating a metamodel such as in Figure 31, to inform and gain knowledge of the domain area, no matter where or which entity block you start from is more an art than science.
From the metamodel and the decomposition of the FoS mixes (See Appendix G, Figure G 19), the MDA technique is used to allow modelling of the FTS by domain separation shown in Figure 32. The logical modelling of the requirement narrative forms the CIM of the domain model. Within the PIM domain the users of the system have attributes and behaviours that need to be managed, they form the ‘actors’ package; the FoS mixes package include the training technology; the enterprise package concentrates on the training organisation objectives required from the FTS, included are the attributes that relate to a measure of readiness and what parameters are needed from decision makers to develop the training system to focus on efficient and effective training scenarios that concentrate on capability and ability of entities in the system.

The requirements narrative focusses on using ROSETTA framework(s) to be able to perform M&S for blended aircrew training for the pre-flight analysis of optimal flight mix. It is deemed that these requirements form part of the engineering analysis framework package, which integrates three system elements as part of the whole analysis, as each stage of the FTS workflow will require a distinctive type of analysis involving disparate data sets within
framework(s). The package needs information and governance from respective entities within the FTS, this data is required to be imported into the framework(s) either automatically from the FoS, databases or from the ‘actors’ of the system; furthermore, the framework is required to be able to modify the training database(s) once the analysis and the decision of which blending mix to use for training, is complete.

The whole PIM domain can be seen as the conceptual model for the DSS (see Figure 4) in the proposed methodology. Within the PIM model, entities from the requirements logical models are directly transformed to form blocks within the packages, this allows direct traceability from the PIM to the requirements narrative and the FTS metamodel. The packages are used for discussion on the level of abstraction needed as the model progresses into further detail for the identification of attributes and behaviours required by both the actors and the blocks of the system.

6.4 Use Case Development

“Use cases are requirements, primarily functional or behavioural requirements that indicate what the system will do. A related viewpoint is that a use case defines a contract of how a system will behave.” - (Cockburn, 2001)

Use cases describe the behavioural view of the system and model the functional requirements; however, they do not capture the entire set of requirements e.g. the non-functional requirements. Nevertheless, some of the non-behavioural aspects manifest themselves in the context of the use cases. The basic method of architecting use case diagrams involve: 1) finding actors; 2) finding use cases; and 3) describing the use case; but in large complex systems this simplistic method has many problems related to size (Armour, 2011). Modelling large systems with use cases involves the use of abstraction techniques to avoid too may use cases within one diagram (Lilly, 2000); hence, abstraction is used to ensure a minimal model of the system’s functional requirements (Adolph, 2003). The correct design process should identify possible gaps in the requirement elicitation process and allow for iteration and recursion back to the use case model for further evolution, which should also be signed-off by stakeholders before returning to the design stage.

For complex systems, the use case model commences with defining the system constraints (that can be updated as further understanding of the system is gained), which will give and early indication of the system and will capture the essence of the requirements that can be
communicated back to stakeholders to clarify their real needs (Probasco, 2000). The system constraints should answer the following issues:

- What is the problem we are trying to solve?
- Who are the actors who have vested interest in the system?
- What are the goals and objectives of the system and the organisation?
- What are the major functional and non-functional requirements?

The next stage is developing a domain model, using MDA techniques, to further define the system constraints and develop a set of common vocabulary for all stakeholders to use (Rosenberg, 2001; Magableh, 2012). This domain model provides a static view of a real world ‘thing’ and conceptualises the problem of the system indicating what problems to solve and what characteristics the system must know about (Eriksson, 2005). The process of requirement gathering for both use cases and the domain model occurs iteratively and recursively as the model progresses through the CIM, PIM and the PSM, as each revisit increases precision and accuracy of the Use Case set. Consequently, concentration is given to the identification of actors of the system, which can give further indication of missing use cases. In the context of larger systems, such as the FTS, the goal is to identify the major actors of the system and not to identify all the actors of the system as this could generate an exhausted list. The logical modelling of requirements and the system metamodel, for example Figure 31, can assist in identification of all key ‘actors’ to be present within the use case modelling stage.

Following on from the domain model is to define the use cases; the use case name reflects interactions of an actor with the system as precisely as possible (Gottesdiener, 2003). It is important that the name incurs a degree of technology neutral phrases or keep within a common ontology to de-clutter information that can obscure the real function and hinder communication between stakeholders.

The model has to have a facility to easily navigate through the model and to be able to understand what the model is portraying. Facilitating different diagrams to different aspects of the development or problem scenario can help understanding and identification of inconsistencies or overlaps (Gabb, 2001). The navigation should provide a story that can be unfolded by the means of decomposition through an hierarchical context to more detailed use case diagrams describing more functionality of the system using abstraction techniques as the basis for model development. Additional textual information can be beneficial to aid understanding, but as we are visual creatures, attaching either an activity or sequence diagram
to the use case not only aids in the verification process, via simulation, but also aids in describing events (with all variations) which explain the use case functionality in a simple way that will be difficult and complex to follow via textual descriptions.

### 6.4.1 Use Cases for the Decision Support System

The system design process for functional requirement elicitation commences with identification of the main stakeholders in the system followed by the main functional objectives that the system has to satisfy. Figure 33, describe the high level use case diagram of the DSS. The decision maker includes those working in various planning, project and management departments; the ‘actor’ includes a diverse range of subject matter experts (SMEs), and part of the SME ‘actor’ are the instructors who are on the front line of training and who are directly responsible for training efficacy. Furthermore, ‘actors’ who impact the functional objects of the system are the technologies or systems involved in the FTS along with the environment; with the student pilot ‘actor’ being a fundamental participant within the FTS. A number of assessments are required to be implemented to evaluate characteristics of suitability for filtering of participants before they are registered as a student for pilot training. Part of the FTS is to continually evolve the training mission scenario for inclusion of new technologies into the mix and assist in improving ToT. The DSS main objective is to assist the decision maker in providing blended mix training solutions to achieve training effectiveness, as per discussion in Chapter 4.2; thus ‘choose blending mix’ Use Case concludes the high level use case diagram that describe the main functionality the system must possess.

![Figure 33 The DSS High Level Use Case Diagram](image-url)
The high level use case diagram is the first stage of communication back to the stakeholder to clarify understanding of the main functional requirements of the system. Each use case is required to be abstracted further to obtain ‘lower-level’ functionality that the system must execute. Each use case illustrated in Figure 33, is further developed until the full functionality of the system is understood. This type of abstraction technique involves a number of iterations and recursion exercises; further decomposition of the use cases are described in Volume II, Appendix G: all use case diagrams are for final solution of the problem after a number of recursions back to the requirements derivation stage.

6.5 The Readiness Metamodel

‘What struck me was the realization that various government agencies and other organisations place a great deal of emphasis on ‘preparedness’ by collecting stuff, but comparatively little on actually knowing how to use that stuff. - We need to emphasis proficiency as a vital component of preparedness’

- Jim Milner (Ferry County Public Hospital Trust)

The suitability of the candidate training systems are surveyed to determine their capabilities in terms of the same characteristics used to survey training tasks. The results obtained should not be mathematically manipulated and evaluation of the training system should focus on 1) functional deficiency, 2) training task requirements, and 3) can the training technology be modified to resolve training deficiencies. The modelling of training options requires assignment of each training task to a candidate blending mix and effectively building an evolving model of a future training program. Learning tasks can evolve the training system and incur different requirements on a simulation-based training solution (Lateef, 2010). The training tasks build from simple to the complex and from application of K&S from the normal to the novel as tasks become more difficult. Task analysis of goals and objectives from mission scenarios should examine the required fidelity requirements and the types of instructional support required for practice and evaluation of task performance (generally, the main fidelity characteristics considered are physical, visual and functional fidelity). One way of alleviating concern over the lack of familiarity with simulation is to conduct a comparison analysis of the VRTE used for training and a real live mission system (i.e. the aircraft); this can assist in avoiding conjectures about what a simulation is and is not suitable for (ICAO, 2014). The reasons for unsuitability can then be revealed through the analysis process and the reasons can be formally documented for future use.
Using the requirement models in Chapter 6.2.1, additional knowledge is needed to gain specifics of the information required to be within the DSS to assist the decision maker that will map into integrated flight training management system, as per Figure 12 in Chapter 4.2.1. Of concern for decision makers is to find the right balance between whole and part training using blended training methods with appropriate technology, budget, and time to ensure integrity of training is maintained and carry a high success rate for execution. The ability to direct training to the relevant K&S and pilots own attributes enables learning to proceed efficiently. Competency based training places emphasis on the required proficiency rather than the number of hours training or the number of missions that has been performed. Proficiency can be defined as satisfying a particular standard of performance, for example “is the pilot capable of performing a manoeuvre and has the skill to apply appropriate control inputs at the appropriate time”; “Pilot understands the limitations of the technology regarding the current manoeuvre”; “the pilot uses the correct and logical reasoning to put the whole picture together”. Often, the competencies are defined by SME for a given scenario or job description within a competency framework and are related to the goals and strategies of an organisation or system (IATA, 2015).

Competence is directly related to knowledge and experience gained through training; competence cannot be separated from performance they are uniquely interrelated. Generally, the identification of MECs begin with the analysis of the mission scenarios within a combat environment and are intended to describe training conditions for combat mission readiness (i.e. the MEC approach begins with the mission as performed within the combat environment). MECs such as Detect, Target, Engage, etc., give rise to functions that have a sequential nature from one mission to another, although some MECs are continuous through the training pipeline but vary in difficulty and are scaled to match expected outputs from the student pilot conducting the mission scenario. Colgrove and Alliger (2002) perceive MECs as being ‘Higher-order individual, team and inter-team competencies that a fully prepared pilot, crew or flight requires for successful mission completion under adverse conditions in a non-permissive environment’.

Furthermore, MECs are divided into specific mission scenarios, which are highly correlated to the type of training technology; and are then decomposed determined by the phase of the mission. There is a consensus that a blended training mix can reduce the distance between continuation training and the proficiencies required in combat, and should be defined in the
MEC. At a lower level of definition are additional supporting competencies such as K&S, are interpreted within the common ontology of the domain to give a common understanding among all actors of the system. The MEC process is intended to fill the gap between K&S and actual task performance (Alliger et. al., 2012).

Knowledge is defined as “Information or facts that can be accessed quickly under stress” and is applied directly to the performance of a task of function; and a skill can be defined as “a compiled sequence of actions that can be carried out successfully under stress” and is an observable competence to perform a learned psychomotor act (a psychomotor act concerns the relationship between cognitive function and physical movement). There are three general types of experiences which go in hand with attaining K&S, which are also identified by SMEs (Schutte et. al., 2012), these are:

- An event that occurs to or a situation encountered by the student pilot – examples include: flying over difficult terrain, fatigue/time on task, operating restrictions, etc.
- An action performed by the student pilot – examples include: live weapons deployment, locating targets, defeating enemy radar, etc.
- An operation for the student pilot that may be helpful to gain the competence required for successful mission completion – examples include: dynamic re-tasking operations, operations against air or ground adversary jamming, etc.

Most MECs use the basis of experience lists to develop and evolve the training programme and enhance the mission scenarios. The key to satisfying the identified MECs is the ability of the pilot to gain experience from the training mission tasks. An experience can be defined as ‘a development event that occurs during training and at various times across the career that facilitates learning a K&S, practicing a MEC or supporting competencies under operational conditions. An experience is an identifiable event that is the facilitator of mission readiness, i.e. being fully prepared for something by consistent high performance. The training given is to bring or maintain pilot’s performance to an agreed standard of competence. Consider the task of piloting, the pilot must simultaneously perform knowledge-based activities such as planning and navigation, make rule-based decisions such as flight path to next waypoint, and exert skill-based control to orient the aircraft. Flaws in any of these mechanisms will degrade overall performance; these flaws result from improper strategies acquired from training and subsequently incorporated into skilled performance. Strategies can be identified by evaluating qualitative data of the control situation and the resultant pilot actions. Partitioning
task components into activities or actions is a necessary precursor of skill development to permit mapping to stimulus-response (Teachout et al., 2013).

The readiness metamodel of Figure 34 identifies the body of information that describes the important elements and relationships that need to be considered and measured within the FTS. By tracing through the relationships a coherent representation is inferred, which designates that the performance of the pilot leads to proficiency, and pilot performance is used as a measure of readiness that is an implication of improved experience. The metamodel also clarifies that proficiency is included in being prepared for operational conditions; furthermore, readiness is a part of being prepared. There is no direct relationship between the FoS mixes and readiness, but, informs that the system entity of ‘Performance’ provides indirect association between the pilot and the FoS mixes to the organisational objective of being ready. The readiness metamodel also develops missing relationships from previous analysis of the requirements and thus new knowledge is created that clarifies the true purpose of the FTS problem involving training attribute aspects to assist in deciding on which systems in the FoS mixes should be used for blended training to achieve proficiency and hence readiness.

Figure 34 The Readiness Metamodel
6.6 FTS Process Workflow Design for Methodology

For efficient training practices, the specific task-relevant knowledge, skills and experience level of the student are key factors to consider for the successful execution of the training mission. The key component is which blending mix solution to use for the current level of K&S required by the mission and students current ability levels. The task-specific metric considers an individual’s current experience for performing a planned task to give a measurement of suitability for completion within specified goal margins. The metric should be based on the current level of experience before executing the task and then reassessed upon completion of the planned task. The metric is a subjective measurement which represents the individuals educated experience of encountering similar tasks in previous flights – a higher metric (rating) is an indicator of the likelihood of success with the planned task.

The performance results from the technology can be used to provide feedback to identify potential problems arising from knowledge or blending mix choice made in the trade-off analysis from the gaps within the management processes of the FTS. A student pilot’s own opinion regarding K&S adequacy for their planned task will influence task performance rating. This type of measurement process can be used and applied at any level of task within the training scenario and can give an indication of human and technology compatibility to assess critical task and training performance factors from a human systems perspective.

The subjective personal judgements, elicited by questionnaires, from the actors of the FTS provide the opportunity to quantify the level of K&S and technology suitability, against weighted definable criteria representing the expected grade from the training mission. Subjective assessments rely on perception and opinions of participating actors, thus, motivation and attitudes towards work processes can directly affect the weighted performance factors, consequently, the DSS attempts to account for these complex human factor related measures. The use of subjective measures permits experts opinions to directly affect decisions or complex processes that are too challenging for other techniques to accurately quantify. An overview of the proposed FTS Workflow Process used in the methodology can be seen in Figure 35, which is further detailed throughout Chapter 7.
Each stage of the workflow, indicated by the blocks, can be completed at different times allowing for operational flexibility of the decision maker and allow the same assessment stage to be complete for each pilot before progressing through other stages of the workflow. At the commencement of the process, the decision maker will be asked which stage in the workflow he/she would like to continue the assessment, as per Figure 36. The Decision maker will use the scroll buttons to select the appropriate stage and accept using the ‘Assessment Identified’ control, as per the image on the right of Figure 36, the workflow tool transfers to the assessment stage selected.

After each completed stage, the decision maker will be prompted whether or not to continue through the workflow, as per Figure 37. The option of ‘Yes’, transfers the assessment criteria
through the process indicated by the ‘black’ flows in Figure 35, in a natural manner, however, if ‘No’ is selected the workflow tool exits and the option in Figure 36 is again presented.

The workflow process provides the opportunity to integrate subjective, objective and formal assessments to be present in one workflow tool using discrete sets of text files to store the information. The relevant feedback and assessment techniques are needed to assist in evaluating the training exercise and assess suitability of the available blending mix. Performance measures based on the assessment criteria for the stages in the mission scenario and subjective assessments with respect to usefulness of technology, workload and training goals provide statistical data to analyse the success of mission goals. The feedback of performance and subjective data (Magnusson & Berggren, 2002) both from the student pilots and the instructor(s) add to the validity/legitimacy and can give an indication of when additional training or a greater level of difficulty to attain greater levels of relevant K&S and gain further experience is needed. The data gathered from the feedback, indicated by the ‘red’ arrows in Figure 35, can be used to adapt or modify the training mission scenarios to suit the relevant stages of the student pilot and the comfort level of using a particular training technology (blending mix). Performance feedback to individuals, as highlighted by Fletcher (2000), improves performance by supplying performance data in terms of effectiveness. This leads to a psychological prerequisite for learning that permits individuals to acquire knowledge and confidence on recently exercised tasks, which inherently provides motivation as individuals desire to know the efficacy of their actions and behaviour (Unsworth and West, 2000).

The diverse number of human performance measurements approaches along with technology assessments from the student pilots and decision makers, whilst individually has shortcomings and methodological problems, in combination they can if administered correctly provide a robust and reliable representation of human performance with the respective training technology (Bashir, 2013). It is to be noted that human performance is a
significant parameter to measure for the FTS; the entire process, both human and technology, leading up to the end state of pilot readiness is important to study as a whole.

6.7 Chapter Summary

*The winner (of an air battle) will have been determined by the amount of time, energy, thought and training an individual has previously accomplished in an effort to increase his ability as a fighter pilot* — Randy Cunningham, USN

The objective for the FTS is to reduce the gap between live flight training and that required on the front line by determining the optimal mix of live and virtual sorties. MEC’s offer a highly specialised ‘blended’ task analysis approach that could assist in governing the training regime of pilots based on capability and competence. MECs provide a framework to analyse mission requirements for the design of blending mixes that maximises learning and K&S development, ranging from individual techniques and procedures to complex mission tasks (Bennet et. al., 2007). The move to a blended mix solution requires a level of precision in mission scenario design and execution, and the MEC approach is ideally suited to provide the measurement of both MoP and MoE within the analytical process. The MEC approach supports capability to quantify mission parameters and allow multiple mission scenarios and metrics to be created to support realistic blended training evaluations. The result is the training event remains limited in relation to the most realistic representation of the conditions of performance, therefore, pilot performance ultimately must be measured in relation to the combat environment and as to which it must be trained; hence, be the ‘baseline’ for the requirement specification.

The ability to assess the effectiveness of the training programme is to provide a robust ‘two-way’ system which includes subjective data and pilot performance on a comparable ‘benchmark’ mission scenarios presented throughout the training pipeline. The performance for each individual student using the chosen blending mix will then be compared in addition to instructor and self-assessment criteria feedback. The questionnaires used are developed to gain a subjective viewpoint on how well the training exercise’s goals were completed, which are then converted to objective values relating to ‘feeling’. The technology feedback in relation to the planned mission is partitioned into relevant stages and each stage has a K&S requirement, which includes the expected attainment levels (estimated from current information the instructor has on the student’s abilities) for the current training mission using the blending mixes.
When a system is being initially developed, the best method is to use deductive reasoning to separate intuition and experience, using the bare minimum of reference to the simplest of intuitive concepts; it thereby gains a maximum of general applicability. The minimum number of truths (or assumptions) that are used the greater the possible application of the completed system to the further community. A method of abstraction is necessary to ensure generality that helps forms the basis of axiomatic design theory (Suh, 1998) and permit the design to relate to more areas paradoxically enough to detach the actual system from the underlying experimental knowledge as much as possible. Due to the nature of operational processes within the FTS, the system models are an abstraction of a mathematical process to reduce the potential of bias and to gain further information regarding actors within the system that contribute to variance in performance outcomes or effectiveness. The level of abstraction used for the system models constrain the level of complexity by representing those factors/parameters which are associated with assisting in the decision making process. The system model considers feedback from the decision maker, student pilot and the performance feedback from the chosen blending mix. The interaction between human-and-technology is considered as a prime factor in the success of optimising blending mix solutions. The complex nature of human factors involved will affect the collaborative functioning of working practices, levels of cohesion and possible conflict. The feedback is inherently used to modify the state of the socio-technology system within the FTS and over a long period of time will exercise an influence upon operational performance; this type of process is sometimes referred to as organisational learning and represents shared mental models and evolution of learning (Mullen & Copper, 1994); (Chawla & Joshi, 2011).
ARCHITECTURE APPROACH TO PROCESS WORKFLOW

“An essential point is that it’s a fundamental mistake (so far, endless repeated) to believe there is some special tool or technique in software that will make a dramatic order-of-magnitude difference in productivity, defect reduction, reliability, or simplicity. And tools don’t compensate for design ignorance.”

- Mythical Man month, Fredrick Brooks

Outline of Chapter

This chapter describes the design of the methods used for the methodology along with arguments for the feasibility of using the ROSETTA frameworks for decision support. The chapter commences with a brief introduction that includes an abstract architecture to simplify the workflow process tool to a simple conceptual model relating to the decisions and attributes of concern within the ROSETTA frameworks. The full system architecture for all the stages of the workflow process is discussed in detail along with aspects of the outputs from each stage and how the solutions relate to the traceability of blending mix choice to the success of the organisation and training requirements. Each sub-chapter gives an explanation of the various assessment criteria involved and associates the design to the main literature review in the early chapters; this is followed brief summary of findings from the verification of the various algorithms and GUI information used to develop the workflow process tool.

Abstract Conceptual Model of FTS Workflow Process

Figure 38, which is an abstract version of Figure 35, describes the approach used to develop the DSS tool and the evaluation method. First, the training scenarios are developed from the identified training attributes for the student pilot to obtain. The mission scenarios are designed to establish a sequence of information requirements for the system and conversely collect pre-mission data on perceived SA and workload. The order of categories of workload are ranked and compared to the importance level of the tasks within the mission scenario; a holistic evaluation of workload for the mission is then accomplished. The mission parameters are then used to decide on functional prerequisites required from the blending mix for the level of K&S. The scenarios can be used to gather functional behaviour to analyse and develop a task list to map into the requirements for the appropriate blending mix to use for the scenario and evolve the FTS model.
Knowledge regarding the importance and the understanding of the interaction of performance determinants is compiled to give the underpinning performance factors for inclusion within the conceptual model. The designed conceptual model is a practical consideration of the measurability of relevant performance metrics for use within the trade-off analysis defined within the framework(s). The defined relationships between actual measured variables and the supporting constructs concerning relevant attributes are based on the difference between task-oriented and personal relations-oriented attributes. However, one of the most difficult consideration for complex socio-technological systems modelling aspects are cultural aspects of the individual to intangible factors that are difficult to specify objective criteria. Questionnaires are to diagnose cultural aspects based on observable indicators (Grote and Kunzler, 2000) or quantifiable instances of behaviour (Tsui et. al., 2007).

Actual performance dimensions are represented by the relationships between the blocks of attributes that create the ROSETTA frameworks and encompass organisation goals, effectiveness (student and technology), and efficiency (student performance through the training pipeline). Performance goals can be considered as properties of the capability of technology and interactions with it. The clear consideration is to draw upon the conceptual distinction between performance metrics and the outcome of the behaviour of the student pilots to a mission scenario with a specific technology configuration. The framework(s) should distinguishes between the relationship of performance factors and organisational performance; the resulting indicators can be used to determine how effectively a specific
activity (mission scenario with specific technology configuration) produces efficient outcomes for the objectives of the organisation.

However, one of the main difficulties using workflows and the ROSETTA frameworks is the management of large data sets. It is generally custom to use excel style spreadsheet databases i.e. Doors, to hold enormous amount of data that a decision maker has the enviable task to search through, which is inherently time consuming and error prone (Madahar et. al., 2008). For systems, complex management of such processes needs to be avoided; database management for this project has been developed with its own architecture and is illustrated in Figure 39.

The mission scenario planning is separated from the main database elements to provide central directories that is easy navigable for mission planning and evolution tasks. Each student pilot is given their own unique set of directories which correlate to the assessment and evaluation criteria. The main student files are stored in the parent directory ‘Student_Pilots’, which will provide a summary of the assessment results for each stage of the FTS described in Figure 35. The ROSETTA framework directories store both the design RSEs and the analysis RSEs arrays along with the analysis and evaluation data for technology elimination choice(s). Each database gives simple easy to understand information using mainly text files without the need for substantial searches to attain the information needed for varied decision makers to use and assess. The questionnaires for assessment are based on an
online system that the student pilot completes; the information can then be downloaded as a spreadsheet or textual file, which the workflow tool interrogates by the means of the mission reference and / or student pilot name. The objective sections of the questionnaires are used directly within the algorithms of the workflow tool, whilst, the subjective sections are used for further analysis on student pilots thoughts and feelings about performance aspects of the mission. The information presented to the decision maker by the workflow tool will highlight strengths and weaknesses of FoS mixes and students in a visual way.

The following sections in this chapter discuss methods used to produce the methodology to assist in providing optimised blended training; the examples given are for verification of the algorithms that describe the functionality of the tool. The verification process has been used to determine that the model accurately represents the conceptual description of the problem given in the requirements analysis phase. The scope of the conceptual model includes philosophy and general concepts for conducting assessments when uncertainty and lack of knowledge is obstructing understanding and efficient execution of management system. The concepts described can be used in more general terms than the FTS, and it is perceived that the conceptual model is for long term benefits of an organisation, as the model requires a number of iterations and recursions through the system being used in a practical environment to evolve and optimise the mathematical functions (shapes) that describe the relationships.
7.1 Mission Planning and Baseline Simulation Model(s) (General Overview)

Humans react better when instructions are given in a logical sequence format; information that is scattered and does not integrate in sequence can lead to confusion and error. Within an operational environment this disconnected knowledge can lead to a mental model that will overlook or misinterpret information being presented at a moment in time (Buchelder & Leverson, 2001); (CAA, 2004), thus, the mission scenario should be developed for ease of understanding of task / mission goals and objectives.

7.1.1 Architecting Flight Training Mission Scenarios

Events can be caused by interactions with the environment (users, sensors, switches, etc.) causing a change in state variables and thus change in system state (Burns, 2014), i.e. requires the pilot to action something in the cockpit of the chosen blending mix to change the state of the aircraft. The mission scenario is considered to be constructed out of a sequence of tasks connected in series to form a pipeline, which describes a mission scenario and within the tasks a set of activities that can have difficulty scales associated with them (IATA, 2013). Each task output in the mission scenario is coupled to the input of another and so on; this is identified as a control coupling (CC) and as such identifies a relationship between tasks, illustrated in Figure 40. Since this model is part of an overall training programme, it has an external input coupling (EC_{in}) and an external output coupling (EC_{out}) behaving as interfaces, which receives its value from summation of all the tasks to the last task.

![Figure 40 Pipeline Model for Mission Scenario](image)

The specification for the pipeline mission scenario model is:

\[ N = (X, Y, D, \{M_d \mid d \in D\}, EC_{in}, EC_{out}, M_{CC}\mid (Act_i, Act_n) \in CC) \]

Where,
\[ X_{in} = V \text{ (an Arbitrary)} \]
\[ X = \{('in', v) | v \in V\} \]
\[ Outports = \{ 'in' \} \]
\[ Y_{out} = V \]
\[ Y = \{('out', v) | v \in V\} \]
\[ D = \{Tk1, Tk2, Tk3\} \]
\[ M_{Tk3} = M_{Tk2} = M_{Tk1} = M_{task} \]
\[ EC_{in} = \{((N, 'in'), (Tk1, 'in'))\} \]
\[ EC_{out} = \{((Tk3, 'out'), (N, 'out'))\} \]
\[ CC = \{((Tk1, 'out'), (Tk2, 'in'), (Tk2, 'out'), (Tk3, 'in'))\} \]

Thus, the mission scenario commences with estimated performance tolerances based on precision and goal attainment \((X_{in})\) of using the blended mix, which are graded as the student pilot progresses through the tasks of the mission with the ability to assess each activity within the task \((M_{CC})\). The result of performance or goal success can then be summed leaving an overall grade for mission success \((EC_{out})\). As a result, the mission scenario can be planned and assessed within a series of slots within a ROSETTA frame with the relationship between parameters (tasks) placed in precedence order signifying when a change in state of the aircraft is required for mission and training objectives and to evaluate mission success (Holden and Dickerson, 2013). An external event, \(x_i\) (such as flight time, accuracy to waypoints, timings for mission, etc.), arriving at \(EC_{in}\), the first event in the sequence is transferred to the input port ‘in’ of Tk1 (slot 1), the second to the input port of Tk2 (Slot 2), and so on. Once the training mission has commenced; the student pilot will begin to execute the sequence of events using the training technology/system. As the pilot finishes the first task ‘Tk1’ and all the actions associated with it, an output goal grade ‘out’ appears on the output port of Tk1 (‘I’ Frame) (based on the comparison with an ideal (baseline scenario) or experienced flight output for the task, within the transformational frame) and transferred to the ‘in’ of Tk2 because of the CC. This transfer process from output port to input port continues until the mission scenario is complete and the ‘out’ appears on the \(EC_{out}\). The grade for each task is stored in a database and summed for the overall mission accomplishment. This will create a generalised metric grade for progress through iterations of the mission scenario when practiced through a training system.

7.1.2 Training Attributes for Mission Planning Tasks

The attributes of flight relevant to monitoring is stored in a textual data or spreadsheet file (re: Figure 2), which are used within parametric simulations to determine the performance on the
current mission scenario. Of key consideration is the recognition that K&S capability levels of technology will vary, as such the mission scenarios need to be architected with the viewpoint that the framework(s) incurs the ability to be agile enough to recognise what the specific limitations are and what the simulation limitations are and therefore permit the analysis of the success of training to be adaptable for individual student pilots and configuration/types of training technology. The planning has to consider a number of attributes for flight training with a realistic emphasis on risk management skills, decision-making skills including planning and motor control skills. The scenarios require a structured script of real-world experiences to address flight training objectives in an operational environment.

At the heart of planning mission scenarios are MECs, which describe the training attributes requirements and thus places constraints of targeting specific training objectives (Castor et al., 2009). The process involves mapping of any supporting competencies as well as K&S relevant to the current mission scenario. (Volume II, Appendix K Table VI, describe some of the MECs and K&S lists which are under consideration for the methodology). To generate a quantitative link between the MEC and K&S set, the critical step is in the definition of the mission performance requirements, which drive training objectives; the construct of the relationship can be seen in Figure 41.

The repetition or rehearsal of the mission scenarios will allow a generalised increase in difficulty until the required MoP has been achieved over a set training timeframe. The repetition is believed to facilitate in the development of skills over the same time frame.
When the instructor grades the success of the mission, a decision is then made whether the pilot advances to a more difficult scenario, is to repeat the same scenario (Denning, Bennet & Crane, 2002), or whether suitability of the blending mix needs investigating.

For detailed description and design of the proposed mission planning system, scenario design and simulation aspects of the workflow tool used to compare student performance with a baseline ‘ideal’, see Volume II, Appendix H, which describes in detail the mission planning and flight simulation behaviour that integrates with the proposed workflow process tool and associated frameworks described in the methodology. The approach to data collection is designed to both capture different types of information and provide a level of triangulation for similar types of data. The methodology proposes that student pilots should be asked to rate, prior to their flight, their perceptions of their capacity to perform the mission scenario using the chosen blending mix. Then, having completed the mission asked to rate the same dimensions in terms of their performance during the simulation/flight, as per Figure 35, to evolve the relationships in the ROSETTA frameworks and subjective judgments of the decision makers (instructors) on student pilots perceived experience and ability using the chosen blending mix for the planned mission scenario.

### 7.2 Pre-Pilot Assessment Implementation Design

The first assessment concerns personal characteristics, which include details on previous flight experience; the questionnaire can be viewed in Volume II, Appendix I Assessment Form 1. The objective data produced is used to clarify the ability of the pilot to use goal related computer games, produce an age rating grade along with a visual representation of age e.g.:

- A grade of 1 indicates the prospective pilot is over 35 years, visual ID is ‘Blue’
- A grade of 2 indicates the prospective pilot is between 31-35 years, visual ID is ‘Pink’
- A grade of 3 indicates the prospective pilot is between 26-30 years, visual ID is ‘Yellow’
- A grade of 4 indicates the prospective pilot is between 18-25 years, visual ID is ‘Green’

The visual representation for Gender is given by Boolean virtual LEDs, one for male, one for female. The objective questions i.e. have you or do you play computer games, are given the score associated with the answer options, thus question numbers: 6,8,9,10,11,13,15,17 are scored with the grade given. However, questions 14 (11) and 16(13) are scored as follows:
• A score of 1 indicates the prospective pilot has less than 1 years’ experience, visual ID is ‘Blue’
• A score of 2 indicates the prospective pilot has between 1-5 years, visual ID is ‘Pink’
• A score of 3 indicates the prospective pilot has between 6-10 years, visual ID is ‘Yellow’
• A score of 4 indicates the prospective pilot has between 10-40 years, visual ID is ‘Green’

The flight hours is given as an indicator of experience, furthermore, the attribute ‘total score for simulator and real world Flight’ is based on the average difference between simulator flight and real aircraft flight hours for the undergraduate naval pilot training programme (Teachout et. al., 2013), thus, each hour of simulated flight experience is worth ~45.5% of real live flight experience. All the attributes are stored in the main student file; the UI for the pre-study assessment is illustrated in Figure 42. The completed questionnaire is downloaded into the main database file, the instructor will search for a name from the database and the tool will use the information in the file to give clear indication to the decision maker of candidate characteristics, further information of the behaviour of this stage can be found in Volume II, Appendix I Figure I2. The subjective answers are stored in the database to be further interrogated if needed, in addition the two attributes relating to flight experience are updated automatically following relevant training exercises that can be used to assess levels of performance of student pilots.

**Pre-Screen Simulator Sickness Questionnaire**

The lack and mismatch of physical movement to visual feedback available on most VRTEs cause’s symptoms that is similar to motion sickness. It is imperative before acceptance of student pilots to these types of training tools that assessment of any possible health problems are evaluated. The symptoms have strong correlation to age, experience, gender, and postural stability. The questionnaire in Volume II, Appendix I Assessment Form 2 is completed by the prospective student pilot for evaluation. The tool interrogates the information from the
questionnaire to give the decision maker a quick identification of any potential issues as per Figure 43. If any of the questions are answered as ‘No’, green indicator(s) will illuminate within the ‘Issues with Participant’ cluster, signifying that further investigation is required before the participant can be accepted into the training system. However, if the ‘No issues with participant’ cluster illuminates all the green indicators, as above, it is deemed that the participant is suitable to train on VRTEs were symptoms have been known to occur. Please refer to Volume II Figure I 3 for further details of decision maker interaction with this assessment stage.

![Figure 43 Indication of Simulator Sickness](image)

### 7.2.1 Index of Learning Style (ILS) for FTS

‘Teaching and learning styles should become one of the greatest interests of the educators particularly their relationship. However, one of the weaknesses of the research into learning styles (LS) is the lack of the investigation into the matching of teaching and learning styles. Theoretically, many variables exist in the educational literature but few researchers dealt with the matching of teaching styles and learning styles.”

- (Mulalic, p. 102, 2009)

Learning relates to ‘what’ and ‘why’ people learn (Clarke & Mayer, 2011); moreover the context and methods people learn material in order to achieve goals and objectives that build knowledge and skills (K&S) related to ‘job’ performance. Teaching, no matter what age group, has been executed using an instructional design based on ‘one size fits all’ approach, even though there is a consensus among experts that not all individuals learn through the same experiences or through the same methods of teaching (Stevenson & Dunn, 2001);(Smith, 2002). There is also evidence the different learning styles may help learners achieve better results (Bull & Ma, 2001);(Rayneri et. al., 2006). Bajraktarevic et. al. (2003) confirmed significantly better results in performance of students with providing adaptivity in
the learning material to match their preferred learning styles. Performance and K&S acquisition levels, given the same instructional process and learning material, should be established on information gathered from the suitability of learning styles for the student. It is then perceived that the gaining of K&S will allow the student(s) to follow the process of learning those K&S and adapt (to a degree) in learning style preference over a period of time (Tucker, 2007).

A learning style is defined as the strengths and characteristics in the way people receive and process information and refer to individuals own methods and strategies to learn and use the information (Felder & Silverman, 1988). The students recognise new knowledge, review previous concepts or experiences, reorganise their understanding to match the new one, assimilate and interpret the knowledge and attempt to action the knowledge at an appropriate time. The developed learning styles (Felder & Spurlin, 2005), incurs the benefit of not only giving an indication to the SME of how the student will handle the learning process, but in addition can assist students in fostering a sense on their own learning preferences (Suskie, 2002) and hence their own strengths and weaknesses (Bowles, 2004).

These learning styles relate to how individuals receive, perceive, process, and understand information. Consequently, the Index of Learning Styles (ILS) is chosen to gain insight into how the student pilot(s) will cope with the instructional design and highlight the potential issues with the execution of SoPs during mission scenario execution. The Validity or legitimacy and reliability of ILS has been investigated by Coffield (2004) and Hou (2010) when it relates to identifying individuals specific strengths and weaknesses on specific learning style dimensions. The subjective and intuitive awareness of learning style preferences gives a reflection of individual’s diversity (Wagner, 2011).

7.2.2 Knowledge of Strengths and Weaknesses Of Students

Evaluation strategies when it related to the relationship between teaching and knowledge acquisition must be designed in a fashion to encourage student pilots to observe, analyse and express an opinion on the information being presented. The learning styles developed by Felder & Silverman (1988), identifies four dimensions that relate to individuals preferred learning styles, and illustrated in Table 3.
Table 3 Felder Learning Styles Dimensions (adapted from Felder & Silverman, 1988)

<table>
<thead>
<tr>
<th>Learning Style Dimension</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perception (LSD1)</td>
<td>Sensitive (S)</td>
<td>Prefer to deal with facts, raw data and experiments; are patient with details, but don't like complications.</td>
</tr>
<tr>
<td></td>
<td>Intuitive (I)</td>
<td>Prefer to deal with principles and theories; are easily bored with details and tend to accept complications.</td>
</tr>
<tr>
<td>Entry Channel (LSD2)</td>
<td>Visual (Vi)</td>
<td>Easy to remember what they see: images, diagram, time tables, films, etc.</td>
</tr>
<tr>
<td></td>
<td>Verbal (Ve)</td>
<td>Easy to remember what they’ve heard, read or said.</td>
</tr>
<tr>
<td>Processing (LSD3)</td>
<td>Active (A)</td>
<td>Prefer to Learn in groups and work hands-on.</td>
</tr>
<tr>
<td></td>
<td>Reflexive (Re)</td>
<td>Prefer to think and reflect on new information. Enjoy Working alone or with one other colleague at most.</td>
</tr>
<tr>
<td>Understanding (LSD4)</td>
<td>Sequential (Seq)</td>
<td>Prefer linear reasoning process when problem solving; ability to work with specific knowledge once comprehended it partially or superficially.</td>
</tr>
<tr>
<td></td>
<td>Global (G)</td>
<td>Generally, take large intuitive leaps with the information; possibly have a difficulty when explaining how they got a certain result.</td>
</tr>
</tbody>
</table>

The Felder learning taxonomies describe how learners remember, learn and use information. The responsibility is on the student pilot to recognise their own process to gain new knowledge, organise, and assimilate it for use in a real world task. The learning style dimension \((\text{LSD}) = \{\text{LSD1}, \text{LSD2}, \text{LSD3}, \text{LSD4}\}\), where each dimension is defined as a combination of four attribute values according to the LSD and the attribute values, are a combination of type values. Each type value is organised into a series of 44-item questions (Volume II, Appendix I Assessment Form 3), which are answered by the student pilot to evaluate their preferred learning style for each dimension. The preferences chosen by the student pilot is then expressed in metric form to visually indicate if the pilot might have difficulty assimilating knowledge in the classroom.

7.2.3 ILS Evaluation Process

The index of learning styles is a 44-item questionnaire to gain knowledge of individual’s personal preference for each dimension and an amended version is described in Volume II, Appendix I Assessment Form 3. To account for the preferred learning style for both classroom and training practice within the FTS a modification to the original scoring method for the ILS is actioned. There are 11 questions that are posed for each type value dimension described in Table 3. Subsets of questions are grouped into their respective learning style dimension, as seen in Table 4. The student is persuaded to answer the questions to the best and most honest they can.
Table 4 ILS Grading Sheet (amended from work from Felder, 2008)

<table>
<thead>
<tr>
<th>ACT/REF</th>
<th>SNS/INT</th>
<th>VIS/VRB</th>
<th>SEQ/GLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>a(1) b(2)</td>
<td>Q</td>
<td>a(1) b(2)</td>
</tr>
<tr>
<td>1</td>
<td>*2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>*2</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
<td>*2</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>*2</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>21</td>
<td>22 *2</td>
<td>23</td>
<td>*2 24</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>30 *2</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
</tr>
<tr>
<td>37</td>
<td>38 *2</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
</tr>
</tbody>
</table>

Total (sum X's in each column)

<table>
<thead>
<tr>
<th>ACT/REF</th>
<th>SNS/INT</th>
<th>VIS/VRB</th>
<th>SEQ/GLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
</tr>
</tbody>
</table>

(Larger - Smaller) + Letter of Larger

(if value is negative, place number and 'b' on the scale)

When answering a question with an active preference, for instance, a ‘+1’ is added to the value of the active dimension, likewise, if the reflective preference is chosen a ‘+1’ is added to the reflective dimension. Each dimension score is summed together; in addition each type dimension can be assessed individually using linear scales by subtracting the type dimensions in one group, as illustrated in Figure 44. The green arrow indicates the ideal student characteristics for the FTS classroom material, in three groups the ideal student scores ‘0’ between each type dimension; but for decision making especially in the air substantial information is gathered visually using MFDs and warning signals, therefore, a preference of visual over verbal is a suitable trade-off for this problem.

Figure 44 ILS Linear Scale Report Form Example
With careful analysis of the questions, the assessment can be structured to reflect domain considerations; as a result the emphasis of following SoPs, understanding the main goals of missions and using visual information for decision making is seen as important characteristics for student pilots to possess, hence, additional score is added to the relevant type dimension, as seen by the ‘*2’ in relevant boxes of Table 4. Each type dimension is further grouped allowing all the type dimensions on the left of Figure 44 to be summed together, likewise the right; to give distinction and preference between strengths and weaknesses of disparate learning styles as follows:

\[
A = \sum_{i=1}^{n} (ACT, SEN, VIS, SEQ) = 55
\]

\[
B = \sum_{i=1}^{n} (REF, INT, VRB, GLO) = 47
\]

Scaling the results and placing A and B on a linear axis, a quadratic representation of the ILS evaluation can be created ensuring that the axis of symmetry is in favour of A the following quadratic equation is created:

\[
y = (-0.295)x^2 - 0.56x + 50
\]

This places the axis of symmetry of the quadratic given the region of interest between -14-to-12, at -0.95. The score for the prospective student(s) is given by subtracting the highest valued letter from the lowest. For quick diagnosis of suitability and which group of learning style is preferred, the display illustrated in Figure 45 is governed by a number of rules relating to the fill area colour under the cursor:

- If Score from ILS is \(< -9.17 \lor > 7.28\), fill is ‘Purple’ signifying student may struggle with course material (Percentage rating of less than \(~60\%\) from ideal circumstances).
- If score from ILS is \((\geq -9.17 \land < -3) \lor (> 1.09 \land \leq 7.28)\), fill is ‘Yellow’ signifying student should be pliable to the fixed instructional process. (Percentage rating of between \(~70.7\% - 97.49\%\) from ideal circumstances).
- If score from ILS is \(> -3 \land > 1.09\), fill is ‘Green’, signifying the student will be able to cope with the fixed instructional process in the classroom. (Percentage rating of between \(~97.5\% - 100\%\) from ideal circumstances).
The red cursor denotes the axis of symmetry that designates an ideal student, whereas the yellow cursor specifies the results from the ILS evaluation. In this illustrative example, the score from the ILS is ‘0’ indicating that the participant didn’t favour any of the two groups of type dimensions. The fill is green indicating that the student pilot should not have any trouble attaining knowledge from the teaching material and the student rating, gathered from the quadratic plot, given is very high. Depending on what colour the fill is and where the yellow cursor is positioned will signify either that the student pilot will struggle attaining knowledge using the fixed classroom materials ‘Purple’, or will require intervention involving possible one-to-one instruction ‘Yellow with a low student rating’.

This assessment stage is just to give an indication to the decision maker of any potential issues with learning a standard syllabus and is used as a precursor (i.e. a quick reference to learning styles) to any issued relating to understanding the goals and objectives of the mission scenarios, as per discussions in Chapter 4.4.3, that could be the cause of poor performance outcomes observed by the instructor that could affect the transfer of learning; and can be repeated if necessary. The behaviour of the ILS Use Case ‘Evaluate Student Pilot Learning Style’ can be described in Volume II, Figure I 4.

7.2.4 Personal Allocation Attention Assessment

The socio-cognitive process that may contribute to behaviour in adverse conditions is of utmost concern, especially in military training programmes. The personal characteristics have to be identified to determine whether individual’s behaviour can be malleable and be
developed over a period of time. If individuals consistently lose focus in pressurized conditions, it is unlikely that they can maintain control and follow training behaviour when these conditions arise in the operational environment. Likewise, knowledge has to be gained on individuals attributes that are potentialities that can be express themselves in different situations and over time (Maltby et. al., 2010), furthermore, it is preferable to obtain a representation on ability to maintain motivation and deal with inconsistent information. As the decision maker is in a position to judge individuals’ success in formal and informal settings, the expectancies of success can affect or colour the way an individual’s behaviour is viewed. By focussing on behavioural aspects of the individual, using their own objective judgements about themselves, a better understanding of how attributes are preserved in the face of inconsistent events can be assessed. This enables decisions about acceptance and possible interventions in the future as training exercises become increasingly difficult and complex to understanding for the student pilot.

A simple questionnaire is directed at the student pilots, as described in Volume II, Appendix I Assessment Form 4, that uses a form of Likert scale to obtain psychometric opinions of how the student pilots measure their own strengths in six key attributes: detection times, handling levels, sharing effectiveness, ability levels under marginal conditions (fulfilment of levels of efficiency), maintaining control in fault conditions, and adaptability timescales. The grade is given a scale of 1 – 7 with a semantic description that expresses how much they agree or disagree with a particular statement; so tapping into cognitive and affective components of attitudes. Of interest to the decision maker is the percentage score the student pilot has graded themselves. The percentage is saved within the main student database file(s); with the specific answers available for further analysis if needed. The behaviour of the assessment can be described by the ‘Assess Personal Allocation Attention’ Use Case in Volume II, Figure I 5.

7.2.5 Pre-Study Summary

The designed architecture for this stage is seen in Figure 46, with the behaviour of the Pre-Student sub-system described throughout Volume II, Appendix I. The objective data from the questionnaires is converted to an integer value, the respected data is then transferred to the responsibility of the relevant block. The accuracy of the assessment is directly dependent of how honest the student pilot has been in completing the questionnaires; the instructor is the actor who uses the workflow tool to interrogate the information within the databases.
The pre-study assessment stage is to gain a view on the student pilot’s ability to cope with training for operational readiness and their ability to gain knowledge and follow SoPs using a fixed curriculum. Furthermore, a balanced instructional design should utilize diverse teaching approaches with fluctuating learning and assessment criteria to cater for diversity of individuals learning abilities. Where teaching material touches upon all learning styles, to assist all students to adapt their own learning styles, permitting equilibrium to be achieve across a group of individuals should allow for ‘one size fits all’ approach. Once this is achieved, true performance in relation to K&S acquired can be evaluated in mission scenario executions and those students who don’t ‘meet the grade’ can be whittled out, based on their true ability and not due to their difficulty in learning on the chosen learning style not best suited to their individual strengths. Using visual clues provided by the workflow tool, gives quick identification of any potential issues with the prospective students, which can orchestrate further investigations and risk assessments for acceptance of the individuals onto the flight training course.
7.3 Handling Qualities Workload Scale (HQWS) Model

In relation to discussions in Chapter 4.3, for ease of communication and understanding, functions and interfaces should be common and consistent, requiring a reasonable number of tasks and methodologies on the part of the pilot. Control measures deal with the degree of difficulty with which the pilot can direct the system's performance during operation. This includes control capabilities to configure the system, but also the level of control that the pilot must exercise. The decision maker is required to plan missions to avoid overload in handling qualities of the pilot and thereby improve performance to accomplish expanded tasks as the pilot progresses through the pipeline. A balance between the amount of stability of the aircraft (virtual or real) and the pilot’s ability to control its movement using the blending mix is required to be assessed on a per mission per task basis.

These handling qualities are integral characteristics of the mission, which is directed to ease and precision with which a pilot and aircraft is expected to perform the tasks required to achieve task goals. The problem is associated to the dynamic response attributes of both the aircraft and the pilot acting together to provide harmonised response to task objectives. Since human characteristics are difficult to describe analytically with accuracy; relying on the subjective and objective opinion(s) of the decision maker (instructor) is a viable option to measure capability of the human-technical cohesion for their handling qualities for compensatory events required for completion of tasks. These compensatory events are relatively insensitive to disparate aircraft configurations; simultaneously understanding of the effects of the pilot’s situation awareness of the control differences is needed by alteration of difficulty levels required to achieve desired task performance. Various operational aspects of the student pilot required for controlling the aircraft handling qualities are considered as being: navigation, system monitoring, flight path control and command decisions. Various attributes need assessing for pilot specific handling qualities relating to workload qualities, these include:

- The mental effort required to perform the operations – the rating of work for the pilot needed to satisfy required operations;
- The physical difficulty to perform the operations – the rating of perceived physical work needed to action remedial tasks to satisfy required operations;
- Time criticality of operations - the rating of timescale needed before actioning relevant operations fail to satisfy task requirements;
- The understanding of the horizontal position indicator – a rating of the effect with distracting operations for the consideration of aircraft position in relation to the planned flight path;
- The time available to update the pilots current situation awareness and then make command decisions – the rating of time available to identify objects of interest, which requires a change of operational state of the aircraft by the pilot.
- The usefulness of information being presented to the pilot – the rating of pilot’s ability to focus on relevant information, which determines the correct decision on what actions to take using trained SoPs.

The emphasis is to evaluate the pilot handling qualities with respect to mission goals in a simple and informative manner and metricise the subjective opinion of the decision maker with respect to the pilot current abilities of successfully accomplishing task goals. This stage is to be used alongside mission planning tasks for concordance with the development of the baseline scenario.

### 7.3.1 Handling Qualities Workload Scale (HQWS) Implementation Design

The HQWS architecture is dependent on the planned missions and the ability of the instructor to give an unbiased opinion on the ability of the student pilot to control the aircraft in a trained manner (via SoPs), the architecture is visualised in Figure 47. The ‘HQWS’ block ensures all relevant attributes necessary for the assessment are available to the decision maker.

The operation of the sub-system read / writes data to three databases:

1. The ‘TaskNoandDetails’ database(s) stores an abstract representation of the number and sequence of tasks in the mission followed by the task description, which is needed for further stages in the workflow process. This file is saved in two separate directories: one for the mission database files and one for the student, which additional assessment grades from future stages of the workflow tool will be added.
2. The ‘MissionRelatedHQWS’ database stores the evaluation data from assessing the handling qualities for all attributes including the task score of each pilot HQW.
3. The student database is to feedback the Pilot Specific Rating (PSR) from previous completed training missions and is used as a compensating factor within the task score calculation in addition to placing average score for the pilot handling qualities in the relevant student pilot database file.
The decision maker is requested to input the mission scenario reference and task details on the first iteration of the software loop, as seen in Figure 48a, with the number of loops highly dependent of the number of tasks in the mission; from the second loop the request is for the task details only, as seen in Figure 48b.

The number of loops is controlled using the workflow tool to prompt the decision maker to decide whether all tasks, which construct the mission scenario, have been evaluated as seen in Figure 49.
Each pilot handling quality will prompt the decision maker to assess how the pilot will handle the current operation; an example is illustrated in Figure 50. Each handling quality is designed to follow a ‘event sequence’ method relating to the operation quality requirement and not all pilot handling qualities are assessed for each operation; further detail on the behaviour of the architecture can be found in Volume II, Appendix J.

7.3.2 HQWS Evaluation Process

Evaluating the handling qualities is performed using a 7-point scale ranging from -3 to +3, as per Figure 50, in relation to the training attributes of the task. The assessment is generally completed without reflection of the training technology that is going to be used, however, as with all system design considerations the number of available solutions, in this case blending mixes that can accurately train the relevant K&S, will always be deliberated.

An aircraft operation that requires the specific handling quality of the student that matches their current ability level will be graded a ‘0’ meaning the quality should be at an ability level to adequately compensate for the difficulty of the task; A grade of -3 indicates the quality of the student pilot is not expected to be at a level to efficiently and correctly follow SoPs to compensate for the difficulty of the task operation; A grade of +3 gives a clear indication
that the quality is well within the abilities of the pilot to compensate for any operational difficulty associated with the task.

Each pilot quality is evaluated independently of others to obtain an objective judgement of how the student pilot will cope with each operation of the task. The pilot qualities are averaged per task and the average grade for the mission is calculated leading to a guide indicating how the pilot will perform with task specific knowledge and given appropriate briefing of what activities are required for each task in the mission. The output of the assessment is stored in a text file, where tasks are separated to allow for easy visual examination, an illustrative example using a subset of Oscar123 mission scenario, used as proof of functional concept of the method, can be seen Table 5.

<table>
<thead>
<tr>
<th>Mission Scenario Ref.</th>
<th>Oscar123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Number</td>
<td>1.000000</td>
</tr>
<tr>
<td>Task Details</td>
<td>maintain height and he</td>
</tr>
<tr>
<td>Operations</td>
<td>Manage Height and He</td>
</tr>
<tr>
<td>Navigation</td>
<td>0.000000</td>
</tr>
<tr>
<td>System Monitoring</td>
<td>1.000000</td>
</tr>
<tr>
<td>Flight Path Control</td>
<td>-1.000000</td>
</tr>
<tr>
<td>Command Decisions</td>
<td>0.000000</td>
</tr>
<tr>
<td>Task Score</td>
<td>0.250000</td>
</tr>
</tbody>
</table>

At the top of the file is the identification of the mission scenario reference, followed by the task number and task details. A matrix representation of the assessment is then situated beneath to present the manual rating given by the decision maker. The average task score for each pilot quality placed beneath the last aircraft operation quality ‘Command Decisions’.

The average grades for each qualities dimension are used to calculate the pilot specific rating (PSR), which describes the estimated ability of the pilot to manage the qualities contained in the mission tasks. The calculation uses feedback from previous assessed missions to adjust the current rating based on the decisions maker’s previous objective assessment, this is used to keep track on the decision makers judgement on student pilot experience and K&S acquisition to cope with the stressors from a similar task experienced previously. As the student pilot progresses through the pipeline it should be expected that the PSR value increases toward 100%. The average grade for the task is placed on the identical rating scale,
which is then converted to a percentage value indicating the percentage PSR, the feedback of previous missions percentage average PSR is then used to automatically amend the rating, as follows:

- If \( \text{PSR (feedback)} \geq 65 \), then\
  \[
  \text{Task}_i\text{PSR} = \frac{\text{PSR(Feedback)} - 65}{2.5} + \%\text{AveTaskRating}
  \]
  - If \( \text{Task}_i\text{PSR} \geq 100 \), then \( \text{TaskPSR} = 100 \), else \( \text{TaskPSR} = \text{Task}_i\text{PSR} \)
- If \( \text{PSR (feedback)} \leq 45 \), then\
  \[
  \text{Task}_i\text{PSR} = \%\text{AveTaskRating} - \frac{45 - \text{PSR(Feedback)}}{5}
  \]
  - Else, \( \text{TaskPSR} = \%\text{AveTaskRating} \).

Once the TaskPSR has been calculated for all the tasks in the mission, the total average PSR for the planned mission is then saved within the main student database file and each TaskPSR is included in the student specific ‘TaskNoandDetails’ database file for future assessment stages, an example of subset of Oscar123 is seen in Table 6b. Each task grade value, illustrated in Table 5, is averaged and also saved within the main student database file. An additional ‘TaskNoandDetails’ file lists the task and task details, an example is illustrated in Table 6a and saved within the Mission_Scenario_Planning directory; this is used as quick reference to obtain information of what specific are involved in the planned mission. The programming of this stage can be easily advanced to include the number of activities that create one task for a more detailed analysis and thereby satisfying the relationship between the ‘Task and Activity’ blocks described in Figure 34 (The Readiness Metamodel).

Table 6 Subset of TaskNoandDetails Mission File

<table>
<thead>
<tr>
<th>Mission Scenario</th>
<th>Oscar123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Number</td>
<td>Task Description</td>
</tr>
<tr>
<td>1.000000</td>
<td>Maintain height and heading and velocity for</td>
</tr>
<tr>
<td>2.000000</td>
<td>begin bank turn at 30Deg</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mission Scenario</th>
<th>Oscar123</th>
<th>PSR Student Qualities File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Number</td>
<td>Task Description</td>
<td>Pilot Specific Rating</td>
</tr>
<tr>
<td>1.000000</td>
<td>Maintain height and heading</td>
<td>52.574</td>
</tr>
<tr>
<td>2.000000</td>
<td>begin bank turn at 30Deg</td>
<td>60.807</td>
</tr>
</tbody>
</table>

7.3.3 HQWS Summary

Pre-occupation with personal beliefs about the abilities and personalities of someone generally affect observer ratings. Deficiencies in assessment through bias can be compensated for by the structure of the questions being posed, which enforces the decision maker to assess and evaluate attributes that they may not have considered relevant within the student pilot evaluation process. Assessment of single parameters against a variety of others and documented within the training database can be very helpful for the evolution of the FTS to improve strategies of decision efficacy due to the development and presentation of such
data. The assessment can be extrapolated with actual performance data and a comparison between each should counteract bias with views on pilot’s ability to action various operations. The results of the HQWS can be used as feedback to the pilots in context of performance and workload in relation to task requirements. This is an important aspect of communication between instructor and pilot as it gives both the opportunity to comment on the perceived difficulty of performing mission related tasks including stress and possible ‘startle’ effects on reception of events.

If the decision maker continues to rate the pilot low on specific pilot qualities and the subjective assessment is strengthened by poor performance completing certain tasks and activities with the execution of the mission scenario, it is an indication that an intervention is necessary concentrating on those relevant pilot handling qualities that are evaluated as being weak. Used in combination with assessments in further stages of the workflow process i.e. workload, HQWS should reflect the difficulty that the pilot is experiencing in certain aspects of decision making including actioning relevant compensatory behaviour.

7.4 ROSETTA Level 0 Model

Continuing the brief introduction given in Chapter 5.2, the first ROSETTA stage concerns the selection of relevant mission essential competencies (MEC) including, supporting competencies, knowledge and skills (K&S), and experiences required for the student pilot to successfully complete the tasks of the mission scenario (see Chapter 7.6 for further information on MECs). The experience gained by executing the mission scenario on the chosen blending mix is directly associated with the allocated K&S of the mission and additional competencies can be determined on performance measured in the K&S dimension. In essence, a deficiency that is noted in K&S is also distinguished in the MEC; the particular K&S identified can be practiced by creation of a mission scenario directed at experiencing the K&S thus gaining critical experience that emphasises deficient K&S either in the training technology or the student pilot. This will ultimately cultivate competency in associated MECs, the relationships can be seen in Figure 41.

It is important to classify all MECs and supporting competencies for each task and identify quantifiable relationships between K&S required to be practiced and the suitability of technology for attaining these competencies: the relationship between MECs and the training technology is seen as being too complex to rate subjectively by SMEs. The relationships between K&S and training technology need to have a construct beyond the binary relevant /
not-relevant ratings; the assessment should be surveyed within workshops, where SMEs would determine the quantitative relationships between the non-functional worker oriented requirements (K&S) and the available (or new) training technology systems. With identifying relevant competencies required for completion of tasks and identifying relationships between competencies, mission scenarios can be evolved to maximise their effect on competency development with the training technologies; thereby develop training regimes that focus on K&S in expectation of accelerating the proficiency process.

7.4.1 ROSETTA 0 Implementation Design

As a reminder to the decision maker of the planned mission, the task details are acquired and displayed on the UI. A predetermined list of training attributes are gathered from an already predefined list of standardized training attributes (i.e. MECs and K&S) from a database created from the existing competency framework (see Figure 2) for the purpose of full traceability of training attributes to tasks of the mission, along with a list of systems within the FoS. These are used to scale the ROSETTA framework and enable quantitative results to be stored within the slots of the framework. A number of small databases are then used to save the results of the evaluations, which can be used for further analysis or for future stages of the workflow process. The architecture for ROSETTA 0 is seen in Figure 51, with detailed behaviour described in Volume II, Appendix K.

Figure 51 ROSETTA 0 Architecture

Selection of Relevant Training Attributes Per Task

Each task within the planned mission requires relevant training attributes to be assigned to give clarification of the training specifics that the student pilot needs to know before
evaluation of the mission scenario. The tool uses tabs to prompt the decision maker to select, from the list of available training attributes in the database, a list of relevant mission related competencies that need to be trained for each task, as per Figure 52a, with the flow of prompts illustrated in Figure 52b.

Figure 52 Flow for Selection of Mission Related Competencies

In the MEC example above, the decision maker uses the scroll button to select the relevant MECs for the mission task number; once all the relevant MECs for the task have been selected the decision maker completes this section of the assessment and the tool transfers tabs to permit selection of supporting competencies and so on and so forth. Once all the experiences relevant to the task have been selected the process is repeated for all other tasks in the mission scenario. The output of the design stage produces a database file saved in ROSETTA0 Design directory, which list the training attributes against mission tasks, an example is seen in Table 7. There are repeated activities the pilot will action during different stages of the flight, therefore, it is expected that there will be a duplication of identical competencies in different tasks (for this example this is not the case). The behaviour of ROSETTA 0 design is described by the ‘Create K&S for Mission’ Use Case in Volume II, Figure K 2.

Table 7 Output File From ROSETTA 0 Design
The database produced permits traceability of training attributes of interest in the planned mission scenario to each task in the mission (or even to each activity, if necessary). This database can be used for reference to identify relevant competencies of any task within the evaluated mission scenario (see Chapter 7.13) that future training missions are required to focus on due to under performance. It also gives a clear sign to the decision maker of what tasks give student pilots issues using a particular technology, by using a comparative study for all sorties flown either by a virtual or real aircraft for all student pilots being evaluated. This information can be used to investigate the training technology characteristics (and student pilot current ability levels) in relation to student pilots actioning objectives required by the mission scenario using the training technology controls and displays.

7.4.2 ROSETTA 0 Evaluation Process

As per the House of Quality (HOQ), ROSETTA maps a set of customer requirements to a set of engineering characteristics (design metrics) to identify key design drivers and trades. This level of ROSETTA concentrates on the non-functional worker oriented requirements (K&S) that map over to the high level training technology configurations within the FoS descriptions. A non-exhaustive list of systems within the FoS can be found in Volume II, Table VII. SMEs are expected to identify what engineering characteristics are required to fulfil the needs of the requirements and describe how strongly each engineering characteristic is related to each requirement. Of interest is assessing the technology based on: size and numbers of monitors, monitor configuration, flight control layouts, ergonomic design, and emulation of cockpit layout to K&S importance levels with training objectives.

The size of the ROSETTA framework is dependent on the number of identified K&S and the number of available training technology/system(s) within the FoS. Redundancy in K&S is eliminated from the output file of Table 7 first and the list of blending mix technologies available is gathered, as described by the behaviour of ‘Set-up Framework’ Use Case in Volume II, Figure K 3. Once this information is imported into the tool, the decision maker is prompted to rate the suitability of the technology configuration on attaining the relevant K&S, as illustrated in Figure 53; this evaluation is accomplished without the need for detailed technical knowledge of the training technology/system.
Each technology configuration is evaluated with respect to each K&S, and the evaluation has to consider whether or not pilots can practice the K&S using the training technology and be applicable for transfer to the real world. The evaluation is based on semantic reasoning, described in Table 8, which maps to a quantitative scale declaring views on suitability. The semantic description is found by using the horizontal scroll bars and accepted using the ‘select’ function. Once the descriptor have been accepted the tool sequences through all other K&S for a particular type of technology configuration before repeating the evaluation for all other technology configurations identified within Volume II, Table VII.

Table 8 Scale descriptors for ROSETTA 0

<table>
<thead>
<tr>
<th>Semantic Mapping</th>
<th>Quantitative scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not all Effective</td>
<td>0</td>
</tr>
<tr>
<td>Vaguely Effective</td>
<td>1</td>
</tr>
<tr>
<td>Slightly Effective</td>
<td>2</td>
</tr>
<tr>
<td>Somewhat Effective</td>
<td>3</td>
</tr>
<tr>
<td>Quite Effective</td>
<td>4</td>
</tr>
<tr>
<td>Adequately Effective</td>
<td>5</td>
</tr>
<tr>
<td>Very Effective</td>
<td>6</td>
</tr>
<tr>
<td>Exceptionally Effective</td>
<td>7</td>
</tr>
</tbody>
</table>

The subjective opinion is directed to the layout of the training technology and a sense of suitability for the student pilot to gain and practice relevant K&S levels before proving ToT with real flight. Once the assessment is complete, a matrix describing a ROSETTA frame is created expressing the quantitative relationships between the K&S and the technology configurations, as described in Table 9. Relationships are in the form of an integer number, which describes the strength of suitability to signify which technology configuration carries more weight in successfully satisfying training objectives for the current planned training mission. The quantitative results are summed to give a clear indication of the full mission fitness of the technology. The behaviour is expressed in ‘Assess K&S with Technology Configuration’ Use Case in Volume II, Figure K 4.
The results are then transferred to the ROSETTA 0 elimination phase, where the decision maker is asked about which training technology or configurations are unsuitable to carry forward for further evaluation. The elimination GUI is illustrated in Figure 54, where a simple Boolean question is asked about the training tool suitability. Those that are deemed unsuitable are eliminated from consideration in further stages of the workflow process. Once the technology has been eliminated, it plays no further role, therefore, all evaluation data from ROSETTA 0 for that particular technology, is removed from the updated version of Table 9, which carries forward to future elimination stages. Behaviour can be found in ‘Eliminate Technology in ROSETTA 0’ Use Case in Volume II, Figure K 5. This stage is for efficient evaluation of the current technology for rapid elimination of technology that clearly will not satisfy training objectives. The full behaviour of ROSETTA 0 stage can be found in Volume II, Appendix K.

7.4.3 ROSETTA 0 Summary

The beauty of this type of approach is its simplicity, but care is required in collecting the correct type of relationship. Careful consideration of the question being asked is needed as the decision maker has to acknowledge the overall goal of transfer of training in the assessment. Unlike the QFD approach a series of seven quantitative relationships can be chosen based on the semantic descriptors to identify the strength of the relationship used for
subjective opinion on the suitability of a technology configuration to a particular knowledge or skill. It is important to consider which K&S is being assessed for evaluation in the planned mission scenario as this may affect how the assessment is graded. The overall total(s) in the assessment gives an abstract measure of how suitable a technology configuration is for successful acquisition of the correct levels of K&S to complete the associated mission scenario goals. In addition, the decision maker will always reflect on the availability of technology, consequently, this will influence the decision made in the elimination stage in that it is possible that the lowest overall score maybe a technology that is carried forward to further stages due to greater availability. However, a relationship of rating 0-2 should be a clear indication that this K&S cannot be evaluated using this technology configuration for the goal of ToT and the technology should be eliminated from future assessments, unless the planned mission utilizes this K&S but not specifically planned to evaluate them during execution, i.e. evaluation on other more important K&S. These types of decisions are aimed at maintaining the focus of the decision maker on the specific aspects of the mission objectives in relation to the organisational goals.

7.5 Pilot Workload Evaluation

Since human resources are limited, a system must not overload the HITL, otherwise severe performance deterioration can occur, as per workload Factors discussion in Chapter 4.3. When the task exceeds the pilot’s ability to cope, there is no awareness of input information from various sources, so decisions may be made on incomplete information and the probability of error increases. Furthermore, the same levels of performance can impose different levels of workload leading to the necessity of measuring workload as well as performance. Workload data can aid trade-off decisions needed for mission planning and technology allocation to insure that pilot workloads are at acceptable levels across time and optimized for sustainable tasks. Workload can be evaluated by analytical techniques in the design phase of the system. Strengths in learning styles followed by subjective methods using rating scales and pilot’s ability levels can be used to provide an indication of student pilot’s workload rating for a task.

This thesis will concentrate on integrating SA and workload attributes into the proposed methodology with data from subjective assessments from instructor and student pilot, both pre- and post-mission scenario execution in relation to mission goals and the chosen blend for mission execution.
7.5.1 Instructor Evaluation Of Pilot Workload with Scenario Tasks

When missions are decomposed into phases, functions and tasks, the task analysis and workload technique can be used to place importance metrics to tasks from SME consultation. A scheduling mechanism considers both an estimate of the time it takes to complete a task and the availability of visual, auditory, cognitive, and motor channel resources (Miller, 2001) and is described by Volume II, Appendix L Table VIII; the theory assumes the descriptors are independent of each other. Workload values are assigned scale ranges from 0.4 (minimal workload) to 7.9 (High Workload) with associated descriptors that increase in value with an increase processing level of information for the pilot (Wojciechowski, 2006); a total workload value is summed from the all the tasks and is used as the value of average workload for the mission. The advantage of the method is that it quantifies whether a task can be scheduled in a straightforward fashion. The tasks are combined into a scenario timeline and workload estimates are given for each point on the timeline. The proposed method required the SMEs to rate the workload for each task according to: auditory, cognitive, kinaesthetic, psychomotor, and visual dimensions. The architecture for the workload design can be seen in Figure 55; the ‘TaskNoandDetails’ database is used to acquire details of mission tasks; the ‘Workload’ block uses prompts from the ‘WorkloadCat’ block to permit the workload values to be entered, which are then used to calculate average workload that is saved in the main student database file. The behaviour of the architecture can be described throughout Volume II, Appendix L.

Figure 55 Workload Planning Stage Architecture
The decision maker need to place a concurrent rating of workload for a set number of strategies that the pilot has to action: the information should be based on SME consultation of a typical flight involving changes in state of the aircraft. The assessment can be completed at either the task or activity level, depending on the level of information needed to satisfy the criteria; for student pilot’s that are struggling with certain aspects of tasks, concentration is given to assessing activities involved in the completion of the task in an attempt to discover the underlying activities/actions that are causing the student pilot to fail.

7.5.2 Workload Implementation With ROSETTA Design

The task details are retrieved from the ‘TaskNoandDetails’ database, which determines the number of loops the assessment has to progress through; the verification example is kept at the task level for efficient explanation. When the decision maker is prompted to enter the workload value the task or activity number and the description is displayed on the UI with the rating constrained to 0.4-7.9 and input values controlled by the scroll bar function with 0.1 value increments, as per Figure 56. The activity or task description remains constant until all the workload values for all dimensions have been rated, then the next task or activity and description will be displayed and the process is repeated until all tasks in the mission have been rated with workload values. The behaviour is described by the ‘Grade Workload Per Task’ Use Case in Volume II, Figure L 2.

![Figure 56 Entering Workload Values](image)

Once the workload values have been accepted, the importance of the task has to be clarified, as per Figure 57. For evaluation of mission criticality of the task or activity involved, the tool uses a 10-point scale for the decision maker to decide the importance to the successful
completion of the mission goal(s). The scroll bar allows the rating to increment by 1 and it is the responsibility of the decision maker to make a factual objective assessment based on knowledge of the task or activity within the planned mission. The behaviour is described by the ‘Assign Task Importance Metric’ Use Case in Volume II, Figure L 3.

Figure 57 Task Importance Related to Mission Goals

Once all the data has been collected the workload design evaluation results can be seen in tabular form, as per illustrative example in Table 10, which gives as summary of the assessment process.

Table 10 Workload Design Evaluation Results

<table>
<thead>
<tr>
<th>Mission Scenario</th>
<th>Task Description</th>
<th>Task Importance</th>
<th>Cognitive Workload</th>
<th>Visual Workload</th>
<th>Auditory Workload</th>
<th>Kinesthetic Workload</th>
<th>Psychomotor Workload</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>Maintain height and heading and velocity for n</td>
<td>2</td>
<td>20</td>
<td>1.8</td>
<td>1.0</td>
<td>1.5</td>
<td>3.1</td>
</tr>
<tr>
<td>2.000000</td>
<td>begin bank turn at 300 deg</td>
<td>7</td>
<td>5.5</td>
<td>4.7</td>
<td>3.2</td>
<td>2.9</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Of interest is to calculate the total average workload for the whole mission, furthermore, this calculation also gives the total workload per workload dimension, as follows:

\[ T_{w_i} = \sum_{i=1}^{n} T_i W_v \]

Where,
- \( T_{w_i} \) is the total workload per dimension
- \( T_i \) is the total importance for the task or activity
- \( W_v \) is the workload value
- \( n \) is the number of tasks or activities

Once these values are calculated a new array is created which gives the total workload per dimension in consideration of task or activity importance. The total average workload for the mission is calculated by summing the array values and converting the value to a percentage by using the number of tasks in the mission as the basis of calculation.

\[ AvW = \sum_{i=1}^{w} \left( \frac{T_{w_i}}{n \times \frac{70}{100}} \right) \]
Where,

\[ AvW \] is the percentage average workload for the mission

\[ w \] is the number of workload dimensions

The total average percentage workload value, in this example 25.6286%, is saved in the main student database file. This value also signifies that the majority of the tasks in the mission do not test the student pilot’s ability to cope with stress conditions; whereas a high value (>65%) indicates that the planned mission maybe too difficult for the student to accomplish at their current ability level or the identification of possible weaknesses in pilots acquired K&S to cope with various stressors. The behaviour is described by the ‘Calculate Workload Importance’ Use Case in Volume II, Figure L 4.

7.5.3 Workload Summary

The separation of workload dimensions along with tasks and activities can give a more detailed analysis of not only the student pilots ability when compared with actual performance results but also any possible bias made by the decision maker when assessing workload values per student. There is behavioural and subjective evidence stored within this type of assessment completed in this way and incurs the ability to identify key areas of strengths and weaknesses of student pilots and can influence further training missions to concentrate on various tasks or processes that are identified as being weak. Repetitive training concentrating in the trade-off on action(s) or processes in simulations of high workload scenarios can alleviate risk during live execution (theory known as muscle memory (Morie et. al., 2011)). This type of training can, in theory, identify to the pilot recognition of low SA, and as result can increase the accuracy of the human monitoring process and evolve the training programme to combat cockpit management issues during high workload tasks (Plioutsias & Karanikas, 2015).

Although the workload assessment should be completed with consideration to real live flight is can be used to identify ToT deficiencies with the chosen blending mix. The workload assessment completed in the design stage can be evaluated with feedback data from performance (Chapter 7.13) and the student pilot subjective feedback can be used to identify in what ways the training programme needs to evolve to compensate for identified weaknesses (i.e. mismatch of student pilot to the chosen blending mix technology). One of the main issues with workload is the lack of familiarity with cockpit layouts which has been criticized by student pilots as the main reason for difficulty (Salaud, 2013). Pilot’s familiarity with cockpit layouts and VRTE configurations is critical for improving efficiency in training.
As competency is linked to knowing what to do with the need to think about it, unfamiliarity inevitably increases workload and may contribute to loss of situation awareness. This type of knowledge can influence the workload dimension values and consequently reduce performance outcomes; however, if identified at the design stage the performance expectations of the student pilot can be altered to suit the chosen blending mix used to execute the mission scenario.

7.6 ROSETTA Level 1 Model

For military applications, training can be defined as ‘the ability to enhance the capability to perform specific functions and tasks in order to improve individual abilities to accomplish mission objectives’ (OUP, 2013). This definition includes an explanation of the beneficiary from training, which includes improvement of abilities for overall mission accomplishment. Establishing quantifiable links, using modelling techniques, to analyse the effects of training should allow flexibility to include all types of K&S required to improve the ability of individuals and enhance learning techniques to enable the individual to successfully complete the mission, and incur a degree of ToT, as in discussions of Chapter 4.4. Training effectiveness is the general study of the individual, technology/systems and organisational characteristics that influence the training programme, thus, it is natural to study the causal relationships that influence training outcomes before training occurs.

Pilots tasks are more associated with decision making and monitoring functions using advanced technology integrated into the cockpit, as a result it is important to understand and enhance systematic training missions that promote the acquisition of K&S using the training technology/system and promote sustainable positive changes in behaviour and cognition to achieve overall mission objectives and obtain MECs. To successfully predict the effectiveness of training, the design of the training system and the technology used for interaction must be examined to assess which learning dimensions (K&S) are used in the design, and if they are appropriately applied (Wickens & Holland, 2012). Gaining an understanding about the relationships between effective learning and the training environment is needed to enable scientific analysis of the flight training problem (Colegrove & Alliger, 2002).

7.6.1 K&S Relationship To MEC Identification For Technology Suitability

Some MECs may be temporarily parallel, while others are continuously live throughout the course of the performance of the mission tasks and/or throughout the training programme.
The supporting competencies underlie the successful development and performance of the MEC and include: decision making, adaptability, and situation awareness, which are generally highly contextualised job functions that draw their character from specific tasks. K&S are a low level competencies which are used to identify the relevant ‘actions’ required by the student pilot to accomplish the mission tasks and are both ‘worker-oriented’ detailing human characteristics required for successful job performance. Training for the frontline requires that stress be the key emphasis in K&S; the baseline for the success of training is dependent of the elicitation of the level of K&S acquired for the specific training task(s) using the blending mixes.

Mathematical functions (response surfaces) define the relationships between K&S elements to both the MEC’s and the fidelity dimensions. The subjective and objective feedback will either strengthen or weaken the relationship between the K&S/MEC’s and the technology fidelity dimensions based on previous performance using the blending mix. A further consideration is then given to the experience level of the student pilot, i.e. every training mission increases the level of experience irrespective of goal success. This will then give an indication of how well the student pilot should perform, especially in the cognitive nature of tasks, on the next mission given the identical K&S acquisition requirements; can give an early indication of possible ToT into the real world.

With the distinct absence of experience within flight training operational environment and hence insufficient knowledge with which to make judgements about these relationships (see Figure 8 – Recognition Primed Decision Model), the RSEs used in the frameworks are for proof of functional concept of the ROSETTA methodology only, as SMEs are required to transform qualitative opinions to quantitative relationships.

7.6.2 ROSETTA 1 Implementation Design

The design of the ROSETTA framework consists of two stages, one to scale the framework according the number of parameters needed and the other for analysis of the data within the slots of the framework. The framework consists of retrieving data from previous assessment stages and asking for the decision maker to input importance ratings for both the MECs and K&S that determines the region of interest (ROI) for the generation of the RSEs used in describing the relationship between them for each remaining technology in the mix. The design of the framework also includes functions to output database files to add importance ratings to existing databases including writing the design RSE and the Analysis RSE arrays to
separate databases for further analysis and foreseeable workshops for discussions on the shape of the RSEs. The design architecture can be seen in Figure 58, with the behaviour described by ‘Produce ROSETTA 1 Framework’ Use Case in Volume II, Figure M 1.

The design commences with retrieving the list of remaining technologies/mixes from ROSETTA 0 elimination file, as per Figure 59, which states the quantitative rating of K&S importance to training objectives. (Note: In this illustrative example the technology that has been eliminated was the laptop desktop training using keys for specific control of the aircraft; the remaining technologies include the use of HOTAS and rudder pedals with multiple screens and display sizes.)
Figure 59 ROSETTA 0 Elimination Database File for OSCAR123

The decision maker will then be asked to retrieve the list of training attributes per task from ROSETTA 0 design stage. The list of MECs will then be used to prompt the decision maker to rate the MEC by a level of preparedness using each technology in sequence with each identified MEC, as per Figure 60a&amp;b. The MECs identified by the assessment in Level 0 example are: Assess and Integrate Information, Process and Analyse Information, and Dynamic Execution; therefore, the prompts will ask for the maximum MEC range the training technology/system is capable of providing the student pilot at their stage in the pipeline by assessing one remaining system of the FoS at a time. The behaviour can be described by the ‘Allocate MEC Grade’ Use Case in Volume II, Figure M 2.

(a) MEC Grading Instruction  
(b) Operator Prompts for MEC Range

Figure 60 Identification of Level of Preparedness

The level of preparedness is based on a scale to estimate the pilot’s maximum proficiency level and thus provide information about areas of MEC capability (strengths and weaknesses) for the respective training technology. The rating is based on a 5-point scale with semantics descriptors to assist the decision maker in grading, as seen in Table 11. These rating are used to bind the problem by providing a ROI with which to perform sensitivity analysis.
Table 11 Rating of Each MEC

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The student pilot is not ready to perform this MEC in a non-permissive environment or on this training technology.</td>
</tr>
<tr>
<td>2</td>
<td>The student pilot is ready to perform this MEC, however, he/she still needs to gain substantial amount of additional experience in this particular MEC using this training technology.</td>
</tr>
<tr>
<td>3</td>
<td>The student pilot is ready to perform this MEC, however, he/she still need additional experience in this particular MEC using this training technology.</td>
</tr>
<tr>
<td>4</td>
<td>The student pilot is ready to perform this MEC, but requires additional confidence to be gained in this particular MEC using this training technology</td>
</tr>
<tr>
<td>5</td>
<td>The student pilot is ready to perform this MEC and needs no additional training for this training technology.</td>
</tr>
</tbody>
</table>

The RSE can be either designed specifically to match the decision maker’s subjective opinion or if existing response curves exist for the student using the respective training technology for the identified MEC then the RSE can be uploaded from an existing database file. The maximum boundary conditions for both K&S and MECs are saved in a database file, an example is seen in Table 12. The table clearly shows the headers and the technology references along with the maximum ranges for K&S and MEC; the digit underneath the technology reference describes the number of rows that separates the technologies, which is used for quick reference for other stages of analysis by the workflow process tool. This database exists as a summary of ratings to avoid decision makers searching through complex database files or cluttered spreadsheets and is saved within the ROSETTA 1 analysis directory.

Table 12 K&S and MEC Ranges for Mission per FoS System

Once the rating of the MEC for a particular technology has been accomplished or data has been uploaded from an existing file, the decision maker has an opportunity to amend the
shape of the response surface that describes the relationship between K&S and MEC. The rating given to K&S and MEC become the ‘x’ and ‘y’ axis respectively for the boundary of the mathematical curve, as per behaviour of ‘Prepare Sample Points for RSEs ROSETTA 1’ Use Case in Volume II, Figure M3. If designing a new relationship curve, by default the tool will display a linear plot with ‘n’ number of sample points that can be manipulated by the decision maker, which in turn will change the shape of the mathematical relationship between parameters, as seen in Figure 61, which illustrates the default relationship between the first K&S (Phase of Mission) and the first MEC (Assess and integrate Information). Obviously, the shapes of the RSE should be evolved over a period of time using experimental data, generated from SMEs, that gives a clear indication of the graphical shape the best describes the change in the training effectiveness that relates to training attributes. It is foreseeable that the optimised shape of the relationship will take a number of recursions over a number of training missions before the relationship is accepted as a true / legitimate representation between the two respective parameters.

As the shape of the relationship is based on subjective assumptions using SMEs with substantial experience within a FTS, the current method of developing the mathematical shape involves the manual manipulation of data points and then using mathematical regression, as per Chapter 5.1, to smooth an additional curve on the same graph (indicated by the red line on Figure 62a); alternative approaches to generate the RSE include: linear and non-linear optimization/fit to available data sets. Thus, from manipulation of the default data points additional curves can be formed that requires a decision of the correct shape that accurately describes the relationship between the parameters, which is necessary to be accepted and thus generates a surrogate model. To assist in this process the red line curve,
Figure 62a, is further filtered/smoothed and additional points added to give clarification of the RSE shape, as illustrated in Figure 62b. Each changed data points in the graph will automatically update the actual RSE shape in plot b; once the shape of the curve is accepted the tool will reset the RSE shape for the next MEC in the sequence and assessments of the appropriate relationship curve continues. Once all MECs have been completed for a K&S, the next K&S is displayed and the sequence is repeated; as described by the behaviour of the ‘Generate ROSETTA 1 RSE Arrays’ Use Case in Volume II, Figure M 4.

Once all the curves have been decided for one training technology, the tool automatically transfers over to the next technology reference in the list provided by Table 12 and the identical process continues until all remain technologies have surrogate models associated with them with respect to the relationships between the K&S and MECs. The advantage of having the ability to manipulate the response curve in this way is that negative relationships or null relationship can be identified (i.e. some aspects of the MEC does not affect aspects of K&S being trained: y=n, where n is the level of K&S). Although the decision maker has
already identified an objective discrete level of the maximum limits of both K&S and MEC, it is more realistic to evaluate the trade-off between the two parameters to gain a viewpoint of all aspects needed for the correct level of K&S for the planned mission that the technology is capable of providing. The separation of concern with identification of surrogate models between each mission training parameter focusses the decision maker into deciding on how the K&S levels affects successfully attaining the MEC levels (required) using the blending mixes. The knowledge gained from these surrogate models can help fill the gap in understanding of how the capabilities of the technology/system can affect the student pilot achieving mission goals, furthermore, it can focus training effort in aspects of learning that are considered to be weak with respect to a particular training technology, assisted by the strength of the decided relationship between parameters.

The amount of prior experience and thus knowledge that the student pilot commands to a training event varies (Martin et. al., 2014); experienced learners can deal with complex instructional material, whereas novice learners require simplification of complex contexts to prevent information overload while learning. The average experience hours for a student pilot to obtain their wings, considering blended training, is ~305.5 hours and there is a strong believe that the level of K&S (knowledge especially) is easier to acquire as experience levels improve. For the purposes of the research, experience is seen as having an exponential effect on the ability of a pilot to attain relevant MECs, therefore, the following function is used to vectorise experience levels and automatically modify the shape the RSE based on the number of hours experience, which is gathered from the pre-study assessments.

\[
E_y = e^{x^* \left( 1 - \frac{100}{\left( \frac{305.5}{\text{Exp}} \right)} \right)} \times 10
\]

Where,
- \( E_y \) is the experience vector values (limited to maximum of 10 on the scale)
- \( x \) is the MEC axis values
- \( \text{Exp} \) is the number of hours blended training experience the student pilot has.
The function permits the surrogate to change shape depending on the number of hours blended experience, hence, more experienced the student pilot is reduces the rate of change of the curve. In addition, as the number of experience hours increases the experience vector value constraints decrease to ensure the identification of relevant experience gained from evaluating the MEC in trade off analysis, as seen in Figure 63. If there is a significant rate of change in the experience vector to the MEC level, then it could be an indication that the training level is too difficult for the student pilot to succeed in the mission objectives using the training technology.

![Graphs showing relationship between experience hours and MEC](image)

Figure 63 Identification of Relationship between Experience to MEC

There is clearly a causal link between the levels of K&S and the number of hours experience, it is expected that as experience levels increase, the minimum level of K&S set for RSE will increase; however, if the opposite occurs, according to expert judgement, it is an indication that acquisition of K&S using the training technology for the student pilot is somewhat defective. The calculation of $E_\gamma$ can be evolved (fine-tuned) to suit student pilot ability to attain MEC levels. The full behaviour to generate the RSEs can be found in ‘Create RSE for Manipulation’ Use Case in Volume II, Figure M 5.

The design and analysis arrays produced from the relationship analysis are saved in the ROSETTA 1 design and analysis directories for the respected student and an illustrative example of the design and analysis arrays are seen in Figure 64 & Figure 65. Each training technology is separated in the arrays by information regarding the number of parameters within the framework with the number of headers; with the final headers used to separate the different technologies. The 1\textsuperscript{st} column signifies the specific K&S with the other columns identifying all the relevant MECs associated with the mission.
| Figure 64 | Subset of ROSETTA 1 Design Database |

| Figure 65 | Subset of ROSETTA 1 Analysis Database |
7.6.3 ROSETTA 1 Evaluation Process

The design data developed from the previous stage is required to be visualised within a framework that is constructed to capture the relationships between the non-functional worker oriented requirements (K&S) and the functional oriented requirements (MECs).

The requirements are denoted as members of a set of dependent variables \( \{R_1, R_2, \ldots, R_n\} \), and the design metrics are denoted as members of independent variables \( \{m_1, m_2, \ldots, m_p\} \). In the body of the ROSETTA matrix, the SMEs are identifying the strength of the relationship between \( R_i \) and given \( m_k \); this represents a relational transformation between requirements space and the metric space. For this \( \{i, k\} \) slot, the transformation is represented by a partial derivative, \( \frac{\delta R_i}{\delta m_k} \). The value of the solution against all requirements is evaluated against an overall weighted function (importance factor). However, the claim that the partial derivative represents the sensitivity between the two parameters is dependent on the assumption that the requirements are completely independent of each other and that the metrics are completely independent of each other; moreover in majority of practical applications this assumption is false and thus these partial derivatives are not sufficient for capturing the full sensitivities between parameters between two spaces. When this occurs the use of a roof and greenhouse is used for multivariate analysis to evaluate the mean difference between two or more dependent variables. Fortunately in this system problem, each K&S is seen as being independent to each other, likewise, each MEC are also independent although some can be consistent through the training pipeline and when one MEC finishes another begins. The resultant ROSETTA framework produced can be summarised in Figure 66, which describes the design and analysis framework which is used for evaluating trade-off solutions for each technology.

The requirements \( (R_i) \), which in this stage are the K&S parameters \( (Ks_n) \), are situated next to the greenhouse on the left; the design metrics \( (m_k) \), which are the MECs, are situated near the roof of the framework. The roof and greenhouse are used for analysing any dependencies between parameters and provides the facility for equations to be included in the sensitivity calculations. The roof can also function to provide a compensatory metric if there is a direct dependency between design parameters i.e. to account for control adjustments for CO\(_2\) emission levels between engine and aftertreatment systems of a diesel engine: the dependency is associated with the evidence that the control structure of both can reduce the level of emissions and the trade study is which system to adjust to optimise reduction of
emissions. In the instance of training characteristics, it is reasoned that all parameters are independent of each other and the roof and greenhouse have not been included in the evaluation, consequently, concentration is given to the functionality and analysis of data using the analysis ‘Q’ frame, which is described in the body of the framework.

![Figure 66 Summary of ROSETTA 1 Framework Analysis Method](image)

The requirements and the design metrics have already has weights \((w_i)\) associated with them from previous stages, however, uncertainty exists with the parameters and between them a relational structure can be developed, similar to the Q frame, where response surfaces can be created for further investigation. The RSEs, which describe the mathematical relationships between \(R_i\) and \(m_k\), are developed and evolved within the method of Chapter 7.6.2; these are gathered from the database files saved within the ROSETTA directories (actual test/response data, if available, between a requirement and a design metric can be used within the slots of the ‘Q’ frame, which then become RSEs, computer resources permitting). The information gathered from the files is used to scale the framework and provide the graphical data within the slots of the framework.

The M&S environment provided by the framework produces the information required for the decision maker to visually and mathematically investigate the surrogate models in sensitivity analysis using a prediction profiler. Crosshairs in the each slot are used to select arguments
hidden in the RSE that determine the attribute value levels required for each parameter and the attribute values selected by the crosshairs in the prediction profile will determine magnitude of the slope of the partial derivatives, which gives an indication of the robustness of the training mission when it relates to the individual MECs. The process is to identify, using the decision makers experience and knowledge of both the student pilot and the technology, the optimal MEC/K&S level the technology is capable of realizing for ToT to the real world without substantial changes in the partial differential values or training attribute levels either side of the crosshair. The architecture used for ROSETTA 1 analysis and the second stage technology elimination is illustrated in Figure 67, with the behaviour described by the ‘Perform High Level ROSETTA 1 Analysis’ Use Case in Volume II, Figure M 6.

Figure 67 ROSETTA 1 Analysis Architecture

In the sensitivity analysis any movement in crosshairs will instantly update the sensitivity values and the predicted responses. Therefore, the sensitivities between a metric and requirement varies as a consequence of other assumed values, which implies that the values
cannot be represented by a single value, but are partial derivatives that are functions of the other metrics and is strongly dependent on assumptions made about the given problem and how much additional information is provided by SMEs.

An illustrative example of the ‘Q’ (analysis) frame is examined in Figure 68 concerning the DTH-24 training technology. The procedure requires the decision maker to converge on two critical parameter levels of a particular K&S and MEC and evaluate the effect on other multi-attribute values within the framework; in this case ‘Multi-Tasks’ has been considered the main requirement parameter along with ‘Assess and Integrate’ MEC, which is used to direct the trade study analysis. Aspects of MEC importance to the success of the mission is also taken into consideration for the start of the analysis. For the purpose of describing the functionality of the ROSETTA framework in the methodology, the example RSEs are shown in red and the magnitude of the partial derivatives is illustrated by the linear black line (re: main body of Figure 66), whose behaviour is described by the ‘Perform ROSETTA 1 Analysis’ Use Case in Volume II, Figure M 7.

The decision maker is examining for a robustness indication that can be visually realized by the change in slope of the partial derivative and ideally the value of the partial derivative needs to be minimal between the two critical parameters. In the example shown in Figure 68, the estimated level of ‘Multi-task’ skill required the complete the mission is ~2.5 (Ks\text{attribute}), as this level gives a clear indication that there is little change in MEC value when checking for the rate of change of the partial derivative at either side of this set-point, i.e. \(\Delta \min. \left(\frac{\partial R_i}{\partial M_k}\right)\) and not necessarily a measure of being optimised. This robustness measure is used to ensure when training to a set level of K&S, there is a degree of tolerance to action the K&S in the evaluated mission and still achieve a minimum acceptable level of both K&S and MEC when compared to the set levels.

The method of reading the framework is to identify the level of K&S required by moving the red crosshair to the desired position, i.e. the current expected training level required; and to read as follows: ‘For this level of K&S, it is expected that the student pilot will attain this level of MEC at that level of K&S using this type of training technology’. As the student pilot progresses through the training pipeline the level of K&S is expected to increase in relation to the level of MEC required for successful completion of the mission, hence, the RSEs that describe the relationship between requirement and design metrics is projected to
move upwards in correlation to the levels of K&S acceptable for the experience level of the student pilot.

This proposed method provides two options for the decision maker, the first is to permit all sensitivities to be dependent on the critical parameters, i.e. the other values of parameters, and location of the crosshairs in all the slots of the framework are dependent on the requirement value and thus control the location of set-points of all other slots; or depending on how intrinsically linked or coupled both requirements and design parameters are, each design parameter can incur an independent trade study within the same framework, i.e. if there are no dependencies between any parameter then the design can incur independent values in the trade study. It is the responsibility of the decision maker and SMEs to decide whether designs incurs a trade-off with other training attributes; it may be possible to need different levels of K&S to perform different MECs and a result each column (design metric) may not be fully dependent on the levels of K&S set for other MECs. The decision on the level of dependency within the framework can affect the trade study outcome and is seen as one of the most important choices to be made for the functionality and results of the trade study.

NOTE: The relationships between requirements and the design parameters are for illustration purposes only. These relationships need to be developed by SMEs with years of experience within the flight training domain and ideally gathered and transformed to surrogate models from current qualitative subjective assessments on performing relevant MECs with technology systems.
The visibility of the frame is dependent on the capability of the tool and the capacity of the computer RAM and speed of processor. (Current version of ROSETTA uses a commercial tool to produce the workflow process including the ROSETTA frameworks and thus uses the scrolling function to view other columns of RSEs for analysis of the partial derivatives and levels of training attributes at the set level.) The current architecture is limited to a maximum of thirty rows of RSE data due to software tool constraints (although scripting with automatic graph generation this limit can be extended), with the number of design metrics limited to the number required to perform the trade study and should be decided on using abstraction techniques. For complex designs, it is advised to keep the ROSETTA frameworks as simple and usable as possible. In the current design of the framework tool, the number of slots (graphs) shown is directly dependent on the number of rows (requirements) and columns (design metrics) identified in previous stages of assessment, the program will automatically scale the UI to suit the number of relationships required to be visible. Once the trade-study for a particular training technology is complete the analysis transfers to any other training technology that remains and a new framework is produced with new sensitives to be analysed.

The values of the requirements levels and design metrics are saved along with the partial derivative values within databases. The total quality function is found with respect to each metric, where the weights are obtained by differentiating Q with respect to each element:

\[
\frac{\partial Q}{\partial m_k} = \sum_{i=1}^{n} \sum_{k=1}^{p} \left( \frac{\partial Q}{\partial KS_i} = W_{ai} \right) \cdot \frac{\partial R_i}{\partial m_k} \cdot \left( \frac{\partial m_k}{\partial m_l} \lor mw \right)
\]

The equation gives a natural way to determine the sensitivities of metrics to the full set of requirements, regardless of the information content. However, the equation is oblivious to the source of the data contained within the framework, hence; qualitative estimates relying on SMEs to fill the gaps can be used for the direction of the solutions and justifications of the trades using the RSE stored within the framework. Along with the partial derivatives, it is important to use the RSEs and the attribute values to check the decision method used for concentrating on one training parameter for the basis of the trade solution, thus, the total quality function is also used to check solutions and comes in the general form similar to the standard QFD approach:

\[
Q = \left( \sum_{i=1}^{n} (w_i, R_i) \right) \ast mw
\]
The behaviour of the evaluation using the framework is described by the ‘Perform Trade Study’ Use Case in Volume II, Figure M 8. The results of the evaluation are summarized to simplify the elimination process to enable the decision maker to visually scrutinise the analysis from the framework and a subset can be seen in Table 13. The table displays the results of all the above calculations and separates the technologies along the columns in the table. The first results shown are the total quality function values, followed by the impact of the values of the metric rankings described by using the partial derivatives equation for $\delta Q/\delta m_k$.

Table 13 ROSETTA 1 Analysis Results for Elimination of Technology

![Table 13](image)

The method used for elimination of technology is similar to that used for ROSETTA 0 elimination, however concentration is needed on the values displayed. Ideally the decision maker is looking for the technology with the highest value of $Q$, hence the highest training value, with the lowest value of $\delta Q/\delta m_k$ to ensure robustness in training. All the MECs are still available for analysis as such six discrete values need to be assessed and the technology which incurs a low value in $Q$ and a high value change (either in +/-) in $\delta Q/\delta m_k$ should be under scrutiny in relation to suitability for training with respect to training objectives. The technologies that are evaluated as being suitable will be tagged to the end of the saved database file that has all the partial derivative values along with the attribute level values of the requirements to be used for further stages of analysis; an example of the elimination process is seen in Figure 69.

![Figure 69](image)

The training choice of blending mix indicates that this elimination stage is not to completely decide on one training technology suitable for the mission scenario, but to give an indication
that more than one solution can be accepted for further elimination later. The warning message is visible and predominantly for future use to inform the decision maker of any issues with regards to current training technology being displayed e.g. issues with availability, faults, configuration changes, etc. The information presented to the decision maker removes clutter from the analysis phase to provide simple metricised values with which to make final decision with. The behaviour of the elimination function is described by the ‘Perform Technology Elimination ROS1’ Use Case in Volume II, Figure M 10; with full explanation of the behaviour and operation of ROSETTA 1 Assessment stage, please refer to Volume II, Appendix M.

7.6.4 ROSETTA 1 Summary

It might be possible to stream student pilots into different ability groups in relation to the mathematical functions, which describe the relationships that are directly dependent on the suitability of the technology to the student pilot and the specifics of the planned mission scenario. The RSE shape can then be dynamically modified to suit student pilot progress to the training technology/system as they execute the mission scenarios. In time, the type of response surfaces that describe the relationship in training effectiveness (i.e. the training technology/system(s) effectiveness at training a pilot for a given K&S attainment level) given a specific MEC set to a level that can be sustained by a training technology (moreover the type of VRTE configuration), the choice of elimination of unsuitable solutions can be more optimised given pilot’s experience and learning ability. Knowledge gained from the response surfaces and the K&S level achieved from performance feedback mechanisms within a given time constraints should assist decision makers in the suitability of VRTE or technology configuration settings (e.g. layout, HOTAS, environment, no. of displays, etc.) for a given training mission.

The feedback from performance indicators and subjective evaluations from the mission can be used to clarify whether the student has achieved the estimated levels of K&S with the chosen blending mix. As training progresses the amount of tolerance allowable for the student pilot to achieve the minimum acceptable level of MEC with the training technology, which becomes more difficult as they progress through the training pipeline, reduces and a situation of large rates of change in partial derivative values is expected to occur between either sides of a specified set-point. As a result, it is believed the amount of experience the student pilot gains should ensure that progress swings to the upper right hand side of the
mathematical relationship; swings to the left hand side of the relationship can be a sign of negative ToT and be an indication that intervention is needed to discuss what aspects of are causing negative relationships to be prevalent within the ROSETTA frameworks.

Issues with the generation of the ROSETTA framework, especially in designs that incur a high degree of dependencies between requirements and design metrics involve the real time and efficient operation of the data within the frameworks. The commercial tool used for the creation of the ROSETTA framework is governed by rules dictated by the capability of the technology (computer) and the memory and processor management techniques embedded in the tool itself. Larger frameworks greater than 6-by-6 parameters, with two plots shown in each slot, uses considerable computer resources and will slow the natural flow of information updates from one column or row to others when it relates to the regeneration of a new sensitivity relationship to match the new trade study position of the crosshairs. Abstraction techniques using hierarchical representations of the system can alleviate this issue to a degree, but as more knowledge is gained about the specific components of the system that trade studies need to be performed on, the ROSETTA frameworks requirements will become more constraint when it relates to performance efficiency. Consequently, commercial tools that are designed for multiple purposes do not have sufficient capability to create large ROSETTA frameworks, thus, if the information within the frameworks is useful, for practical purposes, a specific tool needs to be developed with the capability of producing large graphical data in slots of the analysis frame, as per Figure 68, without incurring substantial use of processor or memory workload. The tool also requires allowing integration with other commercially available tools with the ability to handle textual and spreadsheet data easily and providing plug-ins to other commercial software for added functionality concerning planning, resource allocation, budgeting software, etc.

7.7 Pilot Awareness Rating Scale Model (PARS)

Further to the discussions in Chapter 4.3, the Situational Awareness Global Assessment Technique (Xvelin et. al., 2009) was designed around real-time, human-in-the-loop simulation of a military cockpit, where the simulation is stopped at random times and the pilot asked questions to determine their SA at that point in time and comparative analysis is completed with baseline answers with the difference providing an objective measure of SA. However, with random interruptions to the simulation it is difficult for the student pilot to be immersed in the simulation and thus lead to inaccurate results with respect to obtaining
information regarding ToT. Nonetheless, the method of indicating objects of interest at strategic points in time is useful for scenario planning and to permit a more accurate briefing session given to the pilot especially for accurate aviation through waypoints.

Self-rating systems gain a subjective assessment of participant SA (Naderpour et al., 2015). The techniques are administered pre-mission execution to assess the student pilot’s understanding of the objectives of the mission and what constraints in SA are preordained to be based on the chosen blending mix used; and post-trail for comparison of pilots actual experience of SA during the execution of the scenario; both of which are accomplished via a simple SA related rating scale. The advantage of this type of technique are the ease of application (efficient and low cost) and their non-intrusive nature, however, there is a danger of mistaking SA with performance and issues with poor recall from participants (Fernandez & Braarud, 2015). The PARS assessment is based on the strengths of the Situation Awareness Rating Technique (SART) (Salas & Dietz, 2011), which is generally administered post-mission; and the Crew Awareness Rating Scale (CARS) (McGuiness & Foy, 2000), which is for assessment of command and control attributes in SA and workload (Drury et al., 2006). PARS uses measures relating to: familiarity of situation, focussing of attention, information quantity, information quality, instability of the situation, concentration of attention, complexity of the situation, variability of the situation, arousal, and spare mental capacity. PARS also integrates questions based on Endsley’s three level model of SA consisting of three statements designed to elicit ratings based on ease of identification, understanding, projection (i.e. levels 1, 2, and 3 SA) (Endsley & Connors., 2008). The fourth statement investigates the participants understanding of relevant task related goals in the scenario. The workload subscale consists of four statements, designed to assess effort in relation to the projection of future states of SA related to elements in the situation.

The self-rating system for SA is attractive to use for a varied number of reasons: quick to administer, require little training, simplistic in nature; and can be structured to match certain key identifiers within mission scenario tasks. Accordingly, SA ratings may be correlated with performance outcomes that might result in recognition of periods of time when student pilot’s possessed different levels of SA and hence could lead to identification of certain tasks at key times when performance outcomes was affected.
7.7.1  Student Understanding of Scenario, State of Mind and Success

The elimination of blending mixes using the frameworks for mixed method analysis bequeaths systems that can adequately train the required levels of K&S to achieve the required goals. A pre-mission brief should be used to give the student pilot the knowledge specifically bounded by mission goals and objectives, but included is information regarding the features, control, functionality and the environment of the remaining systems to give the student pilot knowledge of certain constraints with respect to usability, ergonomics and SA of the blending mixes. The student pilots use the knowledge of the tasks with information regarding the limitations of the technology to complete a self-assessment PARS form, described in Volume II, Assessment Form 5, to give the decision maker an indication of the pilot’s mental context and processing of the activities involving in actioning the task activities using the technology. Under consideration is information relating to the SA dimensions to allow the decision maker to collect important information about how affective the student pilot will be in executing the mission with one or more disparate technologies. Dimensions under consideration include:

- The context and processing of perception of received information
- The measurement of understanding or comprehension
- The context and processing of possible future development and actions
- The identification of objects or operations that affects mission success
- The context and processing of task knowledge for mission success

The information gathered from these dimensions can form the purpose of keeping a positive relationship between instructor and student pilot. If the student pilot is having difficulty understanding the complexities of recognition of key actions and objects within the pre-mission brief, it is unlikely that performance will match the perception of current ability levels.

7.7.2  PARS Implementation Design

The PARS architecture is illustrated in Figure 70, which uses the information content of the PARS assessment form for the basis of identification of attributes. After the mission brief the student pilot(s) are required to complete the online assessment form that uses a Likert scale to metricise their agreement or disagreement with a particular statement. Once completed, the database is interrogated by the ‘ReadDatabase’ block and the question numbers and answers are converted to integer values. The ‘PilotAware’ block categorises the questions and answers to separate the understanding of SA and the understanding of mission related tasks.
given consideration of the remaining blending mixes given in the pre-flight brief. The student database file is updated with the total percentage for PARS, percentage understanding of mission tasks and percentage understanding of SA. The behaviour of the PARS assessment is described by the ‘Obtain Student Pilot Understanding of Mission’ use Case in Volume II, Figure N 1.

7.7.3 PARS Evaluation Process

Evaluation of the PARS questionnaire involves a 7-point rating scale ranging from 1 (difficult) to 7 (easy) depending on agreement to the statements. The student pilot answers are used to gain an indication as to the ‘comfort’ and ‘confident’ levels. The total percentage PARS is calculated first followed by SA and mission understanding, as seen in Figure 71. If the total PARS is low or likewise if the grade is high it could indicate that the student pilot has not fully understood the tasks in the mission scenario and consequently the performance outcome could be lower than expectations without confirmation of understanding. The understanding of mission scenario brief concentrates on the situations the pilot will come across in the flight and the feedback should again cover ‘middle ground’ scoring. A high
score should indicate either that the planned mission is below the pilot’s ability to cope with the planned tasks or is too overconfident of completing the tasks; a low score signifies that there is possibly a lack of confidence in their ability to perform tasks in the mission using the blending mixes remaining. The SA assessment grade concentrates on various aspects of awareness when it relates to identification and understanding of using the technology for key objects that requires a change of state of the pilot and hence the aircraft for successful completion of the mission tasks. A low score could indicate that the pilot believes it will be extremely difficult to identify key objects within the simulation and the configuration of the technology makes operation of controls difficult; a high score could indicate their belief that all objects and actuators are very easily identified and manipulated; and concentration can be given to decision making tasks with the information feedback from the technology, over control actions: an indication of overconfidence or lack of knowledge with using the technology configuration and the possibility that the goals of the training mission has been misunderstood. It is perceivable, however, that as the student pilot becomes more skilled (via plasticity) and muscle memory takes precedence, high grades in the evaluation will become the norm (Hohmann & Orlick, 2014).

![Figure 71 Calculation of PAR specific Attributes](image)

Once information has been retrieved and the grades assessed, the workflow tool will save the new grades within the main student database file on the row of the relevant planned mission scenario for future reference.

### 7.7.4 PARS Summary

The PARS assessment is an efficient and necessary approach for identification of pilot’s understanding and difficulty ratings based on the mission brief. The results also represent how effective the instructor’s presentation and explanation skills are to pilot gaining the knowledge required for them to complete the mission scenario. As the training continues through the pipeline, the answers given should correlate to previous if the mission brief is consistent with others. A deviation in answers can give an indication that the explanation
given was not adequate for the student pilot to make an unbiased decision about the mission scenario specifics. If the grade is consistently low but performance outcomes are high, the student pilot could be under assessing his belief in his own ability and be an indication of low confidence levels and anxiety. However, an overconfident student pilot is often the most difficult to train and to transfer new knowledge to (Leveson et. al., 2009).

The findings from the assessment can provide an important distinction in the study of knowledge acquisition especially in relation to the suitability and mapping of the student pilot to blending mixes. This distinction will manifest itself in the consistent performance data of future missions and subjective observer assessments of the student pilot whilst executing the mission scenarios. It is the behaviour of the student pilot that ultimately demonstrates that their understanding is concurrent with their PARS assessment; often individuals have difficulty avoiding behaviour related issues when understanding of objectives and goals is defective and are uneasy with technology suitability. Subjective opinion of decision makers will determine how the assessment affects the student pilot progression to more difficult mission scenarios.

7.8 ROSETTA Level 2 Model

The ability to establish quantitative relationships between fidelity characteristics and training effectiveness should enhance the value of training programmes that utilize blending mixes for training. The relationship to fidelity takes a further abstraction, from that discussed in Chapters 5.2 & 7.4, by considering not only training objectives but also organisational objectives and assists the decision maker in selecting which training technology to use for each respective student to gain the necessary training levels to achieve organisational objectives, conversely, the decision is influenced by and highly dependent on blending mix numbers and availability.

Due to the trade-offs allowable for specification of technology it is vitally important to understand the fidelity dimensions in relation to training effectiveness (Graham, 2004);(ICF, 2013). To this extent, the definition of the fidelity dimensions has to be understood. Physical fidelity can be classed as the degree to which the physical simulation resembles the operational environment. Functional fidelity can be classed as the degree which the VRTE represents or relates to the actual cognitive nature of the task when performed in the real world. Psychology fidelity is the degree to how effect the VRTE is in producing the sensory and cognitive processes within the student pilot as experienced in the real world.
Furthermore, some researchers and practitioners have decomposed these dimensions into more detailed dimensions to permit further details of the architecture with respect to the fidelity dimension, for example see Table 2.

The ability to determine the legitimate amount of all fidelity characteristics and requirements necessary to achieve organisational objectives, which correlate to training mission objects, and then be capable to choose the suitable blending mix for the desired level of training would reduce the chances of conducting training with inadequate levels or excessive levels of fidelity. Addressing the issues concerning blending mix choice for individuals, requirements and training characteristics with capabilities are needed to be sought to achieve the largest benefits in training and determine the most appropriate evaluation technique for the planned training mission.

Table 14 describes the general factors to be considered for assessing the suitability of the blend to use for execution of mission scenarios. Of interest to the training organisation is saving lifecycle cost of training thus attributes relate to both time and cost. These attributes are highly dependent on the training decisions made and objectives set for each student. The variables of interest relate to the technologies capability to efficiently train the necessary levels of K&S for ToT to the real world and become parameters within the ROSETTA framework. The technology is also assessed for its ability to permit the student pilot to exhibit trained behaviour, replicate the behaviour of the real world aircraft and provide emulated feedback to allow the pilot to become immersed in the simulation to satisfy training objectives.

<table>
<thead>
<tr>
<th>General</th>
<th>Training methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Training Objectives</td>
</tr>
<tr>
<td>Cost</td>
<td>Variables of interest</td>
</tr>
<tr>
<td>Systems to be included</td>
<td>Behaviour of interest</td>
</tr>
<tr>
<td>External factors of interest</td>
<td>Procedures and skills to be considered</td>
</tr>
<tr>
<td></td>
<td>Psychological &amp; Physiological factors to be stimulated</td>
</tr>
</tbody>
</table>

Fidelity is generally a metric free subjective value, which can vary dramatically from one SME to the next. Giving more attention to a quantitative method of defining fidelity, determined from workshops with training experts, could establish a specific value of fidelity that incorporates the facility of configuring the fidelity settings to match the technology constraints using RSEs to describe predictive relationships between parameters of the
framework. This ensures the ability to obtain fundamental differences between comparisons of one blending mix to another based on predetermined fidelity values related to training levels and organisational objectives. The shape of the RSEs and crosshair set point in the analysis can be mapped to the performance and validity for the human perceptual system. Over time, the type of blending mix, measures evaluated, RSE shape/curve, and fidelity characteristics can be obtained that is perceived would produce a common set of values created from subjective and observer evaluations that can be stored in training databases available for future mission scenarios and students.

7.8.1 Organisational Objectives to Fidelity Characteristics of Training Tool

The structure and strategy of using blending mixes depends moreover on the organisational objectives and the decision making activity should concentrate on the top layer of management interests. The organisation analysis commences with the service they provide, which leads to the identification of how technology affects routine operations and the methods by which they are accomplished. The introduction of VE within the training programme has experienced a dramatic change in the methods used and the relationship between the GBS and the organisational objectives have yet to be fully understood. The common approach to adapt the organisation strategy is to use subjective characteristics, measures and opinions to drive the use of technology to satisfy objectives primarily based on assumptions that vary between SMEs. The ROSETTA methodology offers a means to formalize subjective opinions that can be directly associated with rules that govern the organisation. Distinguishing between training levels (job levels) and organisational objectives using mathematical relationships to the technology characteristics can overcome the problems of weak or inconsistent correlations that current flight training programmes, which integrate blended mixes, are based.

7.8.2 ROSETTA 2 Implementation Design

The behaviour of ROSETTA 2 Design can be found in ‘Obtain Sensitivities and Correlations between FoS’ Use Case in Volume II, Figure O 2. The design of the framework consists of the decision maker deciding on the level of abstraction to be used for analysis. The organisation requirements and fidelity characteristics for the technology is stored in a database illustrated in Volume II, Table IX; each of the identified parameters within the table includes the boundary limitations of the scale to be used to create the surrogate models, which describe the relationship between the requirements and design metrics. Figure 72, describes the output of the database interrogation that is used for the purpose of scaling and
plotting the linear relationships within the ROSETTA framework design sub-stage using a high-level of abstraction for real time analysis. The behaviour for retrieving database information is described by the ‘Select Level of Detail for Analysis’ Use Case in Volume II, Figure O 2.
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(a)Choice of detail
(b)Framework Parameters & ROI values

Figure 72 Demonstration of High-Level Abstraction Scales from Fidelity Database File

The framework requires information regarding the remaining technology references to be used for the final stage of elimination: the RoS1AnalysisTradeSolution database is interrogated for a list. The design reuses the ‘DesignLoop’ and ‘DesignSlot’ blocks from ROSETTA 1 design sub-stage and repeats the behaviour of ROSETTA 1 when it comes to the development or evolution of the RSE shape between each requirement and each design metric (fidelity characteristic). The design sub-stage outputs data to two databases, one that describes the original RSE shape used to design the mathematical function; the other is the analysis RSE shape that is the mathematical regression with additional sample point added within the RSE for more detailed analysis. The architecture of ROSETTA 2 Design can be seen in Figure 73.

![Figure 73](image)
The K&S identified from ROSETA 0 takes on a different dimension within this stage of analysis; concentration is directed at the relationship between K&S to the organisational objectives and therefore has to relate to the training goals of the organisation. The knowledge dimension and associate RSE shape is assessed in relation to the effect of the fidelity dimension to the body of information applied directly to the performance expectations relating to the planned mission scenario of a student pilot executing the required tasks. The stages of experience on the knowledge dimension range from 1(weak) to 10(outstanding) and can be associated with semantic description as described in Table 15.

<table>
<thead>
<tr>
<th>Knowledge Level Needed for Mission Scenario</th>
<th>Grade</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>1%-24%</td>
<td>1.0-2.4</td>
</tr>
<tr>
<td>Limited</td>
<td>25%-39%</td>
<td>2.5-3.9</td>
</tr>
<tr>
<td>Adequate or Satisfactory</td>
<td>40%-49%</td>
<td>4.0-4.9</td>
</tr>
<tr>
<td>Acceptable or Competent</td>
<td>50%-50%</td>
<td>5.0-5.9</td>
</tr>
<tr>
<td>Good or Commendable</td>
<td>60%-69%</td>
<td>6.0-6.9</td>
</tr>
<tr>
<td>Excellent</td>
<td>70%-79%</td>
<td>7.0-7.9</td>
</tr>
<tr>
<td>Outstanding</td>
<td>80%-100%</td>
<td>8.0-10</td>
</tr>
</tbody>
</table>

The skill dimension and associated RSE shape is assessed in relation to the effect of the fidelity dimension to the performance expectations to the planned mission scenario of the student pilot in cognitive functioning and physical movement in executing tasks in the training technology. The stages of experience of the skill dimension have a range from 1(novice) to 10(expert) and is associated with semantic descriptions described in Table 16. For further details on the explanation of all parameters that can be used within the framework please refer to Volume II, Appendix O for full description and guidelines.

<table>
<thead>
<tr>
<th>Skill Level Needed for Mission Scenario</th>
<th>Grade</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice</td>
<td>1%-25%</td>
<td>1.0-2.5</td>
</tr>
<tr>
<td>Capable</td>
<td>26%-39%</td>
<td>2.6-3.9</td>
</tr>
<tr>
<td>Skilled</td>
<td>40%-49%</td>
<td>4.0-4.9</td>
</tr>
<tr>
<td>Advanced</td>
<td>50%-59%</td>
<td>5.0-5.9</td>
</tr>
<tr>
<td>Proficient</td>
<td>60%-69%</td>
<td>6.0-6.9</td>
</tr>
<tr>
<td>Expert</td>
<td>70%-100%</td>
<td>7.0-10</td>
</tr>
</tbody>
</table>

The technology fidelity characteristics relationship to the objective requirements is assessed to support capability based trade-off decisions for selecting optimal flight training mixes. The specifics of the blending mix are assessed with the ability to trade-off decisions and obtain relationships between each objective requirement and a specific technology fidelity characteristic. Levels of performance of each technology can be used for trade studies using
the mathematical functions which describe the relationship shape between parameters to the cost, operational and readiness preparation effectiveness. The RSEs should be defined by SME consultation and the performance feedback, using technology feedback and subjective assessments, of the student pilot in each executed mission on respective technology configuration. It is perceived that a number of iterations with the pilot executing mission scenarios with identical K&S using the identical technology can allow the surrogate models to be optimised for analysis and assessment as the difficulty levels of the mission increases. The experimental data to evolve the RSE shape can be used to describe the change in training effectiveness of a given blending mix technology for training a pilot to achieve the maximum possible outcome given a change in fidelity levels of disparate technology and configurations.

7.8.3 ROSETTA 2 Evaluation Process.

The design data from the previous sub-stage is visualised within a ROSETTA framework, which uses the architecture illustrated in Figure 74. Either the design or analysis database is selected by the decision maker depending on the level of analysis required. The architecture is used to create the slots within the framework by reusing the functionality of ‘RosTradeStudy’ and ‘ROSGraph’ blocks first identified in ROSETTA 1 analysis. The analysis uses the parameters from the design stage to structure and scale the framework with the data used to populate the graphs, which are displayed within the slots of the framework.
The calculation of the total quality function follows the same method as that used in the calculation for ROSETTA 1. The structure of ROSETTA 2 Framework is seen in Figure 75. The requirements \( (R_i) \) include the new dimension(s) of K&S together with various organisational objectives relating to the efficient administration of training objectives; the requirements are recognised as not experiencing any dependencies between them; full descriptions are given in ‘Organisational Design Variables’ in Volume II, Appendix O.

The design metrics \( (m_k) \) are the fidelity characteristics of the technology and the decision of placing weights to fidelity is a choice dependent on the specifics of the mission scenario. The design metrics can have dependencies between them; the level of detail needed for the analysis will determine if the Monte-Carlo simulations are necessary, however, in real-time situations it is deemed that this is excessive for an indication of technology suitability to training, full descriptions of fidelity characteristics can be found in ‘Technology Viewpoint’ in Volume II, Appendix O. Time in a student pilot’s day, technology fidelity and availability along with pilots experience can be considered as attribute values that can change to explore different trade-offs. The information content stored within the surrogate models of the

Figure 75 Summary of ROSETTA 1 Framework Analysis Method

The calculation of the total quality function follows the same method as that used in the calculation for ROSETTA 1. The structure of ROSETTA 2 Framework is seen in Figure 75. The requirements \( (R_i) \) include the new dimension(s) of K&S together with various organisational objectives relating to the efficient administration of training objectives; the requirements are recognised as not experiencing any dependencies between them; full descriptions are given in ‘Organisational Design Variables’ in Volume II, Appendix O.

The design metrics \( (m_k) \) are the fidelity characteristics of the technology and the decision of placing weights to fidelity is a choice dependent on the specifics of the mission scenario. The design metrics can have dependencies between them; the level of detail needed for the analysis will determine if the Monte-Carlo simulations are necessary, however, in real-time situations it is deemed that this is excessive for an indication of technology suitability to training, full descriptions of fidelity characteristics can be found in ‘Technology Viewpoint’ in Volume II, Appendix O. Time in a student pilot’s day, technology fidelity and availability along with pilots experience can be considered as attribute values that can change to explore different trade-offs. The information content stored within the surrogate models of the
framework should consider availability in terms of both pilot time and aircraft availability and can be limited to repetitions in certain blending mixes.

The graphical representation of the framework is displayed to the decision maker who uses the crosshairs to perform trade-studies on each remaining technology independently. The total quality function is found with respect to each requirement as follows:

$$\frac{\partial Q}{\partial m_k} = \sum_{i=1}^{n} \sum_{k=1}^{p} \frac{\partial R_i}{\partial m_k} \cdot (\frac{\partial m_k}{\partial m_i} \cdot mw)$$

The equation gives the sensitivities of metrics to the full set of requirements, regardless of information content. The source data contained within the RSEs is also used to calculate the quality function, similar to the QFD approach as follows:

$$Q = \sum_{i=1}^{n} R_i \cdot mw$$

The results of both equations are used to generate the aggregate total quality function significant to total suitability and robustness metrics of a technology using the equations below:

$$\frac{\partial Q}{\partial m_i} = \sum_{i=1}^{p} \frac{\partial Q_p}{\partial m_k}, and \ Q_T = \sum_{i=1}^{p} Q_i$$

Each result is summarized in a simple table similar to the one described in Table 13 of ROSETTA 1 where the decision maker concentrates on the maximum value of $Q_T$ and the minimum value of $\frac{\partial Q}{\partial m_i}$ with which to base decisions on. The decision maker uses the identical procedure to perform the trade study; after accepting the positions of the crosshairs within the framework the data is simplified for elimination choice, as per ROSETTA 1; the behaviour is described by the ‘Attain Fidelity Value of Systems’ Use Case in Volume II, Figure O 6. However, the elimination stage should display a message to the decision maker indicating that only one system can be accepted for the mission scenario, as per Figure 76. Once the ‘No’ function is selected the technology reference number is saved within the respective student database file as the chosen blending mix with which to execute the mission; the behaviour of the elimination function is described by ‘Procure Effective Blending Training Mix’ Use Case in Volume II, Figure O 7.
For a full explanation of the behaviour and operation of ROSETTA 2 assessment stage, please refer to Volume II, Appendix O.

7.8.4 ROSETTA 2 Summary

The ability to establish quantitative relationships between training effectiveness and fidelity should enhance the value of training with different training technology. The predictive models provided by the RSEs give the training organisers and designers of VRTE and aircraft technologies the ability to compare the identical type of assessment concerning the impact of various levels of fidelity on training effectiveness prior to using or investing in any new training technology; this can give an early indication of suitability to training.

The ability to choose the level of abstraction with which to perform the design and analysis at this stage provides added flexibility within the evaluation process. The more detailed analysis of fidelity characteristics can be performed to isolate any potential issues with the use of the technology for a particular training level, in addition, can be used as the basis to assess future training technology. The high-level analysis permit real time assessment of the choice of blending mix with little technical knowledge on the system, signifying that training the decision maker for this level of assessment should be cost effective and efficient; the more detailed assessment can be reserved for SMEs with a high level of technical and pilot training knowledge.

The record of blending mixes stored with the student file allows for assessment of performance levels using such technology to be evaluated separately and thus can assist in identifying technology that student pilots are having difficulty with. The inclusion of salience and attention weight gives strength to the ability of the technology to display relevant objects during the mission scenario that the student pilot has to recognize and use SoPs to change state of the aircraft. The direct operating cost is a key parameter under consideration to the level of K&S needs; the trade-study is directed at organisational objectives and it makes sense to choose technology that provides the correct levels of training for less cost but with sufficient capability for the other dimensions under consideration.
7.9 Task Load Model

Task load is defined as the mental workload inflicted by the technology to be controlled by the pilot (Bennekom & Tuinen, 2010), although the definition of task load varies among SMEs. Workload increases by the time criticality of the tasks required for the pilot to perform. Nevertheless, measuring task load during execution does not give a direct prediction of how the student pilot will handle each task in the mission, as each task may have different numbers of activities involved and different time constraints with which to perform them. The types of tasks and activities involved to perform the mission task are seen as important determinants of workload experiences of pilots. Task load is influenced by a number of factors:

- Energy rate demand – whether or not mission or task constraints can be met; this is more apparent to the pilot when pressure to meet the constraints continues into the final part of the task.
- Time Available – Actions which need to be performed within time constraints (directly related to distance available in the task), which becomes more important as the time available reduces.
- Final velocity and intercept angle – constraints required by the mission requirements with respect to waypoint intercept.

Predictions of task load are heavily influenced by operational factors, such as small deviations between the actual aircraft thrust, modelled aircraft thrust and pilot behaviour (Gillet et. al., 2010). There is a strong bias towards developing pilot models to be used within M&S to predict per timed sample the task load a pilot will have to manage during execution of a task. However, deviations from SoP by pilots can completely overshadow the M&S predictions due to the inherent human factor issues for pilot actions, as discussed in Chapter 4.4.

7.9.1 Task Load Implementation Design

Before the decision maker makes a conscious decision on the tolerance set-point of accuracy for activities in the tasks, a general indication task load is needed with which to base measurements. Attributes under consideration include:

- \( i = V \) (visual), \( A \) (auditory), \( C \) (Cognitive), or \( M \) (Motor)
- \( s = \) Flight Procedures (approach, Landing, Scan Patterns, Checklists, and others)
The calculation of task load, therefore, requires knowledge of the duration of tasks and the workload dimensions associated with each task with which to base calculation on. The baseline scenario, described in Volume II Appendix H, gives the decision maker the ability to upload the baseline mission and use the simulation values to calculate task load. The architecture for the task load stage can be seen in Figure 77 with the behaviour described by the ‘Assess Task Load for Each Task within the Mission’ Use Case in Volume II, Figure P 1.

7.9.2 Task Load Evaluation

The task load is calculated by first considering the total time available for the task (or activity) along with the total time for the mission to calculate $\tau$:
\[ \tau = \frac{\text{time available for task } (\Delta t_{i,s,n})}{\text{Total Flight time for Mission } (t_{\text{total}})} \]

This calculation gives a fraction of time in the mission with which to perform each task. This calculation is used within the workload values to calculate task load as follows:

\[ TL_{i,s,n} = \frac{\% \text{Workload per task } \times (1 - \tau) - \% \text{ average Workload per task}}{\tau} \]

Task load values ≤ 45 gives a clear indication of adequate time available for the pilot to perform the mental tasks or activities needed without over exertion, however, task load values ≥ 60 gives an indication that the number of tasks or activities to perform for the successful completion of the mission tasks has considerable time limitations and this increases the amount of mental workload processes that has to be maintained during the task.

The planned mission tasks should be directed to present to the student pilot task load level ranges between 46-59 to ensure mental process overload conditions do not occur in early stages of training. However, as the student pilot progresses through the training pipeline and the mission tasks increase in difficulty it is expected that the pilot has adequate experience and proficiency to manage tasks or activities with greater task load values.

For the subset of tasks described throughout this chapter, the workflow tool outputs the evaluation result and ‘tags’ it to the ‘TaskNoandDetails’ file stored within the student directory, as seen in Table 17. This small database file created from the workload assessment stage is used to store useful information regarding the instructor’s opinion of how the student will cope with the tasks. In this proof for functional context example, the task load value for task 1 scores higher even though the task description expresses minimal control required for the aircraft; however, upon further investigation the timescale needed to complete the tasks and activities produce a task load greater than the bank turn. This information is important to consider when predicting performance success of each student; from the results more mental workload is required for monitoring avionic systems and the environment to ensure course (or target) is maintained in the first task due to time constraints than in the second even though the number of activities and operations in the second manoeuvre is greater.
Table 17 Example of Output from Task Load Assessment

The total average task load for all tasks within the mission is saved within the main student database file for quick reference.

7.9.3 Task Load Summary

Although workload has been assessed in a previous stage the effects of workload pressure being instigated on the student pilot with respect to time was not considered. The task load assessment fills the gap in workload measures by using the knowledge gained from the workload assessment and adding a time dimension to workload considerations. The outputs give an indication that simple tasks with strict time constraints can affect the mental processes of the student pilot, which were previously ignored. The task load value can affect how the decision maker predicts performance and the maximum tolerance acceptable in flight manoeuvres or targeting operation/task accuracies and precision using the chosen blending mix. For example: if a task within the mission scenario requires substantial control adjustments in a minimum amount of time and the chosen technology characteristics and configuration is not best suited to distinguishing between operations (buttons/switches), this can incur additional workload for student pilot to ensure the correct action has been executed and thus affect timely completion and accuracy of manoeuvres and objectives within mission tasks.

7.10 Prediction of Task Performance with Chosen Training Tool

“Prediction is very difficult, especially if it’s about the future.” – Anonymous

Most human performance measurement data informs of the degree to which users accept and believe they perform with equipment and technology; the measurement gives an indication of good design practices to integrate HITL. A measurement of task performance, however, suggests how effective and efficient the particular human machine interface (HMI) to suit a particular user has been. The primary utility of task performance data is to influence system
design throughout the development process; if the scenario is known and data from previous executed mission scenarios is available, decision makers can concentrate upon design characteristics that influence performance of certain tasks.

The evaluation of success of the choice of blending mix, and generic training SoPs, is revealed in the performance data that could indicate design characteristics that degrade performance, as such could denote areas to which redesign or technology configuration changes can improve human task performance and thus total system performance, as briefly discussed in Chapter 4.4.2. The knowledge gained from the performance database provides a useful basis for decision makers in determining performance constraints and training success. Inputs to M&S and mission simulation exercises can be used to predict future performance results and decide on future selection of training tasks using disparate blending mixes.

The measurement tool for performance based measures should exhibit a reliable effect regardless of sample size, the subjective assessments and the mathematical formalisms used to predict performance has to concentrate on individual success rates rather than group.

### 7.10.1 Performance Prediction Implementation Design

Accuracy of activities or tasks with the FTS is generally based on observer led assessments in qualitative terms such as ‘good’, ‘expected’, ‘unsatisfactory, and so on. However, for prediction of accuracy quantitative measurements are needed to give confidence quantities that the aircraft (virtual or real) can be controlled within certain margins of error from the ideal. The question of ‘We are confident that using the technology interfaces the aircraft can be maintained within ___degree of ideal using the chosen blending mix” is required to be asked (re: Figure 12). The predictive measurements of interest with answering this question are accuracy and precision of the tasks or activities. To assist the decision maker in realizing a valid prediction of flight precision, data is gathered regarding the understanding of SA from the PARS assessments along with PSR and task load to calculate the default standard deviation needed to generate Gaussian curves for the task activities of the mission: time accuracy, altitude accuracy, heading/position accuracy, and others if necessary and when required. The predicted accuracy refers to how close performance is believed to be from the predicted mean, whereas the precision refers to how consistent performance is to the mean, i.e. able to maintain control of aircraft to planned mission requirements, as seen in Figure 78.
Each task of the mission is evaluated with the decision maker having an opportunity to vary the precision levels to incorporate his/her own views on the ability of the pilot using the chosen blending mix to maintain mission requirements. The generated curves are then saved within the distribution files database for further analysis with actual performance data from the executed mission scenario, the architecture used for this assessment stage is described in Figure 79; with the behaviour described by the ‘Estimate MoP of Students’ use Case in Volume II, Figure Q 1.
7.10.2 Performance Evaluation Process

The default standard deviations are gathered from SME workshops as being an adequate set-point for precision flying to achieve task goals, the data gathered from the main student database file and the workload files are then used to amend the standard deviation to more accurately predict tolerance settings gathered from previous assessments. These set points can be amended to suit experience gained with the chosen blending mix, thus, the new StdDevOut value can be used to amend the default standard deviation settings for all accuracy dimensions being predicted. The results for the subset of Oscar123 mission scenario example used for this proof of functional concept are illustrated in Figure 80, which describes the Gaussian distributions for accuracy and precision for the first task. In this example, for time accuracy it is perceived that the student pilot is able to maintain SA enough to allow them to fly the aircraft to waypoints within ±1.5 seconds, at an altitude of ±17 feet and maintaining heading between ±7 degrees from planned – these default values can be evolved as the training programme progresses. Furthermore, the decision maker has a number of functions that can scale the precision settings of each accuracy dimension that will amend the shape of the Gaussian curve and respective array values to suit the subjective opinion of the abilities of the student pilot using the chosen blending mix, hence, adjust the precision and accuracy set-points to suit judgement.

Figure 80 Accuracy Predictions for Subset of Oscar123
Once the decision maker is happy with the accuracy settings of the task, the ‘Analysis Finished’ function is selected, which will transfer to the distributions for the next task within the mission and store the array values along with precision and accuracy values within a 2-D array. The same process of analysis of precision settings occurs until all the tasks within the mission have been assessed, as seen in Table 18. The data stored within the table is to enable comparison of distributions from one mission to the next to check the direction of improvement i.e. the precision tolerances should decrease as experience is improved and with it the acquisition of greater levels of K&S.

Table 18 Example of Results from the Sub-set of Accuracy Predictions

The row with heading Std Deviation in Table 18 indicate the predicted accuracy tolerances for the task for the respective student pilot using the chosen blending mix, which will be used to score the pilot performance accuracy to the set mission scenario using the baseline scenario developed in Chapter 7.1. As such, each planned task should be scored independently of others, consequently, the performance accuracy from one task will not directly affect the score for the second, although it is expected that any deviation in course and time will be corrected by during execution of the mission. The predicted outcome can be used for preliminary attribute values of CC for each task output and therefore lead to a predicted EC<sub>out</sub> grade for each student (re: Pipeline model of Figure 40).

7.10.3 Performance Summary

The prediction of performance is a difficult task to accomplish and is open to considerable bias. However, the proposed workflow tool described in this methodology presents information to the decision maker in an easy to understand visual manner, which will store the information contained within the distribution curves within a database that can then be compared to actual performance data from the chosen blending mix (training technology/system). This ensures that prediction moves from being an undocumented subjective assessment to something that can be used to document progression that incorporate the judgement of the decision maker on the performance outcomes using the chosen blending
mix. This type of documentation can assist in removing some of the biases that might exist by forcing the decision maker to justify their predictions based on previous performance levels and their own understanding on the blending mix suitability to mission tasks and the respective student pilot.

This type of distribution used for the accuracy dimension can also be used in workshops to debate the usefulness of the training technology in relation to ergonomic design, visual acuity and operator comfort. If a training technology shows consistent increase in tolerance levels, based on performance feedback scores from predicted tolerances, then a discussion needs to occur on whether: continued training on the technology is beneficial; if tolerance levels have to be increased when using this technology configuration; or whether concentration needs to be focussed on other aspects of performance outcomes relating to acquisition of K&S rather than accuracy and precision in student pilot operations and subsequent behaviour within the execution of the mission.

7.11 Pre-Flight SA Assessments

In this method, the student pilot is asked to complete a self-rating SA questionnaire before the decision maker completes the last subjective assessment to predict task and mission success. The self-rating technique is used due to its non-intrusive nature and to compare thoughts and feelings with post-trial assessments; the technique requires very little training to complete as it is designed in an easy to understand language. The Pre-flight SA assessment should be administered via an online form whereby the pilots rate their own SA based on their current state of mind. Information regarding the previous night sleep, how their day is proceeding and their opinions about the upcoming mission are integral to estimating the success before the student pilot is evaluated; the assessment form can be seen in Volume II, Appendix R, Assessment Form 6. These SA ratings are used to correlate performance along with success of mission task goals with the decision makers predicted responses.

7.11.1 Pre-Flight Implementation Design and Evaluation

The data for each student pilot is stored within the PreFlightSA database that used a Likert scale to transform feeling into metric values. The ‘ReadDatabase’ block will request the decision maker to search the database file for the name of a student pilot. The ‘textToInt’ block converts the textual data to integer values and the function of the ‘PreFlightSA’ block will use the answers to calculate the average percentage pre-flight SA score and save it within
the respective student pilot database file. The architecture can be seen in Figure 81; with the behaviour described by the ‘Obtain Situation Awareness’ Use Case in Volume II, Figure R 1..

![Figure 81 Pre-Flight Assessment Architecture](image)

Low percentage scores should prompt further investigation of the pilot’s state of mind before execution of the mission. For instance, if the pilot is feeling ill, it might be best to postpone the evaluation of the mission for another day; however, if the pilot is not motivated to fly the mission the decision makers subjective assessment on the success of the goals will inadvertently be lowered that may affect the next planned mission scenario and slow progression of the pilot; all of which are undesirable and contradictory to organisational objectives.

### 7.11.2 Pre-Flight SA Summary

The method of assessment, although simple, provides adequate information with which to base the success of mission goals on for each pilot. The questionnaire takes a matter of minutes to complete and less than a minute to evaluate. The completed questionnaire answers are available within the database should the assessment score be low to allow for further investigation and subsequent decision of the suitability of the pilot on training aspects of the mission at that point in time. However, the assessment can be optional as most SA assessments are completed post-flight (Pritch et al., 2012); (Pool et. al., 2012).
7.12 Goal Modelling Techniques for FTS

Every mission scenario is developed with a goal and with it objectives, i.e., precision of flight, to achieve the goal. A goal is defined by Lamsweerde (2009) as ‘a prescriptive statement of intent that system should satisfy’, i.e., an achievement or accomplishment for the effort given, whereas objectives can be seen as time-related to achieve certain tasks and are measurable (see Chapter 7.10). A goal can also be defined as a statement of intent and the identification of strategic goals is through keyword analysis of the mission statement and the specification technology available (Pokoradi, 2011); using binary reasoning to clarify the satisfaction of goals, measured with a degree of satisfaction elicited from SME’s opinion, with the chosen blending mix. There is of course a matter of uncertainty due to unfamiliarity with technology and configuration of controls and indicators. Questions such as: how likely is the goal to be satisfied and how likely an obstacle is going to occur in the current configuration setting?, have to be asked in the development of quantitative approach, which will provide a probability of satisfaction (O’Hagan et. al., 2006). In a situation where technology is involved, in the absence of engineering and software knowledge (as SME are experienced in instructing and flying aircraft), eliciting quantities of interest i.e., satisfying training goals, from experts has to be based on the experiences of those making decisions. The probabilities allocated to the sub-goals when summed should equal to one.

Goals along with relationships between them provide a logical basis for arguing on the MoE related to mission goals as per the holistic view of learning illustrated in Figure 11 of Chapter 4.2. Performance goals are often set by the decision maker to control the workload based on their subjective opinion or feedback performance results. However, it is extremely hard to assess whether a goal has been met unless the goal is systematically decomposed into specific requirements with specific margins. Assessment has a strong dependence on SME opinion, about probabilities and weights, with specific K&S gained from training and experience (Kerkering, 2012); for instance, for task goals the goal to be assessed can be: achieve success in maintaining aircraft course and time accuracy within predefined task tolerances. Consequently, the objective is to achieve the greatest amount of accuracy in flight to match task tolerance levels; and goal modelling is used to estimate what the decision maker believes can be achieved in relation to task goals, as per Figure 15.

The abilities of the student pilot have to function in the background of K&S, which will be used in most activities executed in the mission scenario. Thus, using ‘X’ for K&S, ‘G’ for
goals, and ‘A’ for actions, the process to improve performance of the student pilot can be described as:

Belief (based on ability) + Applicable ‘X’ + G \Rightarrow \text{HOW TO ACHIEVE PERFORMANCE}

Achieving performance concerns aspects of gaining confidence and experience to continue achieving higher levels of performance by acquiring greater levels of K&S using the blending mix when compared to previous missions. This predicate well-formed formula brings clarity to quantities and quality levels. This can be used during planning of training missions for goal formulation, performance analysis and evaluation of instruction. For the proposed workflow process, prediction of goal satisfaction in relation to the understanding of the pre-mission brief is described as a functional relationship with key objects to be recognized within the mission as follows:

\[ f : O^* + G \rightarrow A \]

Where \( O^* \) represents certain objects of interest that should be recognised as prediction of a change in state, \( G \) represents the goals of the task in relation to the object and \( A \) is a set of possible training actions based on training rules (SoPs) using the chosen blending mix. This function represents a mapping from object and goals directly to actions. Generally, probabilistic simulation techniques moreover Monte-Carlo analysis (Belvardi et. al., 2012), is used to analyse goal satisfaction level and uncertainty in expert opinion. Thus, mechanisms are introduced to measuring sensitivities of an overall goal to different factors to necessitate the extent of any improvement necessary for satisfying an overall goal.

It is natural to be able to validate learning objectives by using modelling techniques in association with performance feedback provided by the training technology to be able to quantitatively reason about the satisfaction of current K&S levels in achieving the overall missions goals and further identify the characteristics and behaviour of the technology and the pilot that must be improved to increase the goal satisfaction. An approach known as goal modelling (Kelly & Weaver, 2004) is suited for prediction of goal success of tasks and for the FTS consists of three main components enabling quantitative assessment: the goal models themselves, SME elicitation (O’Hagan et. al., 2006), and probabilistic simulation. Goal modelling will establish for the decision maker, in a formalized way, the level of confidence that a student exerts and functions using a particular technology and configuration within predefined limits set by SMEs.
7.12.1 Why Model to Estimate Success of Mission Objectives

The mission scenario is decomposed into structured goals (Lamsweerde, 2009) consisting of attributes that can be measured using the technology i.e. airspeed / time accuracy, altitude, course heading, etc. Each goal is further categorised and associated with relevant K&S being evaluated and verified between each waypoint or mission related task. Expert elicitation techniques (Meyer & Booker, 2001);(Forester et. al., 2004) are applied based on evidence from previous subjective assessments, instructor opinion and/or previous performance evaluations, for the mitigation of potential biases; however, it has to be noted that dependability has a strong reliance on expert judgement (Littlewood & Wright, 2007); in time, previous performance results will offset this dependency and reduce any potential negative bias from the instructor. One of the key areas that can be enhanced by using goal modelling techniques is to identify significant areas of uncertainty, e.g. a new student with swings in personality traits that can lead to significant ambiguity in expert judgements, knowledge deficiency of blending mix training effectiveness, define an objective fitness criteria to reduce uncertainty; and create a more robust evaluation based on subjective assessments, daily pilot traits, and previous performance results.

The first task when constructing the goal model is to elicit the mission scenario task details and descriptions; then, identify the qualitative evidence which will enable quantifying the probability of each of the goals being satisfied through decomposition and precedence order of each goal (Holden & Dickerson, 2013). High level goals describe the general strategic objectives of the mission generally related to performance and K&S levels, lower-level goals are more specific in nature to how the mission is going to be completed, i.e. what technology is the pilot going to use to complete mission objectives; this incurs the specification of what the strategic goals are that the technology must satisfy along with identifying any potential obstacles that could affect success of the goals. The obstacles that can prevent the student pilot from achieving the set goals include the lack of understanding of the specific operations required by the tasks in the mission, the unsuitability of the technology for the student pilot that increases their workload unexpectedly and the lack of SA caused by deficiencies in K&S. SME opinion must be elicited on the chosen blending mix for use of accomplishing the strategic goals and then a decision must be made about whether goals need to be amended to suit the technology or the pilot (/ptissues of Figure 82). If the level of satisfaction gathered from the performance feedback or observer evaluations is low, sensitivity assessment can be completed to identify the input quantities with the most significant impact of overall goal
satisfaction, and thus will assist in creating an action plan to make improvements such as: collecting more evidence, additional provisions in technology, or identification of suitable pilots to achieve the set goals and ejection of pilots who consistently fail to meet the ‘grade’. Alternatively, if the pilot performs the tasks as predicted it can be considered that SME judgement is accurate to the capabilities of the technology / system and abilities of the student pilot interacting with it, the process can be described in Figure 82.

![Figure 82 Goal Modelling State Behaviour](image)

**7.12.2 Goal Model Implementation Design**

The probability of satisfaction of the goal \( G_i \) given supporting evidence items \( E_1, ..., E_n \) is obtained from subjective opinion and questionnaires from previous completed assessments relating to the student pilot with concentration given to the objectives and actions of the goal and querying: based on \( E_1, ..., E_n \), how likely is \( G_i \) to be satisfied. The goals can be made at the task or activity level relating to the goal of the task the pilot is attempting to satisfy. These probabilities will be in the form of a triangular distribution, which are highly intuitive, account for uncertainty and promote ease of understanding. To define the distribution, the decision maker has to decide on three parameters: the maximum performance probability of satisfaction of the goal \( b \), the minimum performance probability of satisfaction of the goal \( a \), and the most likely performance probability of the goal \( m \), with concentration given to the maximum likelihood value first, as seen in Figure 83.
The triangular distributions are calculated using a density function formula as follows:

\[ f_x(x) = \begin{cases} 
    \frac{2(x - a)}{(b - a)(m - a)} & \text{if } a \leq x < m \\
    \frac{2(b - x)}{(b - a)(b - m)} & \text{if } m \leq x \leq b 
\end{cases} \]

The shape of the distribution is the important quantity to assess as missions are evaluated. The 'blue' triangular distribution informs the decision maker that between the two limits of satisfaction there is an even chance that the student pilot will succeed with the chosen blending mix, indicated by \( m_i \). The task for the instructor is to ensure that when predicting goal satisfaction, ‘\( m \)’ is consistently transitioning to the right of \( m_i \) or the previous location of ‘\( m \)’ for a similar task to obtain confidence that training is transferring the correct levels of K&S with the chosen blending mix for the pilot to cope with tasks. Any deviation to the left of \( m_i \) or the preceding set-point of ‘\( m \)’ gives a clear indication that the view is the pilot may struggle to achieve task goals at this set difficulty level of the task and that possible negative ToT is being experienced with the chosen blending mix. To assist in easy analysis a cumulative triangular distribution can also generated to concur with decision maker’s assessment with crosshairs giving identification of improvement or deterioration in decision makers views on progress, as follows:

\[ f_x(x) = \begin{cases} 
    0 & \text{if } x < a \\
    \frac{(x - a)^2}{(b - a)(m - a)} & \text{if } a \leq x < m \\
    1 - \frac{(b - x)^2}{(b - a)(b - m)} & \text{if } m \leq x \leq b \\
    1 & \text{if } x \geq b 
\end{cases} \]
Once the satisfaction probability values are obtained for all the tasks within the mission scenario, an evaluation on overall mission goals with the chosen blending mix can be performed using point value algorithm based on the elicited probabilities (Robert & Casella, 2005). This method is based on repeat random sampling of a set input probability variables decided by the decision maker to obtain an estimate for the degree of satisfaction of a strategic goal either per task or per mission depending of the level of abstraction used for the assessment i.e. if task goal assessment is used then the Monte Carlo analysis is to find overall mission satisfaction for a student pilot; the algorithm can be seen in Figure 84.

**Figure 84 Goal Propagation Algorithm**

In each iteration of the algorithm the input variable to the algorithm is generated from the probability distribution for each of the variables. The point value propagation algorithm, described below, is then used to record the value of $y_i$ in an array. After a number of iterations specified by ‘NoOfSim’ an approximate probability density curve is generated with values falling within the value ranges of minimum and maximum of the limits of the input variables.

**Point Value Propagation Algorithm**

- **While** (Child Goal(s) Probability attribute is not done) – All tasks or activity distribution attribute values not sampled
  - **For** every goal satisfaction distribution Not DONE
    - Apply rule $P(G) = \prod_{i=1}^{n} P(G_i)$;
    - Mark Goal variable as ‘DONE’;
  - **End For**;
- **End While**;
- **Output** value for child goal satisfaction distribution.

The architecture used for goal modelling assessment is illustrated in Figure 85; with the behaviour described by the ‘Estimate Mission Success’ Use Case in Volume II, Figure S 1. The numbers of tasks are gathered from the ‘TaskNoandDetails’ database file for the respective mission and the ‘GoalModel’ block uses the data to present to the decision maker
details of the tasks. Once the assessment is complete the point value propagation mean value is saved into the main student database file for the respective student pilot.

Figure 85 Goal Modelling Architecture

7.12.3 Goal Modelling Evaluation Process

In this proposed method, the assessment begins with retrieval of the task numbers and details which are displayed on screen for the decision maker to make subjective assessments on the success of the tasks based on current information about the student pilot. At this point, three windows appear in succession asking for input data regarding the maximum, minimum, mean goal successes for each task, as per Figure 86. The data is based on the goals of the task and should be related to the precision estimates given in the prediction of task performance assessment stage.

Figure 86 Inputting Data into Goal Modelling Assessment.
Once the values have been entered, the workflow tool produces a triangular distribution based on the inputted data to give a visual representation of the decision maker’s objective assessment of the success in achieve the task goals, as seen in Figure 87. Hence, all the data needed to allow the decision maker to visualise their judgments on the success of the task is displayed.

![Image](image-url)

Figure 87 Example of Assessment on Student Pilot Success for Task 1

At the top of the screen, the $f(x)$ score that is associated to the ‘yellow’ cursor is permitted to be adjusted by the decision maker if the mean value of the distribution needs to be amended. To the right, is the satisfaction distribution of goal, which gives a percentage metric value of predicted success using the chosen blending mix for the task: below 50% causes a concern about the necessary K&S levels to achieve the goals of the task. Below these metrics are details about the mission reference, task number and details followed by the inputted data by the decision maker. The top graph is the triangular distribution and below it is the cumulative triangular distribution that is used to give the satisfaction value of the assessment. Once the success of the task has been evaluated, the accept function is activated which transfers the assessment to the next task within the mission and the identical assessment process resumes, as seen in Figure 88.
The results of full mission goal analysis are stored within a 2-D array; the mean and % satisfaction metrics are located in the first column followed by the data used to generate the triangular distribution, as seen in Table 19. The array is further saved within the Goal_Modelling directory under the relevant mission scenario reference for the respective student pilot (see Figure 39 for details about the database architecture). The data can be used to compare triangular distributions for similar tasks in different mission scenarios to indicate whether the decision maker opinion of ability is improving or whether any possible interventions are necessary.

Table 19 Goal Assessment Results

<table>
<thead>
<tr>
<th>Mission Scenario</th>
<th>Task Number</th>
<th>Task Description</th>
<th>Mean &amp; % Satisfaction</th>
<th>x - Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oscar123</td>
<td>1</td>
<td>Start bank turn at 300 deg</td>
<td>81.000000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000</td>
<td>0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000</td>
</tr>
<tr>
<td>Task 1</td>
<td>81.000000</td>
<td>78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000</td>
<td>0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000</td>
<td></td>
</tr>
<tr>
<td>Task 2</td>
<td>81.000000</td>
<td>78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000 78.200000</td>
<td>0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000</td>
<td></td>
</tr>
</tbody>
</table>

The results of the point value propagation algorithm is generally used to predict mission success, but can also be used to grade student achievement by sectioning the triangular distribution and grading the section lines, as per Figure 89, which is highly dependent on the shape of the distribution.
If the mean (expectation) is towards the maximum value and the minimum value is low compared to the maximum, there is greater scope for the student pilot to underperform in task goals but still be within expected ranges (greater scope of bounds between mean and minimum acceptable achievement levels). The method, however, is to propagate the mean value on each goal assessment for different missions towards the maximum as an indication of improvement in pilots ability to understand and with it perform task goals using the chosen blending mix, which can be used as an early indication of ToT effectiveness. Note: it is perceived that the distribution will be far from a perfect triangular distribution, but the result should still determine a peak goal satisfaction for the mission or task (depending on the level of abstraction used for the analysis).

The estimations of task or mission success can be clarified with feedback data from the technology and further analysed with subjective and objective feedback from both the instructor and the student pilots. This feedback data is used to display to the decision maker the performance outcomes of previous missions as they are assessing the goal success for the next mission and therefore can be used to check their own bias viewpoint with respect to set goals.

7.12.4 Goal Modelling Summary
This assessment stage describes a visual approach to quantitatively assess the goal success and how to systematically elicit expert opinions. A key advantage to goal modelling is the
intuitive manner with which information is presented to the decision maker to conduct analysis that is easy to use for other non-technical personnel. The main novelty involves seamlessly combining expert elicitation and goal modelling in a coherent implementation for characterising the clarity of arguments through graphical representation to allow the decision maker to reason about task and mission success. The legitimacy of the quantitative outcome has to be complemented with previously completed assessments within the workflow process and pertain to the decision maker's qualitative judgements to reflect insights into views on progress and blending mix suitability in acquiring the relevant K&S for task and mission success.

The method of associating predicted goal success to performance precision estimates can assist in discovering any change in views on the student pilot and the chosen blending mix based on how the student pilot feels before executing the mission scenario for evaluation. The association also assists in examining the attributes of concern that determines whether the pilot has successfully achieved task goals whilst systematically failing (or being graded low) certain task performance objectives, during post mission analysis (see Chapter 7.13), i.e. it is possible for a pilot to achieve task goals (destroy target), but fail objectives (maintain accuracy of flight). The distinction between performance attributes and goal attributes can determine what aspects of pilot’s abilities (K&S, decision making, understanding of requirements, etc.) and/or blending mix capability or configuration setting and/or fidelity, needs improving and thus assist in directing further mission scenarios to deficiencies.
7.13 Performance based Comparison

The primary purpose of performance measurement is to identify strengths and weaknesses in K&S necessary for readiness to focus future training on (Bennet et. at., 2002), although this type of measurement system can be highly dependent on the chosen blending mix capability. The training attributes per task profiles created in Chapter 7.4 (re: Table 7) can used to trace progress and tailor exercises based on student pilot and technology weaknesses on specific training attribute areas. In a common measurement framework and workflow process observation- and simulation- based data can be integrated to provide assessments at the training attribute levels. The accomplishment of a task undertaken by a human operator is generally referred to as performance with emphasis given to the discussion in Chapter 4.4. These performance measures can be classified into a number of categories that include (Beaubien et. al., 2015):

- **Accuracy** – the degree of correctness
- **Time** – duration of completion of the task
- **Task battery** – a number of different tasks performed in series or parallel to measure a range of abilities or effects

In this proposed method, each executed mission scenario is analysed against a baseline scenario of a flight executed by computer based simulation. The baseline scenario is used to base measurements of the accuracy of aircraft controls and how long it should take for the aircraft to fly to known locations or waypoints. The simulation represents the behaviour of an ideal pilot with a certain degree of validity and precision (see Chapter 7.1 and Appendix H); however, the simulation could never replace the human aspects and timings of flight executed by an experienced fully trained pilot. Data gathered from either is deemed suitable for baseline comparison studies to grade mission success using the chosen blending mix and time requirements of the mission. Special constraints and ratings for straight and level flight, entering and maintaining bank turns, and exiting bank turns are given to provide indication of situation awareness and accuracy in control; these constraints are directed to the accuracy and precision assessments completed in Chapter 7.10, where any change in state of the aircraft is assigned a separate task number. The tolerances in accuracy are perceived to be scored in the following manner:

- If the pilot controls the aircraft consistently within the set accuracy tolerances measured at each time sample point of assigned airspeed (described by time accuracy), assigned heading and assigned altitude, the pilot is rated a maximum of 4.
• If the pilot controls the aircraft mostly within the set accuracy tolerances, the pilot is rated a maximum of 3.
• If the pilot controls the aircraft mostly outside these set accuracy tolerances results in a rating of 2.
• Pilots who could not control the aircraft within these accuracy tolerances is awarded the lowest rating of 1. (These constraints consider the fidelity and sensitivity of the flight controls and flight instruments).

The total average percentage for each task is then used to compare with the predicted goal achievement to evaluate the subjective opinion of the decision maker with actual performance results in an effort to amend possible bias used to assess the success of the goals for future missions. The method for performance analysis can be summarised in Figure 90; the first two phases of the assessment are for quick visualisation of areas of interest that requires to be further investigated followed by an evaluation of the execution of the mission with the baseline scenario on a per task basis. The next two phases involves comparing the executed mission scenario to predicted performance estimates from previous stages, which is used to grade mission success but also to evolve future predictions based on performance outcomes. The pilot control adjustments are then investigated for spikes or constant adjustments and the data gathered can be used for discussions in the post-mission briefs.

![Figure 90 Simple Block Diagram Describing Method of Assessment for Performance](image)

**7.13.1 Performance Based Comparison Implementation design**

There are a number of different views used to analyse the student pilot flight statistics including 3-D and 2-D plots. Data from the baseline scenario flight, either from computer simulation or expert pilot using a system in the FoS for the identical mission scenario, is retrieved along with the data from the evaluated mission scenario for the respected student pilot, which is imported by the ‘SimulationData’ block, as seen in the architecture described in Figure 91.
The ‘ThreeDCompare’ block provides the functionality to display the flight in real time to allow for discussions on any time instance that caused a deviation in flight from the planned; there are a number of views available from separate graphs to both the simulation and executed data on one 3D graph. The 2-D graphs are generated by the ‘TwoDComparison’ block that displays aircraft flight attributes with respect to each other or time for a more detailed analysis of potential causes of concern identified within the 3D comparison. The ‘PerformanceAnalysis’ block retrieves data from the PilotDistributionFiles database for accuracy and precision data to permit grading on the accuracy of flight. The block also provides the functionality to investigate flight attributes on a task-by-task bases, which is mainly used to provide visual evidence of any issues to discuss with the respective student pilot during post-mission briefs and obtain further feedback on the views of technology suitability. The architecture is further advanced to allow analysis of the changes in state of the aircraft controls for investigation into the nerves of the pilot and to their ability to control the aircraft smoothly using the chosen blending mix; this also can give an indication of possible ‘startle’ effect that causes a temporary loss in concentration showing spikes in controls due to overcompensation events. The performance results from the analysis are saved within the PerformanceResults database for the respective student pilot. The behaviour
of the architecture is described by ‘Assess Students Performance’ Use Case in Volume II, Figure U 1.

### 7.13.2 Performance Base Comparison Evaluation Process

The data (Longitude, Latitude, Altitude) from the baseline simulation and the executed mission scenario from the system of the FoS is used to perform a real time analysis of both flights using either 1 3-D graph or separate 3-D graphs to identify any deviations of time defects with the executed flight, as seen in Figure 92.

Any issue with timing or course deviations can be efficiently identified and the decision maker can mark the time stamp for further analysis. This analysis stage is for quick identification of areas of concern that require further analysis in more detail using 2-D graphs of the mission. The UI permits the decision maker to rotate the graphs or zoom in on the graphs for a more details comparison. The behaviour is described by the ‘Compare Mission Execution in 3 Dimensions’ Use Case in Volume II, Figure U 3. From the identification of any control issues identified on the 3-D graph analysis, the flight attributes are plotted against each other for a more detailed analysis of the full flight. The graphs plot: latitude vs time, longitude vs time, latitude vs longitude, distance vs time, heading vs time, height vs time, latitude vs height, longitude vs height, and distance vs height; as seen in Figure 93.
The graphs produce a 9*3 frame with the first column describing the baseline scenario plots, the second the executed scenario plots and the third are combined plots within the same graph. For a more experienced pilot the combined plot may not distinguish flight deviations easily in a visual manner, thus separate plots are displayed to easily identify differences in shape of the relationship. The decision maker has a number of options within the UI:
The baseline scenario graph controls the position of the crosshairs of the corresponding graphs to the right of it, i.e. a change in position of the cursor will automatically change the position of the ‘x’ axis coordinates of the crosshairs on the other two plots to the right. Along with the change the attribute values are displayed to give a clear identification of the deviation from the baseline.

There are options to allow zoom into the graphs to allow for more detailed display on areas of concern identified from the 3-D analysis.

The decision maker can make notes on attribute values, i.e. time, altitude, etc. with which to base future discussions on.

Once the analysis is complete, the decision maker selects the ‘Analysis Complete’ virtual button to transfer to monitor the task behaviour. The behaviour can be described by the ‘Compare the Flight in Detail’ use Case in Volume II, Figure U 4.

The precision tolerance values from the predicted performance assessment stage are retrieved and used to grade on the success of task objectives. The identical 2-D arrangement, as per Figure 93, is used for analysing the results of the executed mission on a per task basis, as seen in Figure 94. The executed mission data is separated into tasks using the baseline scenario time stamp to search through the data for specific stages of the flight. Once the details in the graphs are assessed, the decision maker uses the ‘Analysis Complete’ function to permit the workflow process tool to transfer to the second task details for the decision maker to analyse. This type of detailed analysis focusses the decision maker on identifying key areas and time within the tasks when potential issues arose and can lead to key information traces through the mission scenario to identify any objects that the student pilot should have identified or any obstacles caused by the technology that affect issues with the change the state of the aircraft.
Figure 94 Subset of Performance Per Task Analysis

The tool will use the information stored within the plot arrays to calculate the grade achieved at each sample point within the task. The average score per task will then be calculated followed by the total score for the whole mission scenario. The score/grades concentrate on the performance of the chosen blending mix using the performance outcome from the student pilots executing the mission scenario on the chosen blending mix. All the scores are saved within performance distribution database for future reference. The behaviour is described by the ‘Perform Performance Task Analysis’ Use Case in Volume II, Figure U 5.

To add substance to the task analysis, data concerning the pilot controls can be retrieved from the FoS database, which pertains data involving the angle adjustments of the pilot controls. The values of the control attributes are plotted against the real time of the mission scenario to gain insight into stages of flight that the pilot had spikes in control adjustments, a simple illustrative example of a subset of task data can be seen in Figure 95. All control attributes are link by the mission time attribute, therefore the crosshair control for all the graphs is directly dependent on the cursor position of the elev vs time graph plot (master with all other graph crosshairs are slaves with regards to ‘x’ axis cursor position). The decision maker can adjust the position of the crosshairs to identify exactly what control position all interfaces are in at one point in time. This can give an indication of periods of time that the student pilot lost SA and quickly corrected the rotation of the aircraft or increased/decreased throttle to maintain course. Cross referencing the time stamps from the aircraft attributes to control
attributes can identify any causal links of any course deviation from planned and will assist in post-mission briefing with the student pilot and can, to some degree, confine areas of the flight where the incorrect SoP was actioned or confusion caused indecision or ‘startle’.

Figure 95 Example of GUI Arrangement for Pilot Control Adjustment Assessment (subset of task)

The data contained within the graphs can be stored within the performance distribution database, if required. The behaviour can be described in the ‘Assess Pilot Operation Behaviour’ Use Case in Volume II, Figure U 6.

7.13.4 Performance Base Comparison Summary

The initial phases of analysis concentrate on the full spectrum of the executed mission scenario with which to identify the ROI that are causing concern. Although, these phases can be ‘skipped’ it is important to narrow the detailed analysis to areas that require time at the expense of other phases of flight that are routine and not causing any training concern with respect to training attributes. Once identified, at the task specific graph assessment phase, certain mission tasks can be accepted immediately whilst time is better used at comparing the
scenario tasks and associating the deviations of flight with identified training attribute relationships acknowledged in the mission planning stage and discussed in Chapters 7.3-7.4. The proposed workflow tool described by this methodology can easily be modified to save certain time constraints within the mission task from this phase to be highlighted in the graphs when assessing control interface responses to assist in identification of any causal links between deviations of flight and loss of control. The dependency of the crosshair controls in the graphs can assist the decision maker in analysing the data contained within them by providing visual cues without the need to re-adjust the cursors (or eyes) and is seen an integral function for ease of analysis. With performance issues identifiable on a per task basis, concentration can be given to the investigation of the relevant training attributes per task created from ROSETTA 0 assessment (Chapter 7.4) and assist in evolving the training programme to concentrate on the reasons why those training attributes in that stage of the mission scenario are deemed to be weak. The decision then is whether the problem is caused by the suitability of the blending mix, either in relation to its capability to perform correct functionality to the planned K&S levels or to the student pilot, or deficiencies in the student pilots’ K&S levels; comparative study with student pilots who used the identical technology flying the same mission scenario could direct the investigation to the appropriate area.

The ability for the legitimacy of the comparison of the executed mission scenario to the baseline scenario model lies in the capability of the baseline simulation to synchronise to the training technology sample rate. The synchronicity needs to provide sound predictions within certain set bounds with which to grade on both performance and goal success; these bounds are centred on the phases of flight. If the differences between model simulation and training technology output data are unacceptably out of synch, confirmation of the performance grade is deemed unverifiable and consequently the outcome has to rely on the instructor judgement of performance and goal success. The outcome of the assessment proposed in this method concentrates on the performance of the chosen blending mix using the performance outcome of the student pilots executing the mission scenario using the technology to determine whether the capability of the training technology is suitable for practicing and exercising the levels of training attributes needed for the transfer of training (ToT). It is then for the decision maker to make a judgement of what the causes of any performance issues are and how the outcome affects the evolution of training attributes used to direct the training programme, however, how this decision is made is outside the scope of the research problem, as described by Figure 2.
Software Ontology Issues with Integration of Disparate Training Systems

Retrieving data from disparate blending mixes involves the use of a simple ontology checker to ensure the correct attributes are selected, i.e. parameter names and types. Consequently, if the proposed workflow tool was to be integrated within a FTS, the control feedback parameter names for all the technologies would need to be retrieved and added to this stage. An automatic decision can then be made based on the chosen blending mix, completed in ROSETTA 2, as to which attribute names are to be used to search through the database file. Figure 96, illustrates the issue with interrogating a database file produced by disparate training technology. The attribute names are specific to the training technology being used, in this example the FSTD uses specific names for file headers, but, for practical purposes using constants in this way would cause major issues when retrieving data. The header names would need to be stored within a database that is directly associated with their respective technology. The algorithm would then use variable names rather than constants that are updated with the information regarding the training technologies output file header semantics gathered from previous stages.

![Figure 96 Illustration of Semantic Issues Relating to Database Search](image)

7.14 After Execution Assessments

The association between motivation and performance feedback is linked to the inclination that giving feedback provides people motivation as people have a natural desire to know the effectiveness of their actions and behaviour (Alliger et. al., 2013). By formalising feedback it offers incentives for people to continue to develop K&S, and in the maverick or ‘butch’ nature of military aviation offers competition between pilots to achieve the best possible
target objective(s); within this target setting, the output can be directed towards the individual’s efforts for achieving specific goals. This chapter concerns discussions within the methodology relating to the feedback mechanisms to evaluate the assessments used to choose the blending mix and the task difficulties involved in the mission scenario. The assessments discussed include observer-rating techniques, post-mission SA assessments by the student pilots and their objective views on the suitability of the blending mix for training the levels of K&S required by the mission to investigate the functional relationship between the technology and SA factors, as per Figure 13 in Chapter 4.3. The after execution assessment features a number of paper based assessments along with computer based questionnaires for completeness of the proposed workflow process. All assessments require the decision maker to enter the student pilots name at the start of the assessment stage within the workflow tool and each stage will evaluate the scores automatically by searching through multiple databases to retrieve response data to the questionnaires.

7.14.1 Observer-Rating Assessments

Observer-rating assessments are used to evaluate performance during execution of tasks. The decision maker (instructor) observes execution of the mission tasks, either in the background or using video images, with which to base decisions on how the student pilot is managing their SA and understands what the goals of the mission are using the chosen blending mix. Using observation measurement techniques, the mission scenarios contain tasks and actions which require certain cues to exhibit behaviour that is of prime importance to measure readiness. Acceptable responses to the tasks should be known in advance to enable a simple checklist to be completed by the decision maker at or immediately after the time of the observation (Nahlinder, 2009). During the execution the decision maker should make real-time notes based on what is observed at key points within the mission tasks that should trigger a change of state with the aircraft, i.e. with the prior knowledge of the training SoPs the pilot has, the decision maker will observe to monitor actions based on objects of interests within the flight or simulation and then make subjective assessments on the ability to cope with tasks using the chosen blending mix. The details noted during real-time execution are then summarised using a questionnaire that is related to the pre-mission assessment criteria’s.

The questionnaire designed for the methodology covers areas of behaviour to be observed and assessed as described in Volume II, Appendix T Assessment Form 7. The design of the questionnaire considers aspects of how detailed the mission brief was, how comfortable the
A student pilot appeared to be during execution of mission tasks, the workload of the pilot, responses to objects of interest and the subjective opinion on the success of the mission. The technique involves the observer or decision maker to rate the student pilot using a 10-point scale based on observable SA related behaviours. The 10 point rating scale ranges from 1(poor) to 10(excellent) and are specifically designed to provide a SME human perspective on performance aspects of task analysis that are used to evolve subjective assessments through the pipeline. The validity of the observer based assessment by itself is the extent to which observers can accurately rate the internal constructs of another individuals SA, however, the legitimacy of the assessment is strengthened by the multiple disparate assessments and feedback entities into the workflow process and can indicate certain aspect of behaviour regarding SA.

The architecture used for the design of the assessment is seen in Figure 97, with the behaviour described by the ‘Conduct Subjective Evaluation’ Use Case in Volume II, Figure T1. The ‘ReadDatabase’ block will search for a student pilots name within the InstructorFlightEval database saved in the Flight_Analysis directory to retrieve the questionnaire answers. Of interest is the total average percent grade the observer has given the student, which is saved within the main student database file. A low score will initiate further investigation by the decision maker on the specific element of SA or workload that was observed as being particularly weak to enable more focus of the K&S for future planned mission scenarios for the respective student pilot. The behaviour of the architecture can be described in Volume II, Appendix T Figure T1.

Figure 97 Instructor Observer Rating Assessment Architecture
7.14.2 Post-Flight Self-Assessments

The Post-flight self-assessment considers the student pilots subjective ratings relating to the perceived workload of the tasks in the mission scenario using the chosen blending mix decided in ROSETTA 2 assessment; the behaviour can be described by the ‘Perform Post Mission Analysis’ Use Case in Volume II, Figure V 1. It is expected with this type of assessment that a wide variability in results between student pilots will be received due to individuals preferring certain configuration arrangements. The workload is created by the task objectives, duration and fidelity characteristics of the training technology. The task demands imposed to each student pilot are unique and can refer to the behaviour of both the technology and the previous accomplishments of the pilot using the system. Student pilots are asked to rate their effort to measure their experience of workload and therefore it could be said that this type of subjective rating has a high ‘face validity’ value (Cain, 2007). The rating system used has to differentiate between experiences referring to the close correlation between workload subjective ratings and task difficulty (Salas et al., 2011); (Stimpson et al., 2012).

The experienced workload and psychological consequences reflect the performance outcome of the mission and obtaining information regarding ‘comfort’ levels is in the legitimate domain of subjective ratings, the questionnaire used to form the assessment can be seen in Volume II, Appendix V Assessment Form 8. The questionnaire attempts to satisfy formal requirements to quantify such experiences using rating scales that will result in modifiers from natural language descriptors to numerical values. The workload evaluation, therefore, is given with arbitrary scales labelled with numbers and verbal descriptions of the magnitudes represented by extreme values. The questionnaire includes the strengths of using rating scales in a NASA Task Load Index (Hart, 2006) to gather subjective results regarding: physical, mental and temporal demands along with information regarding misinterpretation or the lack of understanding of the objectives of the tasks, which cause a level of frustration during the execution that affect decision making activities (Moehlenbrunt et al., 2011). The result of the comparison is used to create a weighted average of all scales. Included within the evaluation is feedback data involving decision making activities within mission tasks to clarify perceived learning aims of the mission, as per discussion on the readiness metamodel in Chapter 6.5, this will give a view of the understanding of the training goals. The rating offers a simple method of discerning specific aspects of workload that is reflected in the time taken to complete. The assessment is a hypothetical theory that represents the cost, in terms
of human characteristics, to achieve a level of performance and is based on the interaction between the requirements of the task, the environment which it is performed (chosen blending mix and environmental location), and the behaviours, K&S, and perceptions of the student pilot (Zeng et al., 2011).

The evaluation is interested in obtaining the overall average percentage of the self-assessment and low results will initiate further investigation with comparisons of the decision maker’s evaluation, as per Volume II, Assessment Form 7. If the student pilot’s assessment considers the workload of a task using the technology to be excessive, their behaviour will be that of someone who behaves as overloaded even though the task demands are objectively low; this behaviour should also be noticed within the observer assessments of the executed mission. The student pilot would also experience period of ad hoc strategies appropriate for a high-workload situation (e.g. responding quickly, sharp control movements), experience physiological and psychological stress, which will manifest itself in the aircraft control performance feedback data assessments discussed in Chapter 7.13.2; and therefore adopt a lower criterion for performance. The designed architecture for the assessment is described in Figure 98 with the results of the assessment stored within the main student database file. The behaviour is described by the ‘Obtain Pilot Self-Assessment of Mission’ Use Case in Volume II, Figure V 2.

Figure 98 Post Flight After Execution Assessment Architecture
The results are automatically compared to the subjective assessment of the instructor during the observation of the mission scenario. If the results differ by ±10 (can be amended as student pilot progresses through the pipeline), the workflow tool will display to the decision maker that there is an issue either with overconfidence of the pilot or under-confidence in their ability to perform tasks, as seen in Figure 99.

![Figure 99 Subjective Confidence Rating Of Pilots Abilities](image)

The results are easily identifiable and can form the basis of post-mission brief to examine why the scale of the difference between opinions is present. The feedback performance rating is merely the difference between the two attribute values, which is stored within the main student database file as an indication of the difference in opinions. The post-mission brief should reveal the explanation of the difference and assist in the identification of remedial actions to solve either the under-confidence or overconfidence of the student pilot, issues regarding the suitability of the chosen blending mix or the potential bias of the decision maker (instructor) when estimating performance and goal success of the student pilot based on subjective workload and SA scales completed pre-flight.

### 7.14.3 Pilot Flight Success Evaluation

The Pilot Success evaluation considers the student pilot’s opinion on the level of emersion and realism of the technology for evaluating the training mission scenario and concerns the use of blending mixes for training. The blending mixes attempt to utilize an array of features to convey information through different means (e.g. sounds, imagery) and to create a realistic context. To prepare the student pilot for training, the pre-flight brief should be used to familiarise the pilot with the constraints of the technology to manage expectations and give confidence that the technology is suitable for acquiring relevant levels of K&S. The evaluation uses the student pilot responses to a questionnaire, described in Volume II, Appendix V Assessment Form 9 to obtain a subjective opinion on the information richness and realism with executing the mission scenario on the chosen blending mix. The level of richness concerns the technologies capability of supporting a high degree of interactivity
required for training in high performance environments. Of keen interest in the feedback is the opinion on the suitability of the technology for the successful completion of the tasks in the mission scenario.

The method of assessment concentrates the student pilot’s opinion on set questions that adheres to a Likert type scale with language descriptions and metric values associated with each point on the scale. The scale is between -3(strongly disagree) to +3(Strongly Agree) with 0 being neutral. The total average rating is used to compare other subjective assessments along with actual performance outcomes; an average score less than neutral should initiate further investigations including comparing assessments from other student pilots in an attempt to find any correlation in results to identify the reasons for the low ratings. The average score is visualised to the decision maker using a triangular distribution as illustrated in Figure 100, with the total average percentage saved within the main student database file. In the illustrative example shown, the average suitability of the technology is between neutral and somewhat agree, with reference to the questions asked. The workflow tool should allow for the overlay of other student evaluations to appear on the graph for ease of correlation analysis. The behaviour of the architecture in Figure 98 is described by the ‘Obtain Pilot Success Evaluation’ Use Case in Volume II, Figure V 3.

![Figure 100 Total Average Rating of Post Flight Success Evaluation](image)

### 7.14.4 Mission Operability Assessment

Mission operability concerns a holistic approach to assessing pilot workload and blending mix effectiveness using feedback from the student pilots to two very simple questions, described in Volume II, Appendix V Assessment Form 10. The assessment is based around rating the two dimensions using a choice of four sentences, which concern the tasks of the
mission scenario with respect to the use of the technology configuration. The questions are numbered 1(extreme/inadequate) – 4(low/capable) with the technology effectiveness giving a clear indication of adequacy for task execution. This questionnaire should be used with others, described below, to provide feedback of the suitability of technology. The total percentage for each dimension is stored within the main student database file. This is an optional assessment that can be used independently for quick interpretation of suitability or used to strengthen or correlate the subjective assessments completed by the same student pilot. The behaviour of the architecture is described by the ‘Obtain Mission Operability Assessment’ Use Case in Volume II, Figure V 4.

7.14.5 Paper Based Assessments

The sequential judgment scale developed by (Pirella and Kappler, 1988) was used to rate the difficulty of vehicle handling tasks experienced by a driver, however, the rating scale measure can be applied to multiple domains and a much wider variety of tasks. As subjective difficulty rating is seen as one of the most relevant dimensions of workload, the interval scale properties permits the use of a parametric statistics on rating data. The rating is facilitated by the two level scale design that requires the student pilot to follow a flow and make judgements based on previous judgments made at the preceding level. The first judgment is made based on the description that concentrates on the effect of monitor numbers and size within the same block on the level centred on three basic categories: difficult, medium, or easy. The choice graphically switches subjects to the next level of specific instructions then onto a third scale based on numeric rating that is established on the constraints from the first level; and then to a smaller appropriate metric scale. The student pilots are permitted to cross over to the adjacent scales by virtue of the numeric rating system blending across the level two descriptors. Consequently, the ratings can be made with workload of two short scales but with the precision of a longer scale. The Spatial-Manipulation flow is illustrated in Volume II, Appendix V Assessment Form 11, where the rating is saved within the main student database file and uses the architecture described in Figure 98; with the behaviour described by the ‘Obtain After execution Assessments’ Use Case of Volume II, Figure V 5.

The modified Cooper-Harper scales used for this research retain the decision tree design of the original but the descriptors are changed to more suit the activities and domain of flight training (Miller, 2001). The Cooper-Harper scales are designed using the benefits of flowcharts to assist the student pilots in choosing workload ratings based on description
constraints that also identify whether improvements in the design or configuration of the training technology requires investigation. The Bedford-Harper scale (Wang et. al., 2013), utilises the identical decision tree of the Cooper-Harper scale but is centred on workload measurement by assessing spare capacity of pilots. With the scale designed as a simple flow chart with simple descriptors, the interpretation of workload is made with ease of reading the workload descriptions. These ratings should be given by the student pilot immediately after the completed mission scenario exercise whilst the experiences are still fresh in memory. Obviously, on evaluation of the assessments if more information about the specific tasks is needed a further interview with relevant student pilots is an option.

The Cooper–Harper rating scale is provides an unsophisticated approach in determining the workload of a task, where a rating of 1 indicates excellent or highly desirable technology characteristics and 10 indicates the technology characteristics in relation to the task requirements have major deficiencies. The student pilot is asked various questions within the flow chart that requires simple ‘yes/no’ answers. If the answer is ‘Yes’ then a further question is asked; however, if the answer is ‘No’ an indication to potential modifications required by the technology is given followed by various descriptions that the pilot has to decide which best describes their experience. When combined with additional system qualities, such as display arrangements, the Cooper-Harper scale has been found to be sensitive to psychomotor demands on an operator, especially for aircraft handling qualities (Hanson et. al., 2014). The scale can be easily amended to include additional cognitive functions such as, perception, problem solving, and monitoring, it also produces a quick feedback response due to the simplistic rating system and is easily integrated into a flight training system.

A number of disparate Cooper-Harper scale designs are presented by the methodology as a student pilot feedback mechanism on the configuration and suitability of the blending mix, given the training levels of K&S required whilst executing a mission scenario. There are five different types of Cooper-Harper scales described:

- Bedford Scale that uses a uni-dimensional scale that ranks whether the tasks could be complete with the technology (directly related to workload measures). For details on the Bedford scale, see Volume II, Appendix V Assessment Form 12.
- Modified Cooper-Harper scale that uses a uni-dimensional scale that ranks the technology’s ability to provide sufficient capability to prevent degradation in pilot SA. For details on the SA scale, see Volume II, Appendix V Assessment Form 13.

- Modified Cooper-Harper scale that uses a uni-dimensional scale that ranks the display (size, configuration, refresh rate, etc.) capability to provide the student pilot with the visual feedback cues they require for decision making tasks. The results of the assessment can be compared to the spatial-manipulation assessment for concurrency. For details on the display assessment, see Volume II, Appendix V Assessment Form 14.

- Modified Cooper-Harper scale that uses a uni-dimensional scale that ranks the readability of the displays to provide visual acuity feedback to the student pilot for prevention of additional focus effort (symbology, readability, visual workload, etc.). The result of the assessment should have concurrence with other display assessments. For details on the readability of display assessment, see Volume II, Appendix V Assessment Form 15.

To emphasis the student pilot feedback on the operational impact using the training technology, the Cooper-Harper scale is evolved to include a further six criteria dimensions that need to be assessed with identical rating constraints once the metric rating has been decided, the scale can be seen in Volume II, Appendix V Assessment Form 16. There are set limits on the desired level of grading criteria for the evaluation, the six criteria dimensions consider other operability factors in the assessment of operational impact, as shown in Volume II, Figure V6. The operational impact statements and grades are integrated with a flowchart applicable to the assessment criteria. A numerical result and a textual description of strengths and deficiencies are given for clarification. There are six major operability parameters: simplicity, flexibility, robustness, controllability, comfort and ergonomic design. The simplicity parameter refers to the technology capability to provide a simple, clear and consistent understanding on the technology functions and interfaces with respect to a reasonable number of tasks and processes that needs to be performed using the interfaces integrated into the technology. The operational tasks should be simple and efficient to perform on the technology allowing the pilot to concentrate on decisions to be made rather than the detailed operational sequences to be performed, which would increase the workload levels. The complex association of individual design characteristics with operational factors can be seen clearly in Figure 101.
The flexibility parameter denotes the system’s ability to cope with changes in tasks of the mission scenario or the ability of the technology to change configuration or to accommodate an update of subsystems to suit operational needs. Furthermore, high flexibility incurs the need for additional retraining and probable product development involving additional TNA assessments.

The robustness parameter signifies the technologies ability to cope with changing conditions for both nominal and off-nominal operations. When a component or subsystem develops a fault condition, the degree to which the whole system can continue to function is determined by the systems robustness. The tasks and goals in the mission scenario, especially in the event of a planned fault condition, bound the systems operational context and thus provide support for assessing robustness.

The controllability parameter represents the degree and difficulty with which the student pilot can direct systems performance during operation. Included in the assessment is the level of control the pilot must exercise and the ability for the pilot to become aware of control capabilities upon configuration change. The system should behave in a repeatable and predictable manner to each command.
The comfort parameter refers to the capability available to the pilot beyond which is required to execute the mission successfully and minimise operational constraints. The assessment should also consider a negative impact on performance with the technology and its environment to the concentration level of the student pilot for completion of tasks in the mission scenario. Environmental factors and pilot seating can increase workload and confusion and the injection of fault conditions during the mission scenario, which could cause premature abortion of the mission.

The Ergonomic design parameter refers to the capability of technology to provide controls and visual feedback mechanisms within human reach and sight limitations. The parameter has a dependency on the comfort parameter, but the assessment considers the layout of controls and the amount of movement required for the pilot to action tasks within the mission scenario.

The data collected from the after executed assessments are stored with a pilot subjective assessment database file within the Flight_Analysis directory with an illustrative example of the outputs of the assessments shown in Table 20.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Flintoff Oscar(2)</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

The decision maker will not necessarily see this database, as the workflow tool should automatically interrogate the file to display to the decision maker the percentage score of all the paper based assessments, as seen in Figure 102. On the UI, are the current student name and the mission scenario reference number along with the percentage score for each dimension assessed on the paper based system. The percentage scores are stored within the main student database file and low scores should initiate further investigation of the paper assessments with possible interviews with the student pilots. Additionally, group assessment scores should be investigated for correlation analysis as technology that consistently scores low may not be suitable for evaluation of the mission scenario nor practicing for the relevant K&S needed for ToT. This along with the feedback data can form the basis for acquisition decisions and evolution of training technology used in the FTS along with elimination of blending mixes deemed unsuitable for training K&S for mission readiness.
7.14.6 Simulator Configuration Assessments

The fidelity value of training needs to be sufficient to permit student pilot assessment with assurance that observed behaviour will transfer to the real world aircraft. Student pilots and SMEs must be able to differentiate between the technical and human factor criteria of the blending mix and its use for training K&S. For the purposes of the methodology and to gather more detailed information about the technology used to execute the mission scenario the simulator configuration assessment, see Volume II, Appendix V Assessment Form 17, investigates the student pilot’s subjective views of the layout and configuration of the technology when it relates to the successful completion of the tasks in the mission scenario. Dimensions under investigation include:

- The position, type and stability of cockpit chair to permit the pilot to sit comfortably within easy reach of all relevant controls.
- The configuration and resolution of the displays including graphical representations of objects on the displays suitable for prompt decision making activities.
- The layout, type and emulation capability of the controls used for ToT capability.
- The temperature, humidity, lighting and noise of the surrounding environment.
- The software that drives the simulation - is fit for purpose.

The questionnaire is designed using a Likert type scale that ranges from -3(unacceptable) to +3(excellent) for each question and a number of questions are required to be answered for each dimension. It is envisaged the student pilot will complete the questionnaire online and the workflow tool interrogates the database file were the decision maker is prompted for the student’s name to gather feedback data. The data for each dimension is used to generate triangular distributions for ease of visualising the results, as seen in Figure 103.
The mean value of the average score for each dimension is used to generate the plots to give an indication to the decision maker which particular aspect of the technology caused some discomfort and possible distraction for the student pilot in performing the mission scenario. In the example illustrated in Figure 103, the two critical dimensions that require further investigation are the capability or configuration of the displays and the simulator software, i.e. peak to the left of the neutral point ‘0’. (These results can also be compared to other student pilots by the means of plotting all feedback data for each dimension onto the graphs for quick identification of correlation of opinions). The data is then transformed to an average percentage score that is displayed at the side of the graph plots with the functionality to shut-down the graph display, as seen in Figure 104; the percentage score is then saved into the main student database file.
7.14.7 After Execution Assessment Summary

SA and workload assessments are used to determine the effect, positive or negative, resulting from proposed designs of scenarios and technological involvements with the choice of blending mix used for training. The issue with SA assessments is despite the increase use of a number of human factor techniques, there is little evidence that any of the methods actually work and are valid (Stanton & Young, 2003); (Zarghooni, 2009); hence, there is a need to assess their reliability and legitimacy. Reliability in SA refers to the degree to which the measure will generate the same data under the same scenario conditions in an ongoing training programme; furthermore the measure of SA for individuals progressing through the training pipeline should improve for the same scenario conditions as an indication of ToT with the acquisition of K&S. Legitimacy of the SA measure refers to how the measure is actually measuring SA and not some other parameter.

Workload feedback, which should be consistent to the pre-flight workload assessments completed by the decision maker, gives a strong indication of the negative effects of the mission scenario performed using the technology on pilot’s decision making activities. The perceived workload can be seen as aspects of K&S that are weak in individuals, which they themselves did not initially recognise before executing the mission scenario. However, in many cases individuals who believe they were unsuccessful in achieving goals will inherently attribute the cause to third parties i.e. the training technology. It is crucial that concurrence analysis between the groups of student pilots is completed to obtain a more accurate representation on the influence of the technology to mission scenario task outcomes. The outcome of the comparison analysis between pre- and post-mission subjective assessments can be used to debate the use of technology configurations for training K&S as the training programme evolves overtime.

The number of post-mission assessments can reduce once the feedback has allowed the relationships stored within the ROSETTA frameworks to evolve to a degree that confidence is achieved on the shape of the RSEs that describe the relationship between training parameters. The confidence weights placed on the DSS for analysis will take a period of time to optimise to ensure concordance with organisation objectives. The more detailed analysis using the simulator configuration assessment can then be used when a new system is added into the FoS to determine suitability of training various levels of K&S on the technology.
7.15 Workflow Process Tool Summary

Each assessment stage generates data that is then saved into relevant directories of the database architecture with a summary of the results saved within the main student database file situated in the Student_Pilots directory. In the methodology, each student pilot is assigned all directories associated with each assessment stage, as per Figure 39. The contents of the main student database file is used for quick identifications of any issues, which can be further investigated using data stored in the slave directories containing all data for each assessment stage. The content of the main student database file is described by the header information shown in Table 21.

<table>
<thead>
<tr>
<th>Header Names</th>
<th>Student Name</th>
<th>Male/Female</th>
<th>Age Rating</th>
<th>Pre-Study Total</th>
<th>Flight Hours</th>
<th>Flight + Simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILS Score</td>
<td>Student Rating</td>
<td>% Personal Allocation</td>
<td>Mission Scenario RefNo.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental Effort</td>
<td>Physical Difficulty</td>
<td>Time Available</td>
<td>Understanding Horiz. Position.</td>
<td>Time Criticality</td>
<td>Usefulness of Information</td>
<td></td>
</tr>
<tr>
<td>Pilot Specific Rating</td>
<td>% Workload</td>
<td>%Workload</td>
<td>% PARS</td>
<td>% Understanding of Mission</td>
<td>% Understanding of SA</td>
<td></td>
</tr>
<tr>
<td>ROSETTA 2 Tech. Choice</td>
<td>Task Load for Mission</td>
<td>% Pre-Flight</td>
<td>Mission Mean Goal Success</td>
<td>Ave. % Instructor flight evaluation</td>
<td>Pilot Performance Grade</td>
<td></td>
</tr>
<tr>
<td>Feedback Pilot Performance</td>
<td>Pilot Flight Success</td>
<td>% Mission Operability</td>
<td>Ave. Spatial manipulation</td>
<td>% Pilot Workload Scale</td>
<td>% Pilot SA Scale</td>
<td></td>
</tr>
<tr>
<td>% Display Configuration Assessment</td>
<td>% Readability of Display Rating</td>
<td>% Operational Impact</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Simplicity</td>
<td>% Flexibility</td>
<td>% Robustness</td>
<td>% Controllability</td>
<td>% Comfort</td>
<td>% Ergonomic Design</td>
<td></td>
</tr>
<tr>
<td>% Chair</td>
<td>% Monitors / Display</td>
<td>% Controls / Interfaces</td>
<td>% Environment</td>
<td>% Software</td>
<td>% SimConfig Total</td>
<td></td>
</tr>
</tbody>
</table>

The database file is in the form of an excel spreadsheet with each new mission data from the assessment stages stored on a separate row to the previous one. The decision makers can also use the spreadsheet file as a quick reference or summary of previous assessments and performance results if required, although the proposed tool can permit the facility to display results on a UI. The UI may be beneficial to collect the data for each mission as throughout the student pilot lifecycle this file can become large.

The slave directories are intended to store large data within text files since the files are not intended to be viewed independently to the workflow tool. This is to allow the conversion of the textual data to visualisation data for ease of analysis. This notwithstanding, saving the
data as a text based system using header information within the files is designed to allow for human readable data without the need for a tool to visualise the information. There is an argument with respect to the baseline simulation architecture to save the data in binary format which would allow the software simulation to reduce memory resources and decrease the generated file size, though, for flights which are scheduled to last less than 10 minutes the flight data is comfortably stored within arrays of the simulation that are then converted and saved as a text file. For flights greater than 10 minutes, binary output files would be recommended, consequently, the file would not be able to be human readable outside the workflow process tool or other tools which permits transformation of binary to text data.

Throughout Chapter 7, the theme has been to present data to the decision maker in a way to make assessments and evaluations simple to identify aspects of the data that would not be obvious using static spreadsheet data. Data visualisation is inherently easier to interpret, saves time and produces clarity to factors that require careful analysis within the data set. Each assessment stage has the property to generate volume data that is used in arrays, which are transformed to textual spreadsheet data for ease of storing, however, the templates used to save the data provides a structured format that is used to direct the decision maker to relevant regions of interest, e.g. the first column and row being used for header reference and line spaces to allow the data to be visualised and searched through in an easy way. However, occasionally displaying metric data in tabular form does allow quick identification of the impact of the evaluations. Using abstraction techniques to present metric data in the assessments, i.e. using the ROSETTA stages for elimination of technology function to simplify the result as an example, permits the holistic view of the results of the evaluation to be displayed; when placed beside each other it does accommodates the viewer to investigate why any differences from the expected result, based on subjective opinion, are present. The actual generated data from the assessment can then be investigated in a graphical format to check understanding of the evaluation criteria used to generate the results, thus, can be used for early evolution of the relationships between framework parameters.

For any software driven management process, it is always prudent to develop an alternative approach to plan missions and administer pre-mission assessments on the student pilot and the technologies, which can then be inputted into the software databases at a later stage. Hence, to account for the general unreliability of network services that locks out users from the system it may not be possible to plan the missions or assess workload, SA or assign
training attributes to mission tasks using the software tool. Therefore, the methodology also offers a paper based record that can easily interface with the workflow process tool once computer or network services are resumed; an example of the paper-based planning system is seen in Volume II, Figure H 29. Each task is assigned a separate planning sheet and covers aspects of planning, such as: relevant MECs and K&S, flight plan details, a list of blending mixes and workload dimensions. Included on the planning sheet is addition data concerning cues in the simulation or flight which are of interest, cockpit operations required to be performed by the pilot and the number of trained SoPs available for the student pilot to achieve the task objectives. There are additional areas of technology specific characteristics that can be assessed in relation to human factor issues. The information contained in this paper based system is not overly excessive, but will take longer to complete that the proposed software based tool, which directs the decision maker to complete the information required in a sequenced format; as such will be easier to achieve evaluation results and reduces the issues of which information to enter first, where the information to review is, which can cause disorientation in many document based information management systems.
SUMMARY AND CONCLUSION

This chapter summarises the research project described in this thesis and discusses the development of the methodology for the decision support system integrating the ROSETTA framework to identify causal relationships between system elements of the flight training system (FTS). Included in the discussions is a synopsis of the measures used for human, technological and organisational factors involved within the methodology to work towards solving the problem of choosing the correct blending mix, along with the current limitations of the design. The chapter concludes with brief suggestions of how to further define evaluation criteria that can be used to track progression using the available systems from the FoS relating to awareness and finishes with some final remarks of the research area.

8.1 Summary of Research Project

The thesis commenced with a discussion of the about why research is needed in flight training systems with details about the complex socio-technical interaction between blending mixes. The SE methodology led to discussions on the complexity involved with the use of disparate training technology/systems to achieve a level of readiness. The natural path from this discussion steered to further investigation into the technology characteristics involving measurements of fidelity and performance indicators using the training systems. This allowed an anticipated discussion on methods for the development of a DSS and associated ROSETTA frameworks using mathematical relationships to account for the multi-attributes needed to assist the decision maker in choosing the blending mix.

Analysis of the requirements narrative was accomplished that produced new knowledge regarding the FTS problem. This knowledge was then used to develop the methodology, the systems architecture and the various assessments used within it accounting for all the attributes of concern permitting traceability to the requirement models to assist in management of the decisions involving the choice of which blending mix to use at which point in the student pilots lifecycle along with a high level functional verification of the proposed workflow process and tool with example outputs described throughout Chapter 7.

The research focussed on developing a methodology to assist in choosing the appropriate blending mix (training technology) for a specified mission scenario at a specific point in the pilots’ pipeline lifecycle. Abstraction techniques have been used to concentrate on the
attributes of interest to provide full traceability between predefined training attributes and mission tasks. The training attributes are used to assess the capability / suitability of an available blending mix solution to a specified level of K&S delineated by the decision maker. The proposed conceptual model provides a closed loop feedback system to account for the performance outcome of the mission scenario using the chosen blending mix first to a baseline scenario (simulated by mathematical algorithms) to identify if any issues exist within certain tasks of the mission and identify which training attributes are involved in the particular task that might have caused performance deviations from predicted, and then by using subjective and objective feedback mechanisms to gather further data from the pilots using the mix.

Included in the thesis are methods relating to advanced SE techniques to assist in development of design solutions of any system were uncertainty exists. The requirements analysis phase concentrates on analysis of vague natural language sentences to obtain knowledge on the requirement specifics of the system, which are then transformed into requirement models to obtain knowledge not apparent or missing from a given requirements narrative for a clearer view of the problem space / domain. These logical semantic models are used for precise mathematical system requirements description to bring precision to the natural language sentences. This method is also used when there is a possibility of misinterpreting the natural language sentences. The modelling ensures robust mathematically provable arguments, i.e. true/false; that can be used to communicate to stakeholders the exact interpretation of the system requirements from the systems engineer’s viewpoint and therefore create requirements that can form the system description using MBSE techniques. The Use Case modelling techniques describe a manner to model functional requirements but also to ensure that use case explosion is avoided. In addition, the method describes an approach for decomposition of the functional requirement to enable ease of communication to all stakeholders.

The mathematical based formalisms used within the conceptual model of the workflow are to assist in gaining knowledge regarding uncertainty within the system. The method is based on the RSM within the ROSETTA methodology for understanding of the system in context, using the approach of iteration and recursion through the systems design process and evolution over the lifecycle of the system to evolve the RSEs to optimise the relationships between parameters in a multi-attribute systems problem; thus, assist in gaining knowledge of
the relations between parameters of the system for the purpose of understanding how system entity attributes affect the overall system goals. The novel software information management structure and feedback systems, including the functionality of the workflow process and frameworks, offers new methods of database management and information analysis techniques to assess the choices made using the DSS. These methods, especially how the information is presented on screen, can be used when ‘big data’ analysis is required to simplify data using abstraction techniques to concentrate on relevant areas within the data set.

8.1.1 Summary of Satisfying Research Objectives

Humans are inherently irrational decision makers where the state of mind can change throughout the day and provide inconsistencies in actions and performance and hence liable to fallacies in decision making tasks, therefore, it seems a natural progression to quantify the type of decisions being made. Decision making often involves subjective judgement on aspects of the system where uncertainty exists and is the reason why SMEs are needed to populate attributes of concern with knowledge from an operational context, which is used to assess various expectancies from the performance of the system (technical and human). The naturalistic decision making approach (Chapter 3) is the description of a formalised decision making strategy that emphasises recognition over an analytical process for decision making tasks and for this reason why it has been used as the most representative model that has been adopted for this research project by virtue of the requirements analysis phase being used to recognise the ‘full picture’ before the development of the FTS conceptual architecture model used within the methodology (Req1).

Decisions with HITL systems require the understanding of physiology and psychology for the development of feedback systems to evolve the attributes of the DSS including the ROSETTA frameworks, to maintain a truthful / legitimate representation of current capability and experience levels thereby inheriting a recursive pattern to the decision making process that will affect the choice of blending mix (Req2). In complex organisations the decisions are multifaceted and have to be based on a number of decision levels, which sometimes involves contradictory objectives. The objectives were accounted for by quantifying the relationships between objectives and performing trade studies on them in a formal manner to allow for documentation and review that could add value to SMEs knowledge acquisition, understanding of technology suitability to student pilots and training (Req2.1; Req3).
The complexity involved in the FTS ensured that the decision making process would be far too convoluted to be accomplished within one DSS ROSETTA framework, hence, the workflow process is used to separate objectives for ease of understanding, i.e. training and organisational objectives are used independently in trade-studies ensuring that training objectives are satisfied (training technology/system suitability to training levels) before relevant organisational objectives (cost, availability, DOC) (Req4). This type of sequenced decision making ensures that the main training requirement of the FTS is satisfied before any organisational requirements are considered with respect to the FTS. The quantification of the result from the DSS ROSETTA frameworks can then be used for justification of the choices made embracing the context of continuous improvement of the RSEs for knowledge acquisition for the SMEs, training designers and technology developers (Req2.1; Req6).

8.2 Review of Research Problem and Novelty

An extensive literature review in the areas of flight training and decision support revealed current design practices involve the collection of requirement sentences within a spreadsheet style database (i.e. doors) that are very complicated to navigate through and efficiently map to system architecture elements, which require considerable familiarity training before individuals can effectively navigate them. It became apparent that management of requirement statements, communication to stakeholders, and database management techniques are important considerations for the development of the DSS for mathematical analysis of objective judgements. Therefore, MBSE techniques has been used with a basic ontology model to more formally model the requirement statements, which provided additional information regarding the interpretation of the sentences that can be used to communicate back to the stakeholders and assist in gaining additional knowledge to ensure that the ‘right’ system is being developed. The meta-models offer an additional advantage to obtain a bi-directional understanding of the problem domain; these are produced using formal semantic relationships with a combination of four invariants, which make up a scenario that describes the system in a context relating to robustness in design (Req1;Req2). Consequently, a common ontology is used to communicate the system description to assist in resolving interpretation issues and control the complexity of the architecture artefacts used in the model (Req1).

The workflow tool allows for directing the decision makers into entering relevant data for the production of the mathematical relationships between ROSETTA framework parameters
(Req3.1). This focuses the decision maker on the transformation of subjective judgement to an objective quantitative metric that incurs the ability to have an attribute with more than one value associated with it by the virtue of the RSE method used to perform trade-studies (Req3.2; Req6). As these relationships are documented within specific directories of the database architecture (to allow for ease of review), the decision makers are fully aware that the progression and performance with an associated training system is fully documented and grading might require justification if there is an inherent disparity in predicted and actual performance outcomes. The identified relationships, developed by the SMEs, can also be used to gather further knowledge and understanding of how a particular technology suits an individual, thereby, providing evidence of suitability in quantitative form assisting in determining the correct blending mix to use at various points within the training pipeline (Req3). The evaluations can also be used to further quantify fidelity characteristics based on a combination of subjective and objective assessments from both the SMEs and the users of the technology (student pilot) to further clarify aspects of technology that require improvement or is deemed unsuitable for K&S acquisition for practicing and procuring essential training attributes (Req6).

The parametric approach used in the research involved various dimensions of attributes, vectorising experience hours along with a new method of calculating task load that required to be integrated into the software based process workflow tool. The difficulty within the FTS is quantifying the relationships between training attributes and technology characteristics along with non-functional worker oriented attributes (K&S) with functional oriented training attributes (MECs) relating to the available training systems. Using MDA techniques, the methods to separate the concerns of the two problems generated two different dimensions of K&S, one relating to the MECs mapped to the training systems and one with the technology characteristics mapped to organisational objectives (Req1). The two dimensions permitted a natural way to evaluate the relationships, via mixed method approaches, and allowed a coherent representation of the relationships without merging concerns, thereby, offering a novel way to gain knowledge of how the K&S levels affect the attainment of MECs using a chosen blending mix for mission readiness. Assigning relationships between K&S and MECs for each training technology/system and performing trade studies on the suitability of each technology for evaluation of the required K&S levels, as per ROSETTA 1 stage of the workflow process, can provide propositions on which cost effective training system/technology can be used to satisfy training outcomes; thus, provide an enhanced and
traceable blending mix solution method with the advantage of gaining knowledge of how the non-functional worker oriented training attributes are related to the functional with respect to systems of the FoS.

The experience vector uses real simulator and flight experience hours to alter the rate of change of a curve to integrate within the ROSETTA framework to allow for interoperability with other attribute parameters (See Chapter 7.6). This method of measuring experience allows for visual representation of the level of experience the student pilot has; the curve can be used to encourage the decision maker to identify the correct levels of K&S and MEC the pilot should be capable of achieving before considering issues with suitability of technology to student pilots. Disparity between the experience curve and the training levels prompt for further investigations into either the capability of the technology or the ability of the pilot (Req2.1).

The designed questionnaires used to obtain student pilot feedback on the training system integrates the strengths of current SA and workload assessments but allows more focus to be directed at evaluating the technology used for training (Req2). Without the specific feedback data, the solution of which blended mix to use will be increasingly difficult to resolve. All aspects of the technology from an ‘end users’ point of view is assessed and the data stored in the databases are then used to check the decision maker’s own judgements on the suitability of the training technology/system on training the required levels for ToT objectives (Req3). The evaluation of the data is used to evolve the relationships contained in the ROSETTA frameworks but also to allow the decision maker to re-evaluate their opinions on suitability based on the subjective and objective feedback data from the student pilots. This closed loop system presented by the methodology permits constant evolution of assumptions and decision making tasks at the individual level that is hoped will provide a more efficient blended mix training solution for efficient training outcomes (Req4; Req6).

8.3 Significance of Research

The design methods used should open up new frontiers in systems design methodology to account for the problem of imprecision in HITL systems by formalising feedback into the databases, which are then used to evolve the surrogate models to make more precise judgements about reality. In this way, the ‘definitive’ solutions will not be accurate for a number of generations and should be seen as an opportunity for solutions; nevertheless, the
results obtained from the DSS should assist in optimising blending solution choice irrespective of the information content stored within the ROSETTA frameworks *(Req3)*. The constant evolution of the relationships contains data regarding lack of understanding and knowledge deficit in the organisation that is used to comprehend the areas of uncertainty that exist within the problem space. Identification of these areas of uncertainty provide additional research opportunities to develop methods and techniques to help manage and govern future DSS for large complex systems problems.

The goals of the research problem and proposed methodology can be exploited to define additional areas of interest to improve efficiency of the FTS involving requirements, such as:

1. A more robust and easy to understand method has to be developed to make possible prediction of how difficult planned mission scenarios will be to successfully completing all task goals, using all available training tools.
2. Using M&S, the decision maker should encounter the ability for rapid evaluation on workload demands of all pilots for a particular training system that will lead to realistic prediction of pilot’s flight control accuracy throughout the planned mission scenario.
3. All relevant factors for design approach, which influence pilot difficulty, needs to be identified and placed as attributes within relevant classes / blocks within the M&S environment.

The models developed from the analysis incorporate levels of quality and rigour of design. The quality ensures that the design is suitable for addressing the research question and the levels of abstraction with the design method used captures meaning, effects, and relationships required to evaluate the data in addressing the research problem. Testing the validity / legitimacy of the model and associated data is incorporated into the theory of perceived reality. The model and data sets used in mixed methods research, for a real system, is seen for the purposes of this research project as a continuous process rather than being a fixed attribute used for the purpose of study. The quality of inferences and conclusions of the results might never be reached due to missing or misunderstood knowledge used as the basis for design; however, this type of approach requires iteration of the data and possibly recursion of the design method. The systematic evolution of the model(s) is expected to occur inviting new data from both approaches and thus new knowledge being acquired each time the system is evaluated.
8.4 Are the Developed Frameworks usable in Practice?

The extent of the amount of effort, cost and time to implement the decision support system (DSS) using the ROSETTA frameworks described in this thesis is dependent on a number of factors including to what level of knowledge and specification of technology is needed to assist the decision maker in the selection of the appropriate bending mix at a student pilot’s current position in the pipeline. The perceived requirement to manage analysis and the measurement techniques could be based on a periodic assessment throughout the systems lifecycle since most of the mathematical relationships used for trade study analysis are updated from knowledge gained from the feedback systems. The initialisation of the ROSETTA methodology is time-consuming and human-resource intensive; the level of effort in conceptualising the DSS should be decided on based on how complex and ad-hoc the current system is. The constrained viewpoint described allows for quantitative and qualitative data to be integrated into a framework where knowledge and information is stored with the advantage of exploring aspects of uncertainty using RSEs; nonetheless, it may be apparent that for small FTS, level 0 of the trade-off analysis would be suitable for the decision maker to eliminate a number of systems as unsuitable for the current training mission. The evaluation of qualitative measurement methods includes monitoring or interviewing stakeholders (SMEs, pilots, designers, etc.) with information gathered being uploaded into the system model for analysis directed at the blending mix choice. Once qualitative methods have answered, the question is then of what to measure, at this point quantitative methods are then used to sample this space. Hence, data and metrics are gathered from models or meta-models, performing surveys, and controlled experiments. Obviously, to manage the proposed DSS effectively for various systems problems a number of constraints need to be met, these include:

- Adequate quality of resources;
- Adequate quantity of resources;
- Availability of resources.

This thesis has not included the availability of resources (people, economic, and technology) in any great detail within the analysis, nevertheless, this is by far one of the key factors that will determine to what degree and level the DSS using the ROSETTA frameworks and the methods described in the thesis will be used in a practical way to solve multi-faceted systems problems where uncertainty exist.
It is anticipated that the benefits of the DSS provided by the methodology include:

- The DSS should enable a better understanding of the use of technology within an organisation using feedback systems to enhance knowledge on systems.
- The DSS should provide a useful aid to navigate through complex systems, SoS or FoS to gain a better understanding of functionality and uncertainty within the system.
- The DSS is likely to provide time and cost saving of understanding uncertainty in systems for optimised decision choices in the long term (short term costs, however, is likely to be excessive for initial setting-up and populating the database and frameworks).
- The DSS should provide fast response to wicked problems within an organisation by tracing through the sensitivity relationships and performing trade study analysis for identified solutions.
- The models used to design the DSS can be considered as a living document which can be evolved upon changes in actors or systems within the FoS.
- The DSS conceptual model should lead to better communication amongst project members, using a common ontology that is easily understood.
- The DSS reduces the apparent process complexity, by giving focus on more important attributes in an abstract approach.

The methods described in the methodology are fully transferrable into solving multifaceted systems problems where uncertain and lack of knowledge exists. The closed loop system proposed by the workflow should assist in evolving the understanding of complex systems within the FTS for all human stakeholders and thus lead to a more efficient blending mix elimination strategy based on formalising relationships between system parameters. The methodology provides the means of integrating a number of disparate methods into a seamless whole, whereby the loosely coupled design allows the decision maker to choose which assessment stage/method to use to solve issues regarding governance of a modern flight training programme and other HITL systems.

### 8.5 Conclusion of Research Domain & Methodology

From the research and the in-depth interview(s) with training contractors, there is and always has been a contention about the utility of certain VRTEs for acquiring the relevant levels of K&S. In addition, the training contractor interviewed for the research has made a conscious decision not to alleviate the cost and hours of real world flight training to the VRTEs but to add the VRTE training to the student pilot’s workload and increase the total cost of training in real terms, due to the lack of confidence and knowledge of the ToT efficacy of such training technology/system. Though, it is perceived that this is only a short term issue that is
generational in nature; there are cultural, hierarchical and structural mind-sets that need to be addressed and most high level decision makers can be 1 to 2 generations behind the new target audience and may require convincing of the utility and effectiveness of new solution methods incorporating VRTE technology to training.

Instead of thinking of the problem as trading training hours, the training course should concentrate on training effectiveness using all the tools and resources available. A pilot can accomplish more complex tasks with a live flight hour if the VRTEs are available to do less complex things, thus, flight hours could be reduced (resulting, hopefully, in reduced training cost) whilst maintaining or improving readiness. The main issue to overcome with VRTEs is the inability to generate a ‘fear factor’ and as such the pilot may become complacent about mistakes. The lack of data that supports the use of virtual technology for training various levels of K&S to produce students who are ready to perform on the front line under severe stress conditions is the outstanding problem. The proposed methods described in this thesis provides a guide of how to gather enough data to produce a coherent argument, either for or against, the suitability and efficacy of advance blending mixes used to train pilots for readiness.

The degree of fidelity, learning stage of the student pilot, and the goals of the training technology/system are not mutually exclusive. As a result, the learning stage of student pilots must be continually clarified, controlled, and monitored before assessing and distinguishing a valid relationship between fidelity of the VRTE and ToT value to the real world. Furthermore, the relationships determined by SME’s have to invite a degree of dynamicity, due to imprecision of human systems, through the learning stages of the student pilot. Once understood, prediction validity of student performance in an operational environment on real-world aircraft can be undertaken in a formalised manner; intuitively, the concept of learning, assessment and fidelity understanding must be viewed as complementary to training, if multiple disparate training systems are to be used. The subjective and performance feedback systems can be analysed as to the reasons why the chosen blending mix struggles to assist in gaining K&S for the ToT. In addition, the justification of the levels of fidelity actually required to train K&S levels can be questioned and aid in the discussions in the use of VRTEs and the inclusion of blended technology within real aircraft.
8.5.1 Discussions

Technology has advanced rapidly, whilst the training programmes supporting them have shown little change for the past two decades. The scientific literature has demonstrated the use of proficiency-based training over fidelity training, yet fidelity is still an institutional bias when choosing a VRTE tool to be used for training. The view that FSTDs, especially high fidelity ones, should replicate an aircraft is outdated (motion cues at present cannot be emulated to a high degree of mapping to real-world) and would definitely lead to a disappointing training outcome when balanced against the cost of such an investment. The adoption of new training strategies based on training proficiencies using the VRTEs combined with reduced real-world flight training would yield more effective training than using present training strategies based on number of hours flight (both in simulator and aircraft). Though, not everyone will accept the need for change, however, as new technology becomes available the need for change becomes apparent. Convincing people of the need for change is difficult to accomplish especially when effectiveness of the current processes is high.

The methods described in this thesis can be integrated within organisation’s own workflow process and can offer substance to gather evidence to substantiate suitability of technology to work processes. The relationships within the ROSETTA frameworks focus the SMEs on capability of the technology/system to relevant organisational objectives; moreover, unlike the development of technology and how private companies sell the technology with the look, feel and functionality, the aims of the ROSETTA framework(s) concentrates on the effectiveness of socio-technical issues that relate to fundamental objectives and goals that should be at the forefront of the technology design and acquisition. This information can be used for debate before contracts are awarded for providing technology for training or other public related acquisitions.

8.5.2 Method Limitations

The assessment of the ‘proof of functional concept’ DSS methodology remains confined to the laboratory environment, however, the results ultimately lead back to the SE techniques described in the thesis that have been embedded in the programming and method of analysis in the DSS. The preliminary investigations of the output results of each stage pertained to the SE methods used in the design stage and hence improved knowledge of how DSS tools and techniques can be applied to much larger scale problems to improve and benefit large
organisations that are committed to solving complex problems. Nevertheless, it is recognised that there is significant latitude in the prescribed output attributes presented in Chapter 7 due to shortcoming in research time constraints and tool acquisition choice. Consequently, it can be concluded that the research approach and methodology, although applied correctly, was only partially successful in proving MBSE techniques in the context of development, utilisation and decision making to provide solutions for large complex decision making problems; although, the methods offer a solid foundation for developing a robust approach for understanding relationships between systems elements where uncertainty is involved (Req6.1).

To produce and use the ROSETTA frameworks requires substantial computer resources and in highly detailed systems the lag caused by the consistent updating of information in each slot of the framework may instigate a reduction of confidence and usability of the ROSETTA frameworks for performing analysis. This problem can be alleviated by modifying the functionality of the ROSETTA frameworks to give an option to show the graphs that are of main interest in the decision making activity and use discrete values in a matrix representation(s) of the framework to update values as the crosshairs in the prediction profiler are adjusted in the analysis. These discrete values identify the relationship value between the requirements and the design metrics; both the partial derivative and the current requirement level values are set depending on the location of the crosshairs within the displayed plots. This provides an easy remedy for the computer resource problem.

As a practical workflow process tool, the approach is limited in its current form due to presented methodology being of ‘functional prototype’ standing for applications in an industrial context; future research work is needed to address this issue, building upon the preliminary work outlined within this thesis.

8.6 Further Work

Additional research requires to be focused on establishing clear dependencies between human and organisational processes, human and technology factors, operational effectiveness and technological configurations; and allow for the capability to assess technology at a high level of abstraction. Specifying relationships between these causal links and thus generation of metrication practices should provide useful ‘performance indicators’ to guide the decision makers towards suitable trade-offs between training technologies for the achievement of specific organisational goals. The blending mixes along with the DSS should be developed
to enable automatic detection of the levels of experience and readiness of the pilots, via feedback techniques, and account for this in the planned training tasks using blending mixes so that each pilot is tested according to their ability levels, which optimizes training goals and minimises the time required to achieve that goal.

It is clear that a novel approach for measuring SA for each individual is needed within an exercised mission scenario using disparate training tool configurations. It is perceived that an integration of a multi-measurable toolkit is needed that will correlate with actual performance outcomes along with pilot’s subjective assessments of using the chosen blending mix in the exercise for a more precise assessment of SA that will ensure reliability and robustness of decision choices. Documenting all assessments using software based tools and metrification of subjective judgements, can alleviate the potential for bias as data stored within the databases might need to be justified by the decision maker who made the assessments.

The methodology for gathering and modelling requirements is based on academic work which has been used sparingly in some industrial projects. There is a need for additional research based on industrial best practices and hard earned experience gained from modelling and developing a system using the UML or SysML tools, working with tight deadlines, profit margins and isolated departments to further see the valuableness and practicality of using such tools. Executable architectures that are fully simulate-able would be extremely beneficial if UML/SysML modelling approaches are to be directed to development of real systems. This will enable human readable models to aid communication between stakeholders and reduce the additional tools required for parametric simulations of system element behaviour that can trace directly to the requirement diagram. Unfortunately, current tools only allow for basic execution of models and simulation capability is extremely weak, consequently, expensive APIs or plugins are needed to integrate with the tools for the basic graph generation that causes configuration and timescale issues. Tool specification is an important aspect to consider when developing systems to solve complex problems; using tool(s) that adds ‘accidental’ complexity to the solution is equivalent to achieving undesirable outcomes for the system solution for the end user.

8.7 Final Remarks on Research Domain

It is very easy to become excited by something which looks and feels advanced and the potential capabilities various training technologies have. It is important not to become
carried away with the awe of how something looks and the decision makers should be
directed to the task of determining what the key issues of the system should be, the nature of
the HMI / UI and consideration of the type of technology that should be employed (to avoid
vendor lock-in and costly future upgrades). Decision makers must be made to realise that the
VRTE systems used for training, as well as others, are merely synthetic computer generated
representations of a physical system that allows a user to interact with it as though it were
real and that there are no real consequences of events, as such a critical part of performing a
task in the real world is missing. Thus, the choice of which training tool and blending mix to
use has to be based on the operational task the pilot needs to perform and which training
attribute measures are being assessed at the time of execution.

There is limited data involving the training value of simulation for air combat manoeuvres
although there is no shortage of opinions, generally, from SMEs who have differing views
and who have been training primarily on real aircraft. A number of criteria can be used in the
military context to gain more foundational data:

- First, the reactions gathered from feedback data about the specific objectives and
goals given in the instruction can give an indication of what the purpose of the
training technology is intended to achieve;
- Second, concentration of the specific learning material and grading contexts are
important: is the main parameter successful completion of tasks in missions or a
consistent improvement of performance in disparate missions using disparate
blending mix configurations?
- Third, the measurement of transfer of learning from VRTE to live training to meet
organisational objectives: this is generally associated to cost and proficiency.
- Fourth, produce a criteria and grading scheme that will assist in the iterative and
recursive nature of training sorties and technology usage; this can be based of the
measurement of performance and the ability for conflict resolution in the decision
making process.

Advantages of some of the low fidelity VRTEs, such as performance measurements, offer
data collection that the more expensive training environments do not provide. These
performance measures can be used to adjust training programmes for individual student pilots
to gain the best levels of readiness for each. Transparent feedback, when provided to student
pilots, can allow them to adjust their own performance accordingly and even alter their own
mental models to assist them in decision making during the assessment stage. Simply providing a practice mechanism will not by itself improve the performance of the student pilot, but feedback and different methods of instructor led training may yield positive results.

One of the key issues with using VRTE for training is the lack of addition stressors to the participant during a training mission. Of extreme concern in current modern FSTDs is when an aircraft crashes (or ‘hit’) the aircraft appears in the sky undamaged, which reduces the experience of casualty or the appearance of risk. However, one of the unique features of most VRTEs is the ability to playback missions with varying views, including 3-dimensional views, to assist in gaining a more objective understanding of their behaviours and the results of those behaviours. The AMPA playback facility used by the RAF uses a 3d image of the tactical scenario that is difficult to see using playback system, hence, the legacy approach (aircraft on sticks) is used to fully explain the tactical manoeuvres during post-mission briefings. This notwithstanding, in live and simulated flight there is an absence in viewing student pilot actions in the cockpit, as camera feedback is missing. This facility would enhance the post mission briefing and bring a clearer picture on how the student is reacting to external stimuli and add to the variables under consideration for measuring readiness.

It is important to be aware of the VRTE regarding various training tasks as they have training capability limitations. This leads to a decision of when the student pilot is ready to ‘prove’ that ToT has occurred, by real-world flight assessment. Thus, the fundament of transfer of training is the thorough analysis of current pilot, instructor and blending mix capabilities and limitations, and training or organisation needs. The analysis of the training scenario tasks should be undertaken with respect to the dimension of the training effects of the task in gaining and developing relevant K&S. Each task should be decomposed into relevant pilot actions so that transfer effects for different types K&S can be studied in more detail leading to more concise training scenarios directed more closely to transfer of training; to be developed through the training pipeline, i.e. training cockpit procedures does not require a high fidelity FSTD with detailed features and an accurate aircraft model, as the requirements for this training stage merely is to allow the pilot to carry out the procedures correctly.

It is perceived that the benefits to training lie in the ability of the mission scenarios in conjunction with appropriate VRTE configuration layouts to ‘get the pilot’s clock up to speed’. The PC-based VRTE provides a moderately realistic preview of the pace of the task; high fidelity simulations are designed to reflect the complexity of the real world tasks without
the associated cost and risk with real systems. On the surface, it appears an elegant strategy because it seeks to minimize the transfer of training problem by closing the gap between training and the real-world task. However, high fidelity training requires significant investment in dedicated facilities and hardware; it must be staffed by expert trainers and coaches all who need training on the systems; it must be supported and updated regularly. Moreover, the considerable investment in such facilities will invariably ensure that training demand will exceed the capacity of the training system. Thus, cost and efficiency become major factors for training systems constructed around high-fidelity simulations in a time of tight budgets and higher-level of skill in a rapidly technological changing environment.
REFERENCES


BKCASE, “Body Of Knowledge and Curriculum To Advance Systems Engineering”,


Blumel, E., & Haase, T., ”Virtual Reality Platforms for Education and Training in Industry”,

Boff, K.R., “Revolutions and shifting paradigms in human factor & ergonomics”, Applied

Bolloju, N., Khalifa, M., & Turban, E., “Integrating knowledge Management into Enterprise
environments for the next generation decision support”, Decision Support Systems, Vol.33,

in military aviation”, FOI-R-2378-SE. FOI METHODOLOGY REPORT, Linkoping, Sweden,
2008.

2006 IEEE/SMC Interaction Conference on System of Systems Engineering, Los Angeles, CA,

systems of systems”, Crosstalk- The Journal of Defence Software Engineering, Vol.19, No.5,
pp.4-9, 2006.

Boosman, F., “Simulation-Based Training: The Evidence is in”, Pseudorandom,
http://boosman.com/blog/2007/06/simulationbased_training_the_e.html. [Accessed:
30/09/2014].

Boulding, K.E., “General systems theory: the skeleton of science”, Management Science 2,
pp. 197-208, 1956.

Bowles, M.S., “Relearning to e-learn: Strategies for electronic learning and knowledge”,

Considerations through 2025”, Report of the CSIS International Security Program, February,
2014.

Brooks, F.P., “The Mythical man month and other essays on software engineering”, Addison-

Browning, T.R., “Applying the Design Structure Matrix to System Decomposition and
Integration Problems: A review and New Directions”, IEEE Transactions on Engineering


Harrison, T., “Rethinking Readiness”, Strategic Studies Quarterly, Fall, 2014.


ICAO, “Integration of Human Factors in Research, Operation, and Acquisition”, *Second Meeting of the APANPIRG ATM Sub-Group*, Hong-Kong, China, 4-8 August, 2014.


Keller, M., Schnell, T., Lemos, K., “Pilot performance as a function of display resolution and field of view in a simulated terrain following flight task using a synthetic vision system”, University of Iowa, Operator performance Laboratory, Langley, VA, 2003b.


Kirby, B., Fletcher, G., & Dudfield, H., “*Live Virtual Constructive Training Blend Optimisation Study*”, BAE Systems, Quintec, 2011.


Strachan, I.W., “Visual and Motion Cues In the Real World and In Simulators”, *Visual and Motion Cues*, ETSA Newsletter, September, 2014


APPENDIX........................................SEE VOLUME II