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A Two-stage Approach for Robust HEVC Coding and Streaming

J. Carreira, P. A. Assuncao, S. M. M. de Faria, E. Ekmekcioglu and A. Kondoz

Abstract—The increased compression ratios achieved by the High Efficiency Video Coding (HEVC) standard lead to reduced robustness of coded streams, with increased susceptibility to network errors and consequent video quality degradation. This paper proposes a method based on a two-stage approach to improve the error robustness of HEVC streaming, by reducing temporal error propagation in case of frame loss. The prediction mismatch that occurs at the decoder after frame loss is reduced through the following two stages: (i) at the encoding stage, the reference pictures are dynamically selected based on constraining conditions and Lagrangian optimisation, which distributes the use of reference pictures, by reducing the number of prediction units (PUs) that depend on a single reference; (ii) at the streaming stage, a motion vector (MV) prioritisation algorithm, based on spatial dependencies, selects an optimal sub-set of MVs to be transmitted, redundantly, as side information to reduce mismatched MV predictions at the decoder. The simulation results show that the proposed method significantly reduces the effect of temporal error propagation. Compared to the reference HEVC, the proposed reference picture selection method is able to improve the video quality at low packet loss rates (e.g., 1%) using the same bitrate, achieving quality gains up to 2.3 dB for 10% of packet loss ratio. It is shown, for instance, that the redundant MVs are able to boost the performance achieving quality gains of 3 dB when compared to the reference HEVC, at the cost using 4% increase in total bitrate.

Index Terms—HEVC, robust coding, reference picture selection, redundant MV, error propagation.

I. INTRODUCTION

The current diversity of multimedia applications and services, and the emergence of Ultra-HD formats (e.g., 4k or 8k resolution) are continuously reinforcing the need for efficient video coding. Moreover, the increasing amount of mobile multimedia traffic demands for more bandwidth, and the use of higher resolutions impose more challenging bounds on quality and error tolerance. The High Efficiency Video Coding (HEVC) [1] is the most recent standard developed by the Joint Collaborative Team on Video Coding (JCT-VC), essentially aiming to extend previous standards towards increased video resolutions and use of parallel processing architectures. The higher coding flexibility and efficiency of HEVC results from the use of new block partition structures, enabling flexible block partitions [2], improved prediction modes [3], [4] and new high-level features [5], such as explicit reference picture management and new parameter sets.

More efficient prediction structures allow higher bitrate savings, but also to some disadvantages, such as increased complexity [6] and reduced error robustness. Although the complexity may not pose significant problems due to the rapid evolution of hardware technologies, reduced error robustness strongly affects quality under packet loss conditions. Another critical aspect related to the performance of robust video streaming methods is the error detection accuracy. Since HEVC streaming is expected to use known transport technologies, such as RTP [7], MPEG-2 TS [8], or more recent standards as MPEG-DASH [9] and MPEG Media Transport [10], their error detection capabilities have significant impact on the overall system performance. In general, the error detection operation at the transport layers is decoupled from the video coding layer. The encoding side implements the robust coding methods, while the efficient recovery of lost video data is implemented in the decoder. Between them, an inter-layer signalling ensures that the decoder is given the necessary information to identify the lost slices/frames in the video data. Therefore, stream robustness can be investigated on its own, assuming any possible form of error detection.

The error robustness characteristics of HEVC analysed in [11], [12] confirmed that, in general, HEVC presents poor error resilience performance, despite its superior coding efficiency. Thus, HEVC bitstreams subject to transmission losses result in significant degradation of both objective and subjective quality [12], [13]. This is mostly due to the strong decoding dependencies imposed by the highly complex prediction modes of HEVC, which are selected according to a rate-distortion (R-D) optimisation criteria, assuming error-free transmission [14]. Therefore, high compression efficiency is achieved, but resilience to transmission errors is penalised. Moreover, the use of advanced motion vector (MV) prediction in HEVC [15] also contributes to increase the spatial and temporal dependencies to a great extent. Although the spatial MV candidates are used more often, temporally predicted MVs are responsible for a greater impact on error propagation.

In general, increased error robustness in video streaming can be jointly achieved at two different stages: (i) while encoding live video, by selecting robust coding modes and (ii) after encoding, by adding robust features to the compressed streams. While in the former this is accomplished by optimising coding parameters and decisions to increase robustness, in the latter some type of compressed domain processing must be used to
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increase error robustness of pre-encoded streams, e.g., error resilient transcoding. Inevitably, in both cases this is achieved at the expense of some loss in coding efficiency, therefore the challenge is to find an optimum trade-off between robustness and bitrate overhead.

This paper addresses the problem of HEVC robust streaming by combining the two stages previously referred. Besides the novelty of the methods devised for each stage, a distinct characteristic of the proposed scheme relies on its ability to cope with increased robustness requirements of both live video and pre-encoded streams. At the encoding stage, an optimal reference picture selection method is proposed to reduce error propagation in case of frame loss, by distributing the temporal dependencies across different frames. A Lagrangian R-D cost function is devised to select the optimal reference frame for each prediction unit. At the streaming stage, the MVs are parsed from the coded stream to optimally select a small set of them, based on a priority criterion derived from MV spatial dependencies. Then the optimal set of MVs are transmitted as side information to substitute predicted MVs, whenever their references cannot be decoded due to data loss.

The remainder of the paper is organised as follows: Section II provides an overview of the previous studies addressing error-prone video transmission and related work on methods to improve error robustness; Section III describes motion vector prediction in HEVC and evaluates its error resilience performance; Section IV describes the proposed method, and Section V covers the discussion of the experimental results. Finally Section VI concludes the paper.

II. RELATED WORK

The error robustness of HEVC streaming over diverse transport protocols has been addressed in the literature, where relevant insight can be found regarding various aspects that influence the quality delivered to end users. For instance, previous works have shown that HEVC streams are highly sensitive to bandwidth fluctuations, which may be responsible for decreasing the quality (i.e., PSNR) by up to 4 dB for just 10% of bandwidth reduction [8], [7]. This is not only due to the intrinsic nature of predictive coded video, but it is also related to the error detection capabilities of transport and encapsulation protocols, which may have significant impact on the overall performance [16], [17]. In this regard, the performance of error detection is known to be also highly dependent on the syntax elements affected by errors [18]. In the past, different approaches have been used for this purpose. For instance, in [19] a content-based approach was proposed to detect errors based on the spatial and temporal similarities in video sequences, while in [20] extra information is multiplexed into the video stream to detect errors and ease the recovery of wrongly decoded regions. In this paper, error detection is assumed to be handled by the lower layers of the video communication system, such that the decoder is aware of the losses occurring in the video signal, including their spatial and temporal locations.

The error resilience techniques, normally used in robust coding and streaming to mitigate the artefacts caused by packet losses, can be grouped into four categories: localisation, data partitioning, redundant coding and concealment-driven techniques [21]. In [22], a feedback-based transcoder is used to reduce error propagation at end-user decoders, by dynamically selecting the correctly received frames as references. This was further exploited in [23] to limit the complexity, by using MV concatenation in motion re-estimation. In [24] feedback-based is combined with path diversity to select the reference frames that are more likely to be received at the decoder. Although these closed-loop techniques may offer a reliable control of the decoder distortion, the feedback required from the receiver side and multipath networking are not always available neither feasible in real-time and unidirectional channels (e.g., broadcast).

A R-D optimisation method was presented in [25], based on the recursive optimal per-pixel distortion estimation (ROPE). In [26] the transmission distortion is estimated at the encoder-side to assign different priorities to each packet, allowing different levels of error protection. In [27], an optimisation algorithm was used to select between short and long term references, in order to increase the prediction distance and reduce error propagation. In the decoder side, an error concealment method was later used to take advantage of such prediction structure [28]. The use of leaky prediction is also able to achieve an exponential decay of error propagation, but coding efficiency is significantly penalised [29]. Although these methods are able to efficiently predict the decoder distortion in case of packet losses, they rely upon either interpolated reference frames or long-term references, which might dramatically decrease the coding performance.

The robustness of transmitted streams may also be increased through bitstream partitioning and unequal error protection. This is done in [30], by assigning different importance to each macroblock and then using the Flexible Macroblock Ordering (FMO) mechanism of H.264/AVC to encode and transmit the more important slices with higher levels of error protection. Different types of multiple description coding [31] can also be used to improve the quality under transmission errors in multiple path networks [32]. Although these techniques can be very effective in multi-path networks, a significant amount of overhead is required to create the different descriptions.

The vulnerability of MV prediction in HEVC was evaluated in [33], showing its weak error resilience in contrast to the coding improvements. As a solution to overcome such vulnerability, the temporal motion vector predictor can be disabled at constant frame intervals. In [34] this idea was extended to the prediction unit (PU) level achieving a more robust MV prediction, without compromising error resilience. Redundant pictures were used in [35] to embed redundant MVs without encoding any residual information, in order to increase error robustness with low penalty in coding efficiency. While this method may be more efficient than using standard redundant pictures [36], since all MVs are encoded, it may still lead to high redundancy without always being worthwhile in terms of increased robustness. This approach was further improved in [37], where the authors proposed a method based on selective motion information, rather than the entire motion field. In the scope of HEVC, combining R-D efficiency and
robust coding with error concealment of missing frames, as proposed in this paper, is still an open issue, without well established solutions.

The problem of robust transmission may also be addressed from the decoder side, by using coding methods that facilitate error concealment at the decoder [38], [39]. In [40] the block partitions of the neighbouring frames were used to assist the motion extrapolation in order to keep the object boundaries smooth. In order to select only the reliable motion information, the residue information can be exploited as presented in [41], where the authors concluded that a higher residue implies less accurate MVs. In general, these methods rely on post-processing of past frames, which may lead to incorrect recovery of motion information, because in general motion is neither constant nor purely translational. Therefore, simple error concealment techniques might not be capable of mitigating all the effects of transmission errors, and specific coding techniques are necessary in order to improve the robustness of compressed video streams in the presence of data loss.

This paper advances one step further beyond previous works, by proposing an integrated two-stage robust streaming approach to address the problem of error resilience in HEVC. The encoding stage is based on a reference picture selection scheme that uses a R-D optimised reference picture assignment, without requiring transcoding or network feedback as in previous methods [22]–[24]. Therefore, this method does not depend on the network characteristics (e.g., feedback channel) and does not increase complexity to estimate the end-to-end distortion. Moreover, as the proposed scheme does not use long-term neither interpolated reference frames, the impact in the coding efficiency is lower. The streaming stage reduces the impact of mismatched MV temporal dependencies on the error robustness of HEVC, by selecting a number of MVs for redundant transmission in the post-processing stage. This paper extends the authors’ previous work [37], by finding the optimal set of MVs for each frame, rather than using a fixed pre-defined amount of MVs. Moreover, it further improves the performance of [34], which followed a different approach based on constrained inter-coding modes. In comparison to other similar approach that uses the whole motion field [35], the proposed method has the advantage of using a much smaller amount of redundant MVs.

III. ANALYSIS OF HEVC ERROR ROBUSTNESS

To highlight the impact of transmission errors in HEVC and the importance of error propagation, an experimental study about the error robustness of HEVC is presented in this section. Special emphasis is given to the use of temporal motion vector prediction due to its relevance for this work. A brief description of the Merge Mode in HEVC is first described and then the evaluation study and results are presented in Section III-A.

In HEVC, the Advanced Motion Vector Prediction (AMVP) and Merge Mode [15] are based on MV predictions, which obviously leads to mismatch errors at the decoder whenever a packet loss affects motion data. Figure 1 illustrates the spatial MV candidates allowed in the Merge Mode and their relative positions, where each dashed square corresponds to one prediction unit (PU) from which a MV candidate is derived, for possible prediction of the MV in the current PU. These candidates are checked in the following order: A0, B0, A1, B1, B2. Moreover, a temporal MV candidate (TMVP) is also used, derived from the co-located position in the temporally adjacent frame. By adding a temporal candidate in the set of possible MVs the impact of mismatched MV temporal dependencies is reduced. This leads to higher error propagation and inherent quality degradation in the presence of packet loss, as demonstrated by the experimental study presented in the next section. These results provide relevant insights on how HEVC error resilience may be improved.

A. Evaluation of error robustness

This section presents an evaluation study about the error robustness of HEVC using different sequences and coding configurations. Table I presents a summary of the main characteristics of the video sequences used in this work. Each sequence comprises 240 frames and the whole set covers

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>SI/TI</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basketball</td>
<td>882 × 480 50 fps</td>
<td>33.4 / 14.4</td>
<td>High motion with several basketball players</td>
</tr>
<tr>
<td>Drill</td>
<td>1024 × 768 30 fps</td>
<td>28.4 / 21.7</td>
<td>Moderate translational motion with two moving persons</td>
</tr>
<tr>
<td>Book</td>
<td>3840 × 2160 120 fps</td>
<td>13.4 / 3.8</td>
<td>Boat shipping at low motion with moderate complex background</td>
</tr>
<tr>
<td>Arrival</td>
<td>416 × 240 60 fps</td>
<td>63.2 / 11.5</td>
<td>Moderate outside motion with moving camera capturing from high point</td>
</tr>
<tr>
<td>BQSquare</td>
<td>1020 × 1080 50 fps</td>
<td>30.5 / 11.4</td>
<td>Several objects with high details with moderate motion</td>
</tr>
<tr>
<td>Cactus</td>
<td>3840 × 2160 60 fps</td>
<td>11.5 / 16.2</td>
<td>High motion with one horse rider</td>
</tr>
<tr>
<td>Jockey</td>
<td>1024 × 768 30 fps</td>
<td>19.6 / 16.1</td>
<td>Moderate motion with two moving persons, and moving camera</td>
</tr>
<tr>
<td>Kendo</td>
<td>1920 × 1080 24 fps</td>
<td>31.3 / 11.6</td>
<td>Moderate motion with cyclists passing across the scene</td>
</tr>
<tr>
<td>Park Scene</td>
<td>2560 × 1600 24 fps</td>
<td>40.0 / 25.4</td>
<td>With point capture of people moving; high motion and texture complexity</td>
</tr>
<tr>
<td>People</td>
<td>832 × 480 30 fps</td>
<td>43.7 / 24.4</td>
<td>High motion with several horse riders</td>
</tr>
<tr>
<td>On Street</td>
<td>1020 × 1080 30 fps</td>
<td>20.3 / 45.3</td>
<td>High motion with one moving person in the scene</td>
</tr>
<tr>
<td>Race</td>
<td>2560 × 1600 30 fps</td>
<td>35.5 / 25.4</td>
<td>Elevated camera capturing highway with several cars with moderate speed</td>
</tr>
</tbody>
</table>
different types of motion and texture complexity. This table also shows the spatial information (SI) and the temporal information (TI), as defined in [43]. The experimental results for this study were obtained by using the HM reference software, version 16.2. The sequences were encoded with all coding modes enabled and following two recommended prediction structures: Low-Delay (P-frames with 4 references frames) and Random-Access (B-frames with 2 reference frames in each list) [42]. These prediction structures cover the use of P-frames and hierarchical B-frames [44], which are commonly used in HEVC streaming [45]. To simulate a broadcast transmission an IDR period of 32 frames was used and the filtering operations were disabled at slices boundaries in order to keep the slices self-contained. The remaining configurations have been kept at their default values as given in the common test conditions [42]. In order to achieve high quality images for all coded sequences (i.e., PSNR around 40 dB) different bitrates were used. At the decoder side, error concealment is based on motion compensation from previously decoded frames. The motion field of a missing frame is obtained applying MV extrapolation from the two closest neighbours. Afterwards, the final MVs are selected based on the residual energy of their original prediction [41]. To simulate the lossy transmission environment, each frame is encoded into several slices, each one packetized into one NAL unit, which are then transmitted as the payload of independent packets. Two test cases were considered for simulation: (i) in $IDR_{Loss}$ all frames may be equally affected by packet loss, including IDR frames; (ii) in $IDR_{NoLoss}$ IDR frames are assumed to be prioritised in the network and delivered error-free, or using some combined approach as recently proposed in [46]. In our experiments a whole packet is lost whenever an error occurs, originating a lost slice. Random packet loss was simulated using a two-state Markov model with the following average burst length 1.24, 1.47, 1.83 and 2.05, and a maximum burst length of 2, 3, 5 and 7, for packet loss ratios (PLR) of 1%, 3%, 5%, 10%, respectively.

Four different configurations were used, each one corresponding to specific coding conditions, using different CU sizes and different number of Merge Mode candidates: Ref [42], Max-CU Size 16, Single-Merge_Cand and No_TMVP. Table II shows the average quality (PSNR) obtained for these four configurations under different PLRs. The reference for comparison (Ref [42]) uses a maximum CU size of 64 and 5 spatial MV candidates for the Merge mode, following the recommended test configuration [42]. The following three coding modes were tested and compared with the reference to evaluate the impact of different coding tools in error robustness: (i) reducing the maximum CU size to 16, similar to the H.264/AVC macroblocks (Max-CU Size 16), (ii) using only one MV candidate in the Merge Mode (Single_Merge_Cand) and (iii) disabling the temporal MV

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Configuration</th>
<th>$IDR_{Loss}$</th>
<th>$IDR_{NoLoss}$</th>
<th>$IDR_{Random-Access}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>Basketball</td>
<td>Ref [42]</td>
<td>37.71</td>
<td>30.89</td>
<td>37.24</td>
</tr>
<tr>
<td>Drill</td>
<td>Max-CU Size 16</td>
<td>+0.36</td>
<td>-0.15</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.65</td>
<td>-0.55</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+2.16</td>
<td>+2.77</td>
<td>+1.29</td>
</tr>
<tr>
<td>Book Arrival</td>
<td>Ref [42]</td>
<td>35.28</td>
<td>30.48</td>
<td>37.24</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>+0.14</td>
<td>+0.22</td>
<td>-0.23</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.55</td>
<td>-0.98</td>
<td>-0.15</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+1.61</td>
<td>+2.77</td>
<td>+1.29</td>
</tr>
<tr>
<td>BQSquare</td>
<td>Ref [42]</td>
<td>30.37</td>
<td>23.71</td>
<td>31.39</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>+0.64</td>
<td>-0.27</td>
<td>+0.72</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.17</td>
<td>+0.06</td>
<td>-0.13</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+7.19</td>
<td>+10.1</td>
<td>+6.81</td>
</tr>
<tr>
<td>Kendo</td>
<td>Ref [42]</td>
<td>32.15</td>
<td>23.54</td>
<td>33.36</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>+0.42</td>
<td>+0.03</td>
<td>+0.05</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.19</td>
<td>-0.38</td>
<td>-0.16</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+2.82</td>
<td>+4.99</td>
<td>+2.70</td>
</tr>
<tr>
<td>Park Scene</td>
<td>Ref [42]</td>
<td>28.60</td>
<td>23.48</td>
<td>29.39</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>+0.10</td>
<td>-0.19</td>
<td>+0.04</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.13</td>
<td>-0.39</td>
<td>-0.36</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+3.62</td>
<td>+4.78</td>
<td>+3.61</td>
</tr>
<tr>
<td>Race Horses</td>
<td>Ref [42]</td>
<td>32.53</td>
<td>26.88</td>
<td>33.94</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>-0.79</td>
<td>-0.66</td>
<td>-1.23</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>-0.06</td>
<td>-0.63</td>
<td>-0.39</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+2.95</td>
<td>+3.37</td>
<td>+2.80</td>
</tr>
<tr>
<td>Tennis</td>
<td>Ref [42]</td>
<td>21.95</td>
<td>20.09</td>
<td>34.16</td>
</tr>
<tr>
<td></td>
<td>Max-CU Size 16</td>
<td>+5.19</td>
<td>+3.75</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>Single-Merge_Cand</td>
<td>+9.19</td>
<td>+6.06</td>
<td>-0.68</td>
</tr>
<tr>
<td></td>
<td>No_TMVP</td>
<td>+13.6</td>
<td>+12.8</td>
<td>+3.80</td>
</tr>
</tbody>
</table>
candidate: (No_TMVP). Table II shows the absolute value of PSNR for the Ref [42] case, while for the other configurations the PSNR difference is presented. A positive difference means that better quality is achieved for a different coding configuration with the same PLR.

The results across all configurations and sequences show that the hierarchical coding structure used in Random-Access is more efficient in mitigating the effect of errors than the Low-Delay structure. This is mainly because non-reference B-frames do not propagate errors. Comparing the results of IDR_Loss and IDR_NoLoss, one can further observe that IDR losses result in worst quality due longer error propagation, as expected.

The results for individual configurations show that reducing either the maximum CU size (Max_CU_Size_16) or the number of MV candidates (Single_Merge_Cand) do not significantly improve error robustness, because the prediction modes are the same. This leads to the conclusion that inter-frame dependencies play a dominant role in quality degradation. It is interesting to note that the quality gains between IDR_Loss and IDR_NoLoss is roughly the same for each sequence, configuration and PLR.

When the TMVP is disabled (No_TMVP), the results show significant improvements in the reconstructed video quality for different PLR. This confirms that the error propagation decreases when motion information is not encoded with temporal dependencies. Therefore, quality degradation is more prominent in Low-Delay rather than Random-Access. This is because errors are not self-contained within each group of pictures (GOP) and also, since frames are temporally closer, temporal MV predictions are more frequently used. For example in Table II, BQSquare sequence presents the highest PSNR gain when using the No_TMVP mode. This is because the smooth translational motion of BQSquare is more friendly for temporal prediction.

These results show that HEVC has poor robustness against transmission errors, resulting in significant quality degradation, though dependent on the video content and coding options. Despite the fact that temporal MV candidates improve coding efficiency, they also significantly contribute to increase the temporal dependencies, leading to more severe quality degradation in the presence of frame loss. Based on this evidence, the next section presents an efficient method to improve the error robustness of HEVC based on the underlying principle of reducing the mismatch in MV predictions caused by temporal dependencies.

IV. PROPOSED METHOD

In this section a two-stage approach for robust HEVC coding and streaming is proposed. The following sub-section presents an overview of the proposed method, and then the stages of the proposed method are outlined.

A. Overview

The goal of the proposed method is to reduce the error propagation in decoded video in case of frame loss. This is accomplished by constraining inter-frame prediction dependencies, in order to minimise the distortion $D_t$ given by

$$D_t = \hat{f}_t - \tilde{f}_t, \text{ when } \hat{f}_{t-1} \neq \tilde{f}_{t-1}, \quad (1)$$

where $\hat{f}_t$ and $\tilde{f}_t$ are the encoded and decoded frames, respectively, at instant $t$.

Figure 2 illustrates the block diagram of the two-stage method proposed in this work. At the encoding stage, a reference frame selection mechanism is used for each prediction unit (PU) within a coding tree unit (CTU) forcing the use of different reference frames in adjacent CTUs. The decision criterion contributes to reduce the amount of predictions from a single reference frame, and forces to interleave different reference frames along all encoded PUs, based on a R-D optimised criterion. At the streaming stage, the coded stream is parsed to extract the MV information, which allows to rank MVs according to a relevance criterion. Then, a sub-set of these MVs is selected to be transmitted as side information. The amount of selected MVs is not fixed and can be optimised for different content and end-network characteristics. Note that the streaming stage is an independent and complementary subsystem to the encoder. Thus it is able to operate at network nodes, including the streaming server on pre-encoded streams.

In case of frame loss these two stages have the common objective of helping the decoder to recover from mismatched predictions at the expense of a small increase in bitrate. This is equivalent to reducing the error propagation by using two techniques: (i) reducing the mismatch of inter-frame predictions, by encoding each PU from a different reference frame and (ii) reducing the mismatch of MV predictions by sending the most important MVs as side information. These are the two stages of the proposed method described in the following sub-sections.

B. Encoding stage: Reference frame selection

The reference picture selection mechanism attempts to uniformly distribute the use of different reference pictures across the coding tree units (CTU) of a coded video frame. In case of frame loss, the error propagation in the decoder is reduced because the number of CTUs not predicted from
the lost frame decreases and thus error concealment benefits from more data correctly decoded. Note that standard compliance is maintained. The underlying principle of this method is to minimise the probability of using the same reference picture for neighbouring CTUs, which tends to result in a checkerboard structure, where a different reference frame is used for predicting every other CTU within the current frame. For instance, in a coding structure with two reference frames, as shown in Figure 3, the reference frames $r_1$ and $r_2$ are used to predict the same number of CTUs in current frame $(C)$. If each reference frame is used to predict half of the pixels in the current frame, when any of these references is lost, the subsequent predicted frame is only partially distorted by mismatched predictions. This is because only half of its predictions depend on the missing reference frame, which limits the overall error propagation. Moreover, since the motion information of the predicted frame is encoded with reference not only to the missing frame but also to the past ones, those MVs that cross over a missing reference frame, pointing to the previous ones, are still useful for reconstructing correct MVs and also for error concealment.

In the limit, a straightforward implementation of the previous example leads to a simple interleaved uniform distribution of the reference frames over all CTUs in the current frame, forcing the checkerboard structure shown in Figure 3. In the case of two reference frames, 50% of the CTUs would use one reference frame, while the other 50% would use the other reference. However, such solution would not take into consideration coding efficiency, since the selection process of the reference frame would not be R-D optimised for each prediction unit (PU) within a CTU.

Therefore, a more efficient approach to improve error robustness was devised to dynamically choose the coding mode for each PU, that ensures a balanced use of all possible reference frames $F = \{r_1, r_2, \ldots, r_S\}$ across the CTUs of the current frame $C$, also optimising the R-D cost. This leads to the overall goal of finding the optimum R-D coding mode for each PU, as the one which tends to minimise the standard deviation of the reference frames use count $N_C(r_i)$, considering all encoded PUs of the current frame $C$, as follows:

$$\sigma_C = std\left(N_C(r_i)\right), i = 1, 2, \ldots, S. \tag{2}$$

In this case $\sigma_C$ measures the deviation from the checkerboard solution, where $\sigma_C = 0$, since all possible reference frames $r_i \in F$ are uniformly used throughout the PUs of $C$.

To attain the goal defined above, the best coding mode for each PU is chosen through a Lagrangian R-D optimisation that tends to minimise $\sigma_C$. This is done by penalising (or benefitting) the R-D cost of those coding modes which intend to use reference frames that have already been used more (or less) frequently than their average use in previous PUs of the current frame. For each PU, this mechanism has the effect of reducing (or increasing) the probability of using each possible reference frame $r_i \in F$, according to the number of previous PUs that have used each one. Such approach allows to select the reference frames, by independently processing each PU in order to minimise the global standard deviation given by (2). Thus, the optimum coding mode $\phi^*$, selected from a set of possible coding modes $M$, is derived based on the following Lagrangian optimisation:

$$\phi^* = \arg \min_{\phi \in M} J(\phi) \tag{3}$$

$$J(\phi) = (D(\phi) + \lambda \times R(\phi)) \times e^{W(r_\phi)} \tag{4}$$

where $D(\phi)$ and $R(\phi)$ are the distortion and rate, respectively, associated with the coding mode $\phi$. The exponential weighting factor $e^{W(r_\phi)}$ is used to penalise (or benefit) the Lagrangian cost of a given coding mode $\phi$ associated to reference frame $r_\phi$. $W(r_\phi)$ is obtained according to the global and local deviation between the number of times that $r_\phi$ was used and the average use of all $r_i \in F$ across the PUs of current frame $C$, as follows,

$$W(r_\phi) = \left(\Delta_G(r_\phi) + \Delta_L(r_\phi)\right) \times 2^{-T_{ID}} \times \gamma \tag{5}$$

where $T_{ID}$ is given by the temporal hierarchy in HEVC, and $\gamma$ is a parameter to control the slope of $W(r_\phi)$. The global and local deviations, $\Delta_G(r_\phi)$ and $\Delta_L(r_\phi)$, respectively, are computed as follows,

$$\Delta_\zeta(r_\phi) = N_\zeta(r_\phi) - \frac{1}{S} \sum_{i=1}^{S} N_\zeta(r_i), \ \ \zeta = G, L. \tag{6}$$

For $\zeta = G$, function $\Delta_G(r_\phi)$ measures the difference between the number of times that reference frame $r_\phi$ was used and the global average use of all $r_i \in F$ in the PUs of $C$ that were encoded before the current PU. $N_G(r_i)$ is the number of times that each reference frame $r_i$ was used across all previously encoded PUs. For $\zeta = L$, function $\Delta_L(r_\phi)$ only considers the three top-left neighbouring CTUs for counting the number of times each reference frame was used, which is expressed by $N_L(r_i)$. Overall, Equation (6) is used to adjust the penalty weight defined by (5) in order to achieve an approximately uniform use of all possible reference frames. This corresponds to the general objective of minimising the values of $\Delta_\zeta(r_\phi)$. The optimum is reached when all reference frames are used to encode the same amount of PUs (i.e., $\Delta_G(r_\phi) = \Delta_L(r_\phi) = 0$), and the original Lagrangian cost is not affected, i.e., $e^{W(r_\phi)} = 1$ in (4). Note that an exponential cost increase is used in (4) in order to increase the penalty associated to any reference frame that tends to be used much more often than the average.

In (5), the $\gamma$ constant controls the slope of $W(r_\phi)$, leading to higher weights as the value of $\gamma$ increases. On the one hand
a very high value for $\gamma$ leads to the checkerboard pattern in the reference picture usage, as previously described. On the other hand, a low value of $\gamma$ reduces the importance of the choice of the reference frames in the Lagrangian cost. Therefore, the impact of the proposed method on the coding efficiency can be controlled through $\gamma$. Another way of controlling the impact of the proposed method is the use of the $T_{ID}$. This allows using lower weights in higher temporal layers, since such frames cannot be used as references for others with lower temporal ID, thus having less impact on error propagation. Therefore, there is a reduction of the impact of the proposed method when hierarchical coding configuration is adopted without compromising the error robustness.

As an example, Figure 4 illustrates the exponential weight used in the proposed method for different values of $\gamma$ and $T_{ID} = 0$. The horizontal axis represents the sum of $\Delta G(r_\phi)$ plus $\Delta L(r_\phi)$. For instance, for $\gamma = 5$, when a reference frame $r_\phi$ is used to predict 3 more CTUs ($\Delta G(r_\phi) + \Delta L(r_\phi) = 3$) than the other reference frames (all PUs within those CTUs use the same reference), then the Lagrangian cost is increased by $50\%$ ($e^{W(r_\phi)} \approx 1.5$).

As mentioned before, the underlying principle of (4) and (5) is that the cost of using a given reference frame increases with the number of PUs using it for prediction. However, the reference frames are not hard-selected without taking into account the R-D cost. In general, it is more difficult to reach a uniform use of reference frames in complex sequences than simpler ones. Note that standard compatibility is maintained, since the proposed optimisation method does not require any syntax change. Moreover, as the proposed approach is applied at the Lagrangian computation already present in the HEVC optimisation, the complexity of the encoder is not significantly affected.

C. Streaming stage: MV selection

Since HEVC uses differential and predictive MV coding, whenever a MV is lost the subsequent ones will also be affected, until a refresh point is reached to break the dependency chain. This increases the error propagation whenever the temporal MV candidate is used in the Merge Mode. To increase the number of possible refresh points and improve error robustness, a reduced number of MVs are selected to be transmitted as side information. The selection of these redundant MVs is based on a trade-off that attempts to maximise the image area covered by such MVs using the lowest number of bits to encode them.

Figure 5 illustrates how MVs have different importance in error propagation. In this figure, each block corresponds to a PU, which has an associated MV. The arrows point to the PU containing the MV used as predictor. In the current frame $f_0$, two PUs have temporally dependent MVs. While the MV of PU (a) is used to predict a total of four other MVs, the MV of PU (b) is only used to predict one single MV. Thus, in case of data loss, the MV of PU (a) has more impact on error propagation and quality degradation than the MV of PU (b), because of its higher number of dependent MVs. For this reason, in the MV selection process, the proposed method assigns higher importance to the MV of PU (a) than PU (b). Moreover in Figure 5, it can be observed that although the number of MVs predicted from the MVs of PU (c) is higher than PU (a) (6 and 4 MVs, respectively), the image area dependent from the former is smaller that the latter. This is due to the variable size of PUs. Therefore, the image area covered by all dependent PUs is separately considered in the MV selection process.

Based on the evidence mentioned above, the best MVs to be encoded redundantly as side information for each frame are selected through the following procedure:

1) the MVs with temporal dependencies are firstly selected as the most important set: $V = \{MV: MV \text{ is temporally dependent from others}\}$.
2) the $MV \in V$ are ranked according to the number of spatial dependencies associated to each one.
3) the optimal sub-set $U \subset V$ is found as the best trade-off between the image area covered by the dependent PUs and bitrate overhead, i.e., the one that maximises the cost function (7).

Considering $V$ the ordered set of MVs encoded for the current frame, i.e., $V = \{MV_1, MV_2, \cdots MV_s\}$ and $U \subset V$ always starting in the first vector, i.e., $U = \{MV_1, MV_2, \cdots MV_n\}$ with $n \leq s$, the best set of redundant MVs ($U^*$) is selected based on the optimisation procedure given by (7). Note that any value of $n$ corresponds to a unique subset $U$.

$$n^* = \arg \max_{n \leq s} \left\{ \sum_{i=1}^{n} A_D(i) - \alpha \frac{t_f - t_c}{T_{IDR}} R_U \right\},$$

(7)
where \( R_U \) is the amount of bits required to encode the \( n \) MVs of \( U \) and \( A_D(i) \) is the total area of the PUs whose MVs are dependently encoded from \( MV_i \):

\[
A_D(i) = \sum_{j=1}^{DV_i} (w_j \times h_j), \quad i = 1, 2 \cdots s, \tag{8}
\]

where \( DV_i \) is the number of MVs dependent from \( MV_i \) and \( w_j \) and \( h_j \) are the width and height of the corresponding PU. The weighting factor used to control the amount of redundancy \( R_U \) is used to increase the cost of the overhead rate as the duration of error propagation decreases. It is given by the ratio between the distance from the current frame \( (t_c) \) to the next IDR \( (t_I) \) and the IDR period \( (T_{IDR}) \), combined with the \( \alpha \) parameter. Therefore, for higher values of \( \alpha \), less redundant MVs are selected.

As pointed out before, this streaming stage may be implemented at any point of the network, to increase robustness without fully decoding the stream. Note that the parsing operation represented in Figure 2 does not decode the video frames, introducing only one frame delay because the MV selection is performed on a frame-by-frame basis.

To maintain compatibility with the HEVC standard, the redundant motion information is transmitted using the supplemental enhancement information (SEI)NAL units [5]. Thus, this information can be multiplexed into the coded bitstream without affecting the compressed video. The subset of selected MVs is independently encoded, ensuring that no reference information is needed in the decoder to properly decode the redundant MVs. In this work arithmetic coding [47] was used for the redundant MVs, but any other entropy coding method can be used.

V. PERFORMANCE EVALUATION

In this section the robustness of the proposed method is evaluated and discussed for two cases: (i) only using the encoding stage and (ii) using the streaming stage in addition to the encoding stage. In the former case, identified as “Prop”, only the dynamic reference picture selection method described in Sub-section IV-B is evaluated. In the latter case, identified as “Prop-MV”, besides the previous method of reference picture selection, redundant MVs are encoded as described in Sub-section IV-C, resulting in a combination of both.

As references for comparison, three other methods are used: (i) a fixed checkerboard approach (Chkb), (ii) the reference picture generation method proposed in [25], identified as “Ref [25]”, and (iii) long-term reference frames (Long). The Long method uses only the key frames as reference, i.e., in the Random-Access configuration only one out of eight frames is used as reference frame, allowing a more robust transmission, as the reference frames are less likely to be hit by errors.

The experimental setup used in this section is the same as the one previously described in Section III. The evaluation of the encoding-stage is carried out separately from the streaming-stage.

A. Performance of the encoding stage

The performance of the encoding stage is evaluated on its own in order to consider only the improvements achieved by the dynamic reference frame selection method, when reference frames were reconstructed with distortion (e.g. as a result of non-perfect error concealment). Since the encoding stage does not deal with errors in temporal MV predictions (this is handled by the streaming-stage of the proposed method), in this evaluation the temporal MV predictions were not used. This is necessary to avoid masking the results with the errors caused by wrong MV predictions.

The performance of the proposed encoding stage (Prop) was evaluated using \( \gamma = 5 \). This allows to increase the Lagrangian cost by about 50\%, when a reference frame is used for three or more CTUs in comparison to the usage of the other ones (see Figure 4). Further results for a wide range of \( \gamma \) values are also presented.

1) Performance under error-free conditions: Table III shows the Bjontegaard’s Delta PSNR (BD-PSNR) values compared to the reference HEVC encoder for different coding configurations in error-free decoding. Four QPs were used from the common test conditions: 22, 27, 32, 37. The aim is to evaluate the R-D penalty incurred by the Prop method in comparison with Chkb, as well as the other reference methods. The use of long-term reference pictures (Long) is only tested for the case of Random-Access, where key frames are available, while method [25] is tested for the Low-Delay configuration. The results in Table III indicate a small loss of coding efficiency when the proposed reference picture selection approach is used under error-free conditions. As expected, this is due to the sub-optimal R-D optimisation of the proposed method, because the cost function also includes the cost associated to the choice of the reference frame, in addition to the rate and distortion.

While the fixed checkerboard approach leads to an average quality reduction of 1.22 dB for the Low-Delay (0.32 dB for Random-Access), the proposed method only loses 0.82 dB and 0.24 dB in the Low-Delay and Random-Access configurations, respectively. In comparison to Long and the method in [25], the proposed method is still more efficient, consistently achieving better results. Overall, the loss in the quality compared to the reference HEVC is considered acceptable, given the increase in robustness obtained in lossy transmission, as discussed in the following sections.

2) Quality evaluation under error-prone conditions: The robustness achieved by the proposed method was evaluated by comparison of the error propagation resulting from a single
The proposed method is also able to outperform the HEVC standard when an hierarchical coding structure is used (see results for Random-Access configuration in Table V), which inherently limits the error propagation. In comparison to the reference HEVC, quality improvements up to 1.42 dB at PLR=10% are obtained (Kendo), while the average gain across all test sequences is 1 dB. When comparing results for both cases, it is noticeable that the proposed method is able to outperform the reference methods both when IDR frame loss is allowed or not (case 1 and 2, respectively). As the PLR increases, the gains of the proposed method decreases when comparing with the case where the IDR frames delivered error-free (i.e., case 1), due to the higher error propagation of the missing IDR frame. Taking into account the above results and the spatio-temporal information shown in Table I, one can observe that the performance of the proposed method is lower for sequences with high spatial details and low temporal activity (see results for BQSquare and Park Scene), which indicates higher effectiveness for video sequences with higher motion activity.

3) Influence of parameter $\gamma$: The influence of the $\gamma$ parameter used in Equation (5) was also studied. Figure 8 shows the average quality gains in comparison to the reference HEVC (Ref) across all test sequences, when using different values of $\gamma$ in the proposed method (Prop). For the error-free case, the results in this figure show that increasing $\gamma$ leads to a decrease in the coding efficiency, especially for the Low-Delay configuration. The reason is that higher values of $\gamma$ lead to higher values of $W(r_{\phi})$, therefore the reference picture selection is more constrained by the exponential weights. Since $T_{ID}$ is constant for all frames in the Low-Delay, higher weights are used for all frames ($T_{ID}$ is used to reduce the weights in case of hierarchical coding) and the encoder is not able to select the best reference frame in terms of R-D optimisation. In the case where packet loss occurs, higher values of $\gamma$ lead to higher error resilience. Since higher weights used in the R-D cost, the encoder is constrained to distribute the use of the reference frames, reducing the error propagation. For very high values (e.g., $\gamma = 1000$) the encoder is forced to uniformly select the reference frames, resulting in a fixed
### TABLE IV

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Method</th>
<th>IDRloss</th>
<th>Packet loss rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>3%</td>
</tr>
<tr>
<td>Basketball</td>
<td>Ref [25]</td>
<td>-1.05</td>
<td>-0.34</td>
</tr>
<tr>
<td>Drill</td>
<td></td>
<td>+0.86</td>
<td>+0.34</td>
</tr>
<tr>
<td>Book</td>
<td>Ref [25]</td>
<td>-1.84</td>
<td>-0.17</td>
</tr>
<tr>
<td>Arrival</td>
<td></td>
<td>-0.08</td>
<td>+0.49</td>
</tr>
<tr>
<td>Cactus</td>
<td>Ref [25]</td>
<td>-0.37</td>
<td>+0.56</td>
</tr>
<tr>
<td>Bosphorus</td>
<td>Ref [25]</td>
<td>-0.23</td>
<td>+0.04</td>
</tr>
<tr>
<td>BQSquare</td>
<td>Ref [25]</td>
<td>-0.38</td>
<td>-0.12</td>
</tr>
<tr>
<td>Jockey</td>
<td>Ref [25]</td>
<td>+1.29</td>
<td>-0.03</td>
</tr>
<tr>
<td>Kendo</td>
<td>Ref [25]</td>
<td>+2.16</td>
<td>+3.47</td>
</tr>
<tr>
<td>Park</td>
<td>Ref [25]</td>
<td>+2.17</td>
<td>+1.70</td>
</tr>
<tr>
<td>Scene</td>
<td>Ref [25]</td>
<td>+0.51</td>
<td>+1.33</td>
</tr>
<tr>
<td>People on</td>
<td>Ref [25]</td>
<td>+2.98</td>
<td>+2.59</td>
</tr>
<tr>
<td>Street</td>
<td>Prop</td>
<td>-2.29</td>
<td>-1.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.05</td>
<td>+0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.94</td>
<td>+1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.10</td>
<td>+1.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.69</td>
<td>+0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.11</td>
<td>+0.84</td>
</tr>
<tr>
<td>Tennis</td>
<td>Ref [25]</td>
<td>+2.50</td>
<td>+5.69</td>
</tr>
<tr>
<td></td>
<td>Prop</td>
<td>-1.04</td>
<td>+0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.48</td>
<td>+0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.15</td>
<td>+1.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.13</td>
<td>+0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.16</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.21</td>
<td>-0.08</td>
</tr>
<tr>
<td>Traffic</td>
<td>Ref [25]</td>
<td>+2.63</td>
<td>+4.34</td>
</tr>
<tr>
<td></td>
<td>Prop</td>
<td>-0.35</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.30</td>
<td>+0.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.50</td>
<td>+0.53</td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Method</th>
<th>IDRloss</th>
<th>Packet loss rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>3%</td>
</tr>
<tr>
<td>Basketball</td>
<td>Ref [25]</td>
<td>+0.09</td>
<td>-0.12</td>
</tr>
<tr>
<td>Drill</td>
<td></td>
<td>+0.86</td>
<td>+0.45</td>
</tr>
<tr>
<td>Book</td>
<td>Ref [25]</td>
<td>-1.84</td>
<td>-0.17</td>
</tr>
<tr>
<td>Arrival</td>
<td></td>
<td>-0.08</td>
<td>+0.49</td>
</tr>
<tr>
<td>Cactus</td>
<td>Ref [25]</td>
<td>-0.37</td>
<td>+0.56</td>
</tr>
<tr>
<td>Bosphorus</td>
<td>Ref [25]</td>
<td>-0.23</td>
<td>+0.04</td>
</tr>
<tr>
<td>BQSquare</td>
<td>Ref [25]</td>
<td>-0.38</td>
<td>-0.12</td>
</tr>
<tr>
<td>Jockey</td>
<td>Ref [25]</td>
<td>+1.29</td>
<td>-0.03</td>
</tr>
<tr>
<td>Kendo</td>
<td>Ref [25]</td>
<td>+2.16</td>
<td>+3.47</td>
</tr>
<tr>
<td>Park</td>
<td>Ref [25]</td>
<td>+2.17</td>
<td>+1.70</td>
</tr>
<tr>
<td>Scene</td>
<td>Ref [25]</td>
<td>+0.51</td>
<td>+1.33</td>
</tr>
<tr>
<td>People on</td>
<td>Ref [25]</td>
<td>+2.98</td>
<td>+2.59</td>
</tr>
<tr>
<td>Street</td>
<td>Prop</td>
<td>-2.29</td>
<td>-1.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.05</td>
<td>+0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.94</td>
<td>+1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.10</td>
<td>+1.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.69</td>
<td>+0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.11</td>
<td>+0.84</td>
</tr>
<tr>
<td>Tennis</td>
<td>Ref [25]</td>
<td>+2.50</td>
<td>+5.69</td>
</tr>
<tr>
<td></td>
<td>Prop</td>
<td>-1.04</td>
<td>+0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.48</td>
<td>+0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.15</td>
<td>+1.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.13</td>
<td>+0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.16</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.21</td>
<td>-0.08</td>
</tr>
</tbody>
</table>

### Fig. 8

Influence of the γ parameter in the average quality gains, comparing with Ref, for different packet loss ratios.

---

**Low-Delay configuration**

**Random-access configuration**
checkerboard pattern. Overall, using the $\gamma$ parameter in the proposed method, the impact of the reference frame, selected by the R-D optimisation, can be controlled, and thus a better trade-off between higher error resilience and loss of coding efficiency can be achieved.

4) **Complexity overhead:** The implementation of the proposed method has slightly increased the complexity of the standard non-robust encoder. Therefore, the computational complexity has also been considered as a performance metric in this research, which is measured as the encoding time in a controlled hardware platform. The reference used for comparison with other methods is the HEVC reference software encoding time, running on the same platform with the same coding configuration. The relative complexity increase of the robust encoder using Prop, Chkb and the method presented in [25] is shown in Table VI.

As shown in this table, the method presented in [25] is the most time consuming because it requires post-processing of the encoded frames in order to interpolate new references. The proposed scheme, using a reference picture selection, Prop presents a lower complexity increase than [25], while the fixed checkerboard scheme (Chkb) presents a slightly lower complexity than Prop.

### B. Streaming stage

In this section the coding performance that results from using redundant MV (streaming stage) in combination with the reference picture selection scheme (encoding stage) is presented. In the experimental tests the temporal MV candidates are enabled and redundant MVs are added into the stream, as described in Sub-section IV-C. This is referred to as “Prop-MV”, and compared to cases where a fixed amount of redundant MVs per frame are transmitted (i.e., the most important 10%, 30% and 50% $MV \in V$). Different $\alpha$ values are used for different redundancy ratios. All streams were encoded with the same total bitrate, including the redundant bits, in order to make a fair quality comparison.

1) **Dynamic MV selection performance:** In the case where variable redundancy is allowed, MVs are selected using the proposed dynamic method (Dyn) and a fixed approach (Fixed). Figure 9 illustrates the relation between the quality obtained and the amount of redundancy. The results indicate that for approximately the same amount of redundant bits, dynamic selection of MVs lead to higher performance in all test sequences. For instance, the proposed method is able to gain up to 1.5 dB for the BQSquare sequence. Moreover, the results are consistent for different PLR.

2) **Quality evaluation:** Table VII presents the average PSNR of decoded video for different PLR (columns 4 to 6) and for various percentages of MV redundancy (third column). It can be confirmed from the results that, for each sequence, as $\alpha$ decreases more redundant MVs are used, resulting in higher objective image quality for all tested sequences. This indicates
that redundant MVs are able to minimise the error propagation. This is accomplished with an acceptable increase in the bitrate, since only a sub-set of MVs is transmitted. The use of redundant MVs reveals better results for PLR as low as 1%, achieving a maximum gain of 3.93 dB for $IDR_{Loss}(7.82\ dB$ for $IDR_{NoLoss}$) for the BQSquare sequence at PLR=5%.

In summary, the proposed method is able to select the most relevant motion MV information and when combined with a reference picture selection scheme the problem of mismatch MV predictions is mitigated. Moreover, the dynamic approach devised to select the best MVs also contribute to increase the overall performance. Thus, using the proposed two-stage approach to recover temporal predictions consistently improves the error robustness of HEVC.

### VI. Conclusion

In this paper a two-stage approach is proposed to increase the error robustness of HEVC streaming and reduce the error propagation in case of packet loss. A constrained coding approach was devised to select reference frames and dynamically distribute temporal dependencies. This is jointly used with a controlled amount of side information in coded streams, comprising a small set of the most relevant MVs, to minimise MV mismatch at the decoder in the presence of frame loss. As can be concluded from the results, this method contri Step 1: View and Respond to Decisibles to reduce the temporal dependencies with consistent gains for different PLR and coding configurations, only incurring in a small drop of coding efficiency. Overall, the proposed approach is an effective method for coping with video transmission over error-prone networks.
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