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Abstract

A practical orthogonal frequency-division multiplexing (OFDM) system can generally be modelled by the Hammerstein system that includes the nonlinear distortion effects of the high power amplifier (HPA) at transmitter. In this contribution, we advocate a novel nonlinear equalisation scheme for OFDM Hammerstein systems. We model the nonlinear HPA, which represents the static nonlinearity of the OFDM Hammerstein channel, by a B-spline neural network, and we develop a highly effective alternating least squares algorithm for estimating the parameters of the OFDM Hammerstein channel, including channel impulse response (CIR) coefficients and the parameters of the B-spline model. Equalisation of the OFDM Hammerstein channel can then be accomplished by the usual one-tap linear equalisation as well as the inversion of the estimated B-spline neural network model. We propose to use an efficient Gauss-Newton algorithm for the latter inversion task. The effectiveness of our nonlinear equalisation scheme for OFDM Hammerstein channels is demonstrated by simulation results.
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I. INTRODUCTION

Orthogonal frequency-division multiplexing (OFDM) [1], [2] has found its way into numerous recent wireless network standards, owing to its virtues of resilience to frequency selective fading...
channels. Both the modulation and demodulation operations of an OFDM system facilitate convenient low-complexity hardware implementations with the aid of the inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) operations. However, OFDM signals are notoriously known to have high peak to average power ratios, and a transmitted OFDM signal can be seriously distorted by the high power amplifier (HPA) at the transmitter, which exhibits nonlinear saturation characteristics [3]–[7]. Thus, the nonlinearities of the HPA at transmitter will significantly degrade the OFDM system’s achievable bit error rate (BER) performance, and it is particularly critical to compensate the nonlinear distortions of the HPA in the design of a OFDM wireless system.

An effective approach to compensate the nonlinear distortions of HPA is to implement a digital predistorter at the transmitter, which is capable of achieving excellent performance, and various predistorter techniques have been developed [8]–[14]. Implementing the predistorter is attractive for the downlink, where the base station (BS) transmitter has the sufficient hardware and software capacities to accommodate the hardware and computational requirements for implementing digital predistorter. In the uplink, however, implementing predistorter at transmitter is difficult, because it is much more challenging for a pocket-size handset to absorb the additional hardware and computational complexity. Alternatively, the nonlinear distortions of the transmitter HPA can be dealt with at the BS receiver, which has sufficient hardware and software resources. With the nonlinear HPA at transmitter, the channel is a complex-valued (CV) nonlinear Hammerstein system and, moreover, the received signal is further impaired by the channel additive white Gaussian noise (AWGN). Therefore, inversion or equalisation of the OFDM Hammerstein channel is not a trivial task.

Against this background, in this paper, we develop a highly effective nonlinear equalisation scheme for OFDM Hammerstein channels based on the B-spline neural network. The reason that we adopt the B-spline neural network is because it has been demonstrated to be very effective in identification and inversion of CV Wiener systems [14], [15]. Specifically, we propose an efficient alternating least squares (ALS) identification algorithm for estimating the channel impulse response (CIR) coefficients together with the parameters of the B-spline neural network that models the HPA static nonlinearity of the OFDM Hammerstein channel. As linear equalization is naturally accomplished in OFDM systems by a simple yet effective one-tap equalisation in frequency domain (FD), nonlinear equalization of the OFDM Hammerstein
channel only additionally involves the inversion of the estimated B-spline neural network, and we propose a computationally efficient Gauss-Newton algorithm to solve this two-dimensional inverse problem. Simulation results are presented to demonstrate the effectiveness of our proposed B-spline neural network based nonlinear equalisation scheme for OFDM Hammerstein channels.

Throughout our discussion, a CV number $x \in \mathbb{C}$ is represented either by the rectangular form $x = x_R + j \cdot x_I$, where $j = \sqrt{-1}$, while $x_R = \Re[x]$ and $x_I = \Im[x]$ denote the real and imaginary parts of $x$, or alternatively by the polar form $x = |x| \cdot e^{j\angle x}$ with $|x|$ denoting the amplitude of $x$ and $\angle x$ its phase. The vector or matrix transpose and conjugate transpose operators are denoted by $(\cdot)^T$ and $(\cdot)^H$, respectively, while $(\cdot)^{-1}$ stands for the inverse operation and the expectation operator is denoted by $E\{\}$. Furthermore, $I$ denotes the identity matrix with an appropriate dimension, and $\text{diag}\{x_0, x_1, \cdots, x_{n-1}\}$ is the diagonal matrix with $x_0, x_1, \cdots, x_{n-1}$ as its diagonal elements.

II. OFDM HAMMERSTEIN CHANNEL MODEL

We consider the OFDM system with $N$ subcarriers and employing the $M$-quadrature amplitude modulation (QAM). The $s$th FD OFDM symbol vector is expressed as

$$X[s] = [X_0[s], X_1[s], \cdots, X_{N-1}[s]]^T,$$  \hspace{1cm} (1)

where $X_n[s], 0 \leq n \leq N - 1$, denotes the CV data symbol at the $n$th subcarrier, which takes the values from the $M$-QAM symbol set

$$\mathbb{X} = \{d(2l - \sqrt{M} - 1) + j \cdot d(2q - \sqrt{M} - 1), 1 \leq l, q \leq \sqrt{M}\},$$ \hspace{1cm} (2)

where $2d$ is the minimum distance between symbol points. $l, q$ are integers. For notational simplification, we will drop the OFDM symbol index $[s]$ in the sequel. Feeding $X$ through the $N$-point IFFT based modulator yields the time-domain (TD) OFDM signal

$$x_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} X_n e^{j2\pi nk/N}, 0 \leq k \leq N - 1.$$ \hspace{1cm} (3)

Define the FFT matrix $F \in \mathbb{C}^{N \times N}$ given by

$$F = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & e^{-j2\pi/N} & \cdots & e^{-j2\pi(N-1)/N} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & e^{-j2\pi(N-1)/N} & \cdots & e^{-j2\pi(N-1)(N-1)/N} \end{bmatrix},$$ \hspace{1cm} (4)
which has the orthogonal property of $F^H F = F F^H = I$, and let

$$x = [x_0 \ x_1 \cdots x_{N-1}]^T.$$  \hspace{1cm} (5)

Then, the IFFT based modulation operation (3) can be expressed concisely by

$$x = F^H X.$$  \hspace{1cm} (6)

After adding the cyclic prefix (CP) of length $N_{CP}$ to $x$, the resultant TD OFDM signal is amplified by the HPA and transmitted over the channel whose channel impulse response (CIR) has the length of $L_{CIR} \leq N_{CP}$. For notational simplification, we will omit the CP addition operation performed on $x$. Thus, the actually transmitted TD signal vector $w = [w_0 \ w_1 \cdots w_{N-1}]^T$ is defined by

$$w_k = \Psi(x_k), \ 0 \leq k \leq N - 1,$$  \hspace{1cm} (7)

where $\Psi(\cdot)$ represents the CV static nonlinearity of the transmitter HPA. We consider the solid state power amplifier [6], [7], whose nonlinearity $\Psi(\cdot)$ is constituted by the HPA’s amplitude response $A(r)$ and phase response $\Upsilon(r)$ given by

$$A(r) = \frac{g_a r}{\left(1 + \left(\frac{g_a r}{A_{sat}}\right)^{2\beta_a}\right)^{\frac{1}{2\beta_a}},}$$  \hspace{1cm} (8)

$$\Upsilon(r) = \frac{\alpha_\phi q_1 r^{\beta_\phi}}{1 + \left(\frac{r}{q_1}\right)^{q_2},}$$  \hspace{1cm} (9)

where $r$ denotes the amplitude of the input to the HPA, $g_a$ is the small gain signal, $\beta_a$ is the smoothness factor and $A_{sat}$ is the saturation level, while the parameters of the phase response, $\alpha_\phi$, $\beta_\phi$, $q_1$ and $q_2$, are adjusted to match the specific amplifier’s characteristics. The NEC GaAs power amplifier used in the standardization [6], [7] has the parameter set

$$g_a = 19, \ \beta_a = 0.81, \ A_{sat} = 1.4; \ \alpha_\phi = -48000, \ \beta_\phi = 0.123, \ q_1 = 3.8, \ q_2 = 3.7.$$  \hspace{1cm} (10)

Hence, given the input $x_k = |x_k| \cdot e^{j\cdot x_k}$, the output of the HPA can be expressed as

$$w_k = A(|x_k|) \cdot e^{j\cdot (\Upsilon(|x_k|) + x_k)}.$$  \hspace{1cm} (11)

The operating status of the HPA may be specified by the output back-off (OBO), which is defined as the ratio of the maximum output power $P_{max}$ of the HPA to the average output power $P_o$ of the signal at the HPA output, given by

$$OBO = 10 \cdot \log_{10} \frac{P_{max}}{P_o}.$$  \hspace{1cm} (12)
The smaller OBO is, the more the HPA is operating into the nonlinear saturation region.

Denote \( h = [h_0, h_1, \ldots, h_{L_{\text{CIR}}}]^T \) as the vector of channel impulse response (CIR) coefficients. It is assumed \( h_0 = 1 \) because if this is not the case, \( h_0 \) can always be absorbed into the CV static nonlinearity \( \Psi(\bullet) \), and the channel impulse response coefficients are re-scaled as \( h_i/h_0 \) for \( 0 \leq i \leq L_{\text{CIR}} \). At the receiver, after the CP removal, the channel-impaired received signals \( y_k \) is given by

\[
y_k = \sum_{i=0}^{L_{\text{CIR}}} h_i w_{k-i} + e_k, \quad k = 0, \ldots, N - 1
\]

in which \( w_{k-i} = w_{N+k-i} \) for \( k < i \), \( e_k = e_{R_k} + j \cdot e_{I_k} \) is the TD AWGN with \( E\{e_{R_k}^2\} = E\{e_{I_k}^2\} = \sigma^2 \). Because \( N_{\text{CP}} \geq L_{\text{CIR}} \), the CP removal at the receiver automatically cancels the inter block interference and transfers the linear convolution channel into the circular one. \( y_k \) and \( h_i \) are respectively passed to the \( N \)-point FFT processor to yield the FD received OFDM vector \( Y = [Y_0 Y_1 \cdots Y_{N-1}]^T \) and the frequency domain channel transfer function coefficients (FDCTFCs) \( H_n, n = 0, \ldots, N - 1 \), satisfying the relation

\[
Y_n = H_n W_n + \Xi_n, \quad 0 \leq n \leq N - 1,
\]

where \( \Xi_{R_n} + j \cdot \Xi_{I_n} \) is the FD \( n \)th subcarrier AWGN with \( E\{\Xi_{R_n}^2\} = E\{\Xi_{I_n}^2\} = \sigma^2 \), and

\[
W = [W_0 W_1 \cdots W_{N-1}]^T = Fw
\]

is the \( N \)-point FFT of \( w \). Note that \( w \) is unobservable and therefore \( W \) is unavailable.

If we denote \( \Xi = [\Xi_0 \Xi_1 \cdots \Xi_{N-1}]^T \), the received FD OFDM signal (13) can be expressed concisely as

\[
Y = \text{diag}\{H_0, H_1, \cdots, H_{N-1}\} W + \Xi = \text{diag}\{H_0, H_1, \cdots, H_{N-1}\} Fw + \Xi.
\]

Given the FDCTFCs \( H_n \) for \( 0 \leq n \leq N - 1 \), the FD one-tap equalisation can be carried out. The zero-forcing equalisation, for example, is given by

\[
\tilde{W}_n = \frac{Y_n}{H_n}, \quad 0 \leq n \leq N - 1.
\]

If the HPA \( \Psi(\bullet) \) at the transmitter were linear, \( \tilde{Y}_n \) would be an estimate of the transmitted data symbol \( X_n \). But \( \Psi(\bullet) \) is nonlinear, and the linear equalisation (16) alone is no longer sufficient for estimating \( X \). If the nonlinearity \( \Psi(\bullet) \) is known and it is invertible, then the effects of \( \Psi(\bullet) \) can be compensated by inverting it. Specifically, let us define \( \tilde{W} = [\tilde{W}_0 \tilde{W}_1 \cdots \tilde{W}_{N-1}]^T \) and

\[
\Psi(x) = [\Psi(x_0) \ \Psi(x_1) \cdots \Psi(x_{N-1})]^T.
\]
Performing the IFFT on $\tilde{Y}$ yields

$$\tilde{w} = [\tilde{w}_0 \; \tilde{w}_1 \cdots \tilde{w}_{N-1}]^T = F^{H} \tilde{W} = \Psi(x) + F^{H} \Xi.$$  

(19)

Thus, an estimate of the TD OFDM signal $x$ is given by

$$\hat{x} = \Psi^{-1}(\tilde{w}) = [\Psi^{-1}(\tilde{w}_0) \; \Psi^{-1}(\tilde{w}_1) \cdots \Psi^{-1}(\tilde{w}_{N-1})]^T,$$

(20)

which further yields the estimate of the FD OFDM symbol vector $X$ by

$$\hat{X} = F \hat{x}.$$  

(21)

III. Nonlinear Equalisation of OFDM Hammerstein System

As discussed in the previous section, the reliable detection of the transmitted OFDM data symbols depends on the ability of estimating the FDCTFCs $H_n$ and the CV static nonlinearity $\Psi(\ )$ of the transmitter HPA as well as the ability of inverting $\Psi(\ )$. Note that the CV HPA’s nonlinearity, (8) and (9), is completely unknown to the receiver and $w$ is unobserved. We adopt the CV B-spline neural network [15], [16] to represent the mapping $\tilde{w} = \hat{\Psi}(x_R + j \cdot x_I) : \mathbb{C} \to \mathbb{C}$ that is the estimate of the underlying CV nonlinear function $\Psi(\ )$. We then propose an efficient algorithm for jointly estimating $H_n$ and $\Psi(\ )$ based on the CV B-spline modelling of $\Psi(\ )$. A significant advantage of our CV B-spline neural network is that its inversion can be effectively calculated [15]. Before introducing the B-spline modelling of $\Psi(\ )$, we point out that the HPA $\Psi(\ )$ of (8) and (9) satisfies the following conditions.

1) $\Psi(\ )$ is a one to one mapping, i.e. it is an invertible and continuous function.

2) $x_R$ and $x_I$ are upper and lower bounded by some finite and known real values, where $x = x_R + j \cdot x_I$ denotes the input to the HPA $\Psi(\ )$.

According to the property 2), we assume that $U_{\text{min}} < x_R < U_{\text{max}}$ and $V_{\text{min}} < x_I < V_{\text{max}}$, where $U_{\text{min}}, U_{\text{max}}, V_{\text{min}}$ and $V_{\text{max}}$ are known finite real values.

A. Complex-valued B-spline neural network

A set of univariate B-spline basis functions based on $x_R$ is parametrised by the order $(P_o - 1)$ of a piecewise polynomial and a knot sequence which is a set of values defined on the real line that break it up into a number of intervals. To have $N_R$ basis functions, the knot sequence is
specified by \((N_R + P_o + 1)\) knot values, \(\{U_0, U_1, \cdots, U_{N_R + P_o}\}\), with

\[
U_0 < U_1 < \cdots < U_{P_o-2} < U_{P_o-1} = U_{\min} < U_{P_o} < \cdots < U_{N_R} < U_{N_R+1} = U_{\max} < U_{N_R+2} < \cdots < U_{N_R+P_o}.
\]

At each end, there are \(P_o - 1\) “external” knots that are outside the input region and one boundary knot. As a result, the number of “internal” knots is \(N_R + 1 - P_o\). Given the set of predetermined knots (22), the set of \(N_R\) B-spline basis functions can be formed by using the De Boor recursion [17], yielding for \(1 \leq l \leq N_R + P_o\),

\[
B_l^{(R,0)}(x_R) = \begin{cases} 
1, & \text{if } U_{l-1} \leq x_R < U_l, \\
0, & \text{otherwise}, 
\end{cases}
\]

as well as for \(l = 1, \cdots, N_R + P_o - p\) and \(p = 1, \cdots, P_o\),

\[
B_l^{(R,p)}(x_R) = \frac{x_R - U_{l-1}}{U_{p+l-1} - U_{l-1}} B_l^{(R,p-1)}(x_R) + \frac{U_{p+l} - x_R}{U_{p+l} - U_l} B_{l+1}^{(R,p-1)}(x_R).
\]

The derivatives of the basis functions \(B_l^{(R,P_o)}(x_R)\) for \(1 \leq l \leq N_R\) can also be computed recursively according to

\[
\frac{d B_l^{(R,P_o)}(x_R)}{d x_R} = \frac{P_o}{U_{P_o+l-1} - U_{l-1}} B_l^{(R,P_o-1)}(x_R) - \frac{P_o}{U_{P_o+l} - U_{l+1}} B_{l+1}^{(R,P_o-1)}(x_R).
\]

The De Boor recursion is illustrated in Fig. 7. \(P_o = 3\) to 5 is sufficient for most practical applications. The number of B-spline basis functions should be chosen to be sufficiently large to provide accurate approximation capability but not too large as to cause overfitting and to impose unnecessary computational complexity. The internal knots may be uniformly spaced in the interval \([U_{\min}, U_{\max}]\). The extrapolation capability of the B-spline model is influenced by the choice of the external knots. Note that there exist no data for \(x_R < U_{\min}\) and \(x_R > U_{\max}\) in identification but it is desired that the B-spline model has certain extrapolating capability outside the interval \([U_{\min}, U_{\max}]\). The external knots can be set empirically to meet the required extrapolation capability.

Similarly, a set of univariate B-spline basis functions based on \(x_I\) can be established. Suppose that the order of the piecewise polynomial is again \((P_o - 1)\) and there are \(N_I\) basis functions. Then the knot vector is defined on the imaginary line in a similar manner, which is specified by the \((N_I + P_o + 1)\) knot values, \(\{V_0, V_1, \cdots, V_{N_I + P_o}\}\). Specifically,

\[
V_0 < V_1 < \cdots < V_{P_o-2} < V_{P_o-1} = V_{\min} < V_{P_o} < \cdots < V_{N_I} < V_{N_I+1} = V_{\max} < V_{N_I+2} < \cdots < V_{N_I+P_o}.
\]
Again, at each end, there are \( P_o - 1 \) external knots that are outside the input region and one boundary knot. Thus, the number of internal knots is \( N_I + 1 - P_o \). Similarly, the set of \( N_I \) B-spline basis functions are constructed by the De Boor recursion [17] as, for \( 1 \leq m \leq N_I + P_o \),

\[
B_{m}^{(3,0)}(x_I) = \begin{cases} 
1, & \text{if } V_{m-1} \leq x_I < V_m, \\
0, & \text{otherwise}, 
\end{cases}
\]

as well as for \( m = 1, \ldots, N_I + P_o - p \) and \( p = 1, \ldots, P_o \),

\[
B_m^{(3,p)}(x_I) = \frac{x_I - V_{m-1}}{V_{p+m-1} - V_{m-1}} B_m^{(3,p-1)}(x_I) + \frac{V_{p+m} - x_I}{V_{p+m} - V_m} B_{m+1}^{(3,p-1)}(x_I),
\]

while the derivatives of the B-spline basis functions \( B_m^{(3,P_o)}(x_I) \) for \( 1 \leq m \leq N_I \) are given recursively by

\[
\frac{d B_m^{(3,P_o)}(x_I)}{dx_I} = \frac{P_o}{V_{P_o+m-1} - V_{m-1}} B_m^{(3,P_o-1)}(x_I) - \frac{P_o}{V_{P_o+m} - V_m} B_{m+1}^{(3,P_o-1)}(x_I).
\]

Using the tensor product between the two sets of univariate B-spline basis functions [18], \( B_l^{(R,P_o)}(x_R) \) for \( 1 \leq l \leq N_R \) and \( B_m^{(3,P_o)}(x_I) \) for \( 1 \leq m \leq N_I \), a set of new B-spline basis functions \( B_{l,m}^{(P_o)}(x) \) can be formed and used in the CV B-spline neural network, giving rise to

\[
\hat{w} = \hat{\Psi}(x) = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_{l,m}^{(P_o)}(x) \theta_{l,m} = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_l^{(R,P_o)}(x_R) B_m^{(3,P_o)}(x_I) \theta_{l,m},
\]

where \( \theta_{l,m} = \theta_{R_l,m} + j \cdot \theta_{I_l,m} \in \mathbb{C} \), \( 1 \leq l \leq N_R \) and \( 1 \leq m \leq N_I \), are the CV weights.

Consider now using the CV B-spline neural network (30) to approximate the HPA nonlinearity \( \Psi(\cdot) \) over one OFDM symbol \( x \). Firstly, define the overall parameter vector \( \theta \in \mathbb{C}^{N_B} \), where \( N_B = N_R \cdot N_I \), of the B-spline model (30) as

\[
\theta = [\theta_{1,1} \theta_{1,2} \ldots \theta_{l,m} \ldots \theta_{N_R,N_I}]^T,
\]

and the B-spline basis function matrix \( B \in \mathbb{R}^{N \times N_B} \) as

\[
B = \begin{bmatrix}
B_{1,1}^{(P_o)}(x_0) & B_{1,2}^{(P_o)}(x_0) & \cdots & B_{N_R,N_I}^{(P_o)}(x_0) \\
B_{1,1}^{(P_o)}(x_1) & B_{1,2}^{(P_o)}(x_1) & \cdots & B_{N_R,N_I}^{(P_o)}(x_1) \\
\vdots & \vdots & \ddots & \vdots \\
B_{1,1}^{(P_o)}(x_{N-1}) & B_{1,2}^{(P_o)}(x_{N-1}) & \cdots & B_{N_R,N_I}^{(P_o)}(x_{N-1})
\end{bmatrix}.
\]

Then the B-spline model (30) over \( x \) can be represented concisely by

\[
\hat{w} = B \theta
\]

where \( \hat{w} = [\hat{w}_0 \, \hat{w}_1 \cdots \hat{w}_{N-1}]^T \) with \( \hat{w}_n = \hat{\Psi}(x_n) \).
B. Identification of OFDM Hammerstein channel

The identification of OFDM Hammerstein channel involves estimating the nonlinearity $\Psi(\bullet)$, and channel impulse response coefficients $h_i$. Note that by applying $N$-point FFT to $h_i$ we obtain $H_n$. Consider the estimation of $\theta$ and $h$ based on a block of training sequence, e.g. the first $K$ samples from part ($K < N$) or whole OFDM symbol period ($K = N$). The identification task can be formulated as the one that minimises the cost function

$$J(h, \theta) = \frac{1}{K} \sum_{k=0}^{K} |e_k|^2 = \frac{1}{K} \sum_{k=0}^{K-1} |y_k - \hat{y}_k|^2, \text{ s.t. } h_0 = 1$$

in which the model prediction $\hat{y}_k$ is given by

$$\hat{y}_k = \sum_{i=0}^{L_{CIR}} h_i w_{k-i} = \sum_{i=0}^{L_{CIR}} h_i \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_{l,m}^{(P_o)} (x_{k-i}) \theta_{l,m},$$

where $x_{k-i} = x_{k-i+N}$, if $k < i$. Note that (36) can be viewed two different linear regression models, i.e. one is with respect to $h$ when fixing $\theta$ and the other is with respect to $\theta$ given a fixed $h$, each problem having a close form solution.

Specifically letting $e = [e_0, \cdots, e_{K-1}]^T$, and over the training data set, the system can be represented as

$$y = Ph + e = Q\theta + e$$

where $y = [y_0 \ y_1 \cdots y_{K-1}]^T$ is the received training sample vector, and the regression matrices are

$$P = \begin{bmatrix}
    w_0 & w_{N-1} & \cdots & w_{N-L_{CIR}} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_k & w_{k-1} & \cdots & w_{k-L_{CIR}-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{K-1} & w_{K-2} & \cdots & w_{K-L_{CIR}-1}
\end{bmatrix} \in \mathbb{C}^{K \times (L_{CIR}+1)}.$$ (37)

and

$$Q = \begin{bmatrix}
    \varphi_{1,1}(0) & \cdots & \varphi_{l,m}(0) & \cdots & \varphi_{N_R,N_I}(0) \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    \varphi_{1,1}(k) & \cdots & \varphi_{l,m}(k) & \cdots & \varphi_{N_R,N_I}(k) \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    \varphi_{1,1}(K) & \cdots & \varphi_{l,m}(K) & \cdots & \varphi_{N_R,N_I}(K)
\end{bmatrix} \in \mathbb{C}^{K \times N_B}.$$ (38)

respectively, in which $\varphi_{l,m}(k) = 1 + \sum_{i=1}^{L_{CIR}} h_i B_{l,m}^{(P_o)} (x_{k-i})$, with $x_{k-i} = x_{k-i+N}$, if $k < i$. 
We adopt the following iterative procedure of alternating the LS estimation of $h$ and the LS estimation of $\theta$, which is a coordinate gradient descent algorithm [57], [58] that guarantees to converge fast to an unbiased estimate of $h$ and $\theta$ jointly in our case. Note that unlike a generic coordinate gradient descent algorithm, in our case we have the close-form solutions for both $h$ and $\theta$.

**Initialisation.**

Initialize $w_k = x_k$ in $P$ of (38). Calculate $h$ as the LS estimate given by

$$\hat{h}^{(0)} = (P^H P)^{-1} P^H y.$$  \hspace{1cm} (39)

Obtain $\hat{h}^{(0)}$ by normalizing $h_i \leftarrow h_i / h_0$ for $0 \leq i \leq L_{CIR} - 1$.

**Alternating LS estimation.** For $1 \leq \tau \leq \tau_{\text{max}}$, where $\tau_{\text{max}}$ is the maximum number of iterations, perform:

a) Fix $h$ as $\hat{h}^{(\tau-1)}$ in $Q$ of (38). The LS estimate of $\hat{\theta}^{(\tau)}$ is readily given by

$$\hat{\theta}^{(\tau)} = (Q^H Q)^{-1} Q^H y.$$  \hspace{1cm} (40)

b) For $P$ of (37), fix $w_i$ as its resultant estimate from (30) using $\hat{\theta}^{(\tau)}$. Calculate

$$\hat{h}^{(\tau)} = (P^H P)^{-1} P^H y.$$  \hspace{1cm} (41)

Normalize $h_i \leftarrow h_i / h_0$ for $0 \leq i \leq L_{CIR}$.

A few iterations, i.e. a very small $\tau_{\text{max}}$, are sufficient for the above alternating LS estimation procedure to converge to a joint unbiased estimate of $h$ and $\theta$ that is at least a local minimum solution for minimising the cost function (34).

C. Inversion of OFDM Hammerstein channel’s static nonlinear function

The inverse of Hammerstein system’s static nonlinear function based on B-spline neural network was introduced in [56], and this is described in below for completeness for solving (20).

The CV B-spline neural network (30) can obviously be decomposed as the following two RV B-spline neural networks

$$\hat{w}_R = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_l^{(R,P_o)}(x_R)B_m^{(3,P_o)}(x_I)\theta_{R,l,m},$$  \hspace{1cm} (42)

$$\hat{w}_I = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_l^{(R,P_o)}(x_R)B_m^{(3,P_o)}(x_I)\theta_{I,l,m}.$$  \hspace{1cm} (43)
Given the CV Hammerstein system’s static nonlinearity $\Psi(\cdot)$, we wish to compute its inverse defined by $x(k) = \Psi^{-1}(w(k))$. This task is identical to find the CV root of $w(k) = \Psi(x(k))$, given $w(k)$. In Subsection III-A, the estimate $\hat{\Psi}(\cdot)$ for $\Psi(\cdot)$ has been obtained based on the CV B-spline neural network. We now show that $\hat{\Psi}^{-1}(\cdot)$ can be effectively obtained. Given $\hat{\Psi}(\cdot)$, we have

\[
\hat{w}_R(k) = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_l^{(R, P_o)}(x_R(k)) B_m^{(3, P_o)}(x_I(k)) \hat{\theta}_{l,m}, \tag{44}
\]

\[
\hat{w}_I(t) = \sum_{l=1}^{N_R} \sum_{m=1}^{N_I} B_l^{(R, P_o)}(x_R(k)) B_m^{(3, P_o)}(x_I(k)) \hat{\theta}_{l,m}, \tag{45}
\]

where $\hat{\theta}_{l,m} = \hat{\theta}_{l,m} + j \cdot \hat{\theta}_{l,m}$. Define $\zeta(k) = w(k) - \hat{w}(k)$ and the squared error (SE)

\[
SE(k) = \zeta_R^2(k) + \zeta_I^2(k). \tag{46}
\]

If $S(k) = 0$, then $x(k)$ is the CV root of $w(k) = \hat{\Psi}(x(k))$. Thus, the task is equivalent to the one that minimises the SE (46). We propose to use the following Gauss-Newton algorithm to solve this optimisation problem with the aid of the efficient De Boor algorithm.

By denoting the iteration step with the superscript $(^t)$ and giving a random initialisation of $x^{(0)}(k)$ that satisfies $U_{\min} < x^{(0)}_R(k) < U_{\max}$ and $V_{\min} < x^{(0)}_I(k) < V_{\max}$, the iterative procedure is given by

\[
\begin{bmatrix}
x_R^{(t)}(k) \\
x_I^{(t)}(k)
\end{bmatrix} = \begin{bmatrix}
x_R^{(t-1)}(k) \\
x_I^{(t-1)}(k)
\end{bmatrix} - \eta \left( (J_x^{(t)})^T J_x^{(t)} \right)^{-1} (J_x^{(t)})^T \zeta_R^{(t-1)}(k) - \zeta_I^{(t-1)}(k), \tag{47}
\]

where $\eta > 0$ is the step size, $\zeta^{(t)}(k) = w(k) - \hat{w}^{(t)}(k)$ with $\hat{w}^{(t)}(k) = \hat{\Psi}(x^{(t)}(k))$. During the iterations, $x_R^{(t)}(k)$ is reset as $U_{\min}$ or $U_{\max}$ if it goes out the bound. Similarly $x_I^{(t)}(k)$ is reset as $V_{\min}$ or $V_{\max}$. $J_x^{(t)}$ is the $2 \times 2$ Jacobian matrix given by

\[
J_x^{(t)} = \begin{bmatrix}
\frac{\partial \zeta_R(k)}{\partial x_R(k)} & \frac{\partial \zeta_R(k)}{\partial x_I(k)} \\
\frac{\partial \zeta_I(k)}{\partial x_R(k)} & \frac{\partial \zeta_I(k)}{\partial x_I(k)}
\end{bmatrix} |_{x(k)=x^{(t)}(k)}.	ag{48}
\]
The entries in (48) are given by

\[
\begin{align*}
\frac{\partial \zeta_R(k)}{\partial x_R(k)} &= -\sum_{l=1}^{N_R} \sum_{m=1}^{N_I} dB_{l}^{(R,P_o)}(x_R(k)) B_{m}^{(3,P_o)}(x_I(k)) \hat{\theta}_{R,l,m}, \\
\frac{\partial \zeta_L(k)}{\partial x_I(k)} &= -\sum_{l=1}^{N_R} \sum_{m=1}^{N_I} dB_{l}^{(R,P_o)}(x_R(k)) B_{m}^{(3,P_o)}(x_I(k)) \hat{\theta}_{L,l,m},
\end{align*}
\]

for which the De Boor algorithm, (23)–(25) and (27)–(29), can be used for their calculation efficiently. The algorithm is terminated when \( SE(k) < \rho \), where \( \rho \) is a preset required precision, e.g., \( \rho = 10^{-8} \), or when \( t \) reaches a predetermined maximum value. The step size \( \eta \) of the Gauss-Newton algorithm can be set to a relatively large value. As this is a two-dimensional problem, ten iterations are often sufficient for the Gauss-Newton algorithm to converge.

IV. SIMULATION STUDY

We consider Hammerstein OFDM Systems in which the static nonlinearity described by the HPA (8)-10) is employed using 64-QAM and \( N = 2048 \) subcarriers. A Rayleigh multipath fading channel with an exponentially decreasing power delay profile is used. The channel spread is 10 and channel regression factor is set as 3. We used a full OFDM symbol period \( K = N = 2048 \) training samples in the joint estimation of the channel impulse coefficient vector \( h \) and the B-spline network parameter vector \( \theta \). The piecewise cubic polynomial \( (P_o = 4) \) was chosen as the B-spline basis function, and the number of B-spline basis functions was set to eight. The input signals were generated based on the settings of \( OBO = 5 \) DB and \( OBO = 3 \) DB respectively. We define \( E_b \) as the average power of the input signal \( x_n \) to the HPA, and \( N_o = 2\sigma^2 \). The empirically determined knot sequences for different HPA operating conditions are listed in Table I. Observe from Table II that the identification of the linear subsystem in the Hammerstein channel was achieved with high accuracy for four conditions. The modeling results of B-spline CV neural network for HPA static nonlinearity are shown in 1, demonstrating that identification algorithm are successful. The BER performance of the proposed nonlinear equalizer of Hammerstein OFDM systems are plotted in Fig. 2, and the proposed nonlinear equalizer is further illustrated using Fig. 3.
Fig. 1. Comparison of the HPA’s static nonlinearity $\Psi(\bullet)$ and the estimated static nonlinearity $\hat{\Psi}(\bullet)$ under (a) OBO= 5 dB, $E_b/N_0 = 0$ dB; (b) OBO= 5 dB, $E_b/N_0 = 10$ dB; (c) OBO= 3 dB, $E_b/N_0 = 0$ dB; (d) OBO= 3 dB, $E_b/N_0 = 10$ dB;
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TABLE I

EPIRICALLY DETERMINED KNOT SEQUENCE.

<table>
<thead>
<tr>
<th>OBO</th>
<th>$U_{\text{min}}$, $V_{\text{min}}$</th>
<th>$U_{\text{max}}$, $V_{\text{max}}$</th>
<th>Knot sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 dB</td>
<td>-0.15</td>
<td>0.15</td>
<td>-10, -9, -0.3, -0.1, -0.05, -0.02, 0, 0.02, 0.05, 0.1, 0.3, 9, 10</td>
</tr>
<tr>
<td>3 dB</td>
<td>-0.3</td>
<td>0.3</td>
<td>-10, -9, -0.3, -0.15, -0.05, -0.02, 0, 0.02, 0.05, 0.15, 0.3, 9, 10</td>
</tr>
</tbody>
</table>

Fig. 2. The bit error rate versus channel SNR performance.
### TABLE II
IDENTIFICATION RESULTS FOR $h$ OF THE HAMMERSTEIN CHANNEL.

<table>
<thead>
<tr>
<th>$h_0$</th>
<th>True Parameters</th>
<th>$E_b/N_0 = 0$ dB</th>
<th>$E_b/N_0 = 10$ dB</th>
<th>$E_b/N_0 = 0$ dB</th>
<th>$E_b/N_0 = 10$ dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>$-0.2145 - j0.1867$</td>
<td>$-0.2143 - j0.1872$</td>
<td>$-0.2144 - j0.1869$</td>
<td>$-0.2141 - j0.1874$</td>
<td>$-0.2143 - j0.1869$</td>
</tr>
<tr>
<td>$h_2$</td>
<td>$0.0399 + j0.3675$</td>
<td>$0.0396 + j0.3684$</td>
<td>$0.0399 + j0.3678$</td>
<td>$0.0396 + j0.3686$</td>
<td>$0.0399 + j0.3678$</td>
</tr>
<tr>
<td>$h_3$</td>
<td>$-0.0900 + j0.4053$</td>
<td>$-0.0903 + j0.4051$</td>
<td>$-0.0901 + j0.4052$</td>
<td>$-0.0902 + j0.4051$</td>
<td>$-0.0895 + j0.4052$</td>
</tr>
<tr>
<td>$h_4$</td>
<td>$-0.0893 + j0.1287$</td>
<td>$-0.0895 + j0.1265$</td>
<td>$-0.0894 + j0.1280$</td>
<td>$-0.0896 + j0.1261$</td>
<td>$-0.0895 + j0.1279$</td>
</tr>
<tr>
<td>$h_5$</td>
<td>$-0.1117 + j0.3035$</td>
<td>$-0.1131 + j0.3035$</td>
<td>$-0.1122 + j0.3035$</td>
<td>$-0.1134 + j0.3035$</td>
<td>$-0.1122 + j0.3035$</td>
</tr>
<tr>
<td>$h_6$</td>
<td>$-0.0766 - j0.0264$</td>
<td>$-0.0765 - j0.0269$</td>
<td>$-0.0766 - j0.0265$</td>
<td>$-0.0765 - j0.0269$</td>
<td>$-0.0766 - j0.0265$</td>
</tr>
<tr>
<td>$h_7$</td>
<td>$0.0623 - j0.0668$</td>
<td>$0.0621 - j0.0668$</td>
<td>$0.0623 - j0.0668$</td>
<td>$0.0621 - j0.0670$</td>
<td>$0.0623 - j0.0669$</td>
</tr>
<tr>
<td>$h_8$</td>
<td>$0.0282 + j0.0324$</td>
<td>$0.0283 + j0.0325$</td>
<td>$0.0282 + j0.0325$</td>
<td>$0.0284 + j0.0326$</td>
<td>$0.0282 + j0.0325$</td>
</tr>
<tr>
<td>$h_9$</td>
<td>$-0.0395 - j0.0291$</td>
<td>$-0.0393 - j0.0304$</td>
<td>$-0.0394 - j0.0295$</td>
<td>$-0.0391 - j0.0308$</td>
<td>$-0.0393 - j0.0297$</td>
</tr>
</tbody>
</table>


Fig. 3. The illustration of nonlinear equalizer of Hammerstein OFDM systems for one sample OFDM symbol based on $OBO = 5$dB, $E_b/N_0 = 10$ dB.


