An LMS style variable tap-length algorithm for structure adaptation

This item was submitted to Loughborough University’s Institutional Repository by the/an author.


Additional Information:

- (c) 2005 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other users, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works for resale or redistribution to servers or lists, or reuse of any copyrighted components of this work in other works.

Metadata Record: https://dspace.lboro.ac.uk/2134/25678

Version: Accepted for publication

Publisher: © IEEE

Please cite the published version.
An LMS Style Variable Tap-Length Algorithm for Structure Adaptation

Yu Gong and Colin F. N. Cowan, Senior Member, IEEE

Abstract—Searching for the optimum tap-length that best balances the complexity and steady-state performance of an adaptive filter has attracted attention recently. Among existing algorithms that can be found in the literature, two of which, namely the segmented filter (SF) and gradient descent (GD) algorithms, are of particular interest as they can search for the optimum tap-length quickly. In this paper, at first, we carefully compare the SF and GD algorithms and show that the two algorithms are equivalent in performance under some constraints, but each has advantages/disadvantages relative to the other. Then, we propose an improved variable tap-length algorithm using the concept of the pseudo fractional tap-length (FT). Updating the tap-length with instantaneous errors in a style similar to that used in the stochastic gradient [or least mean squares (LMS)] algorithm, the proposed FT algorithm not only retains the advantages from both the SF and the GD algorithms but also has significantly less complexity than existing algorithms. Both performance analysis and numerical simulations are given to verify the new proposed algorithm.

Index Terms—Adaptive filters, filter length, tap-length variation.

I. INTRODUCTION

The tap-length, or the number of the tap coefficients of a linear filter, is an important parameter that significantly influences the performance of a minimum mean squared error (MMSE) adaptive filter. It has been known that adjusting the filter length can improve convergence of the least mean square (LMS) algorithm (e.g., [1], [2]). This approach, however, does not attract much attention because the resulting convergence improvements are not very significant. Recently, the topic of the length adaptation was reproposed, but from a structure adaptation point of view, and will be investigated in this paper.

In principle, the MMSE is a monotonic nonincreasing function of the tap-length, but the decrease of the MMSE due to the tap-length increase always becomes trivial when the tap-length is long enough. Obviously, it is not suitable to have a “too” long filter, as it not only unnecessarily increases the complexity but also introduces more adaptation noise. Therefore, there exists an optimum tap-length that best balances the steady-state performance and complexity. In many applications, moreover, such optimum tap-length may vary with time. For example, in a multiter user echo cancellation system, the length of the echo may keep changing as users keep entering or leaving the system. In most designs, unfortunately, the tap-length is usually fixed at some compromise value, implying that often, the filter is too long and sometimes inadequate for the severity of conditions. Therefore, it is desirable to derive algorithms that can automatically find the optimum tap-length. This is how the term structure adaptation is derived.

Among existing variable tap-length algorithms, three are of particular interest in this paper as others either aim at improving the convergence behavior (e.g., [1]–[3]) or can only be implemented in a limited number of applications (e.g., [4]). The first is called the Segmented Filter (SF) algorithm, which was described in [5], where the filter is partitioned into several segments, and the tap-length is adjusted by one segment being either added to, or removed from, the filter according to the difference of the output error levels from the last two segments. In [6], a variable tap-length algorithm based on gradient descent (GD) was proposed. Expressing the tap-length adaptation in an explicit adaptation rule, the GD algorithm is more flexible to implement than the SF algorithm. Recently, the optimum tap-length has been defined quantitatively in [7] and [8], in which a novel variable tap-length algorithm that can converge to the optimum tap-length was also proposed. The proposed algorithm, however, suffers from slow tap-length convergence under some scenarios.

In this paper, in Section II, we will first describe two cost functions that can be used to search for the optimum tap-length, where the first arises directly from the optimum tap-length definition in [7] and [8], and the second may give a biased solution to the optimum tap-length but is more robust to implement. We will further point out that the algorithm proposed in [7] and [8] is based on the first cost function, and both SF and GD algorithms are based on the second cost function. In Section III, we will thoroughly compare the SF and GD algorithm to show that the two algorithms are equivalent under specific constraints, and each has advantages/disadvantages relative to the other. In Section IV, we will propose an improved variable tap-length algorithm based on the second cost function. Updating the tap-length with instantaneous errors in a manner similar to LMS, the proposed algorithm not only retains the advantages from both the SF and GD algorithms without having their drawbacks but also has significantly less complexity than the existing algorithms. In Section V, numerical simulations will be given to verify the analysis. Finally, Section VI will summarize the paper and point out that the proposed algorithm may also be used for channel order estimation.

The analysis and simulations in this paper are mainly based on the LMS algorithm or its variants since they have the widest applications. However, as will be pointed out later in this paper,
the adaptation rules for the tap-vector and tap-length are decoupled, that is, the choice of one does not depend on the other. Therefore, the results in this paper can be extended to other linear adaptive algorithms such as the recursive least square (RLS) algorithm.

II. OPTIMUM TAP-LENGTH

In [7] and [8], the optimum tap-length is defined as the smallest integer \( N_o \) that satisfies

\[
\xi_{N-1} - \xi_N \leq \mathcal{E}, \quad \text{for all } N \geq N_o \tag{1}
\]

where \( \xi_N \) is the steady-state mean square error (MSE) when the tap-length is \( N \), and \( \mathcal{E} \) is a small positive value that is predetermined according to system requirements. The steady-state MSE, to which the adaptive algorithm converges, is basically a convex function of \( N \), although there may exist suboptima [7], [8]. Due to adaptation noise, the steady-state MSE is always higher than the MMSE, and we may have \( \xi_{N-1} - \xi_N < 0 \) sometimes, although the MMSE is a strictly nonincreasing function of \( N \). The suboptimum tap-length, which is also defined in [7] and [8], equals an integer \( M \), which is smaller than \( N_o \) but satisfies \( \xi_{M-1} - \xi_M \leq \mathcal{E} \). The width of the suboptimum is defined as the number of successive suboptimum tap-lengths.

It is immediately clear from (1) that a cost function for searching \( N_o \) may be obtained as

\[
\min \{ N \mid \xi_{N-\Delta} - \xi_N \leq \mathcal{E} \} \tag{2}
\]

which means that the minimum \( N \) that satisfies \( \xi_{N-\Delta} - \xi_N \leq \mathcal{E} \), where \( \Delta \) is a positive integer. With the appropriate choice of \( \mathcal{E} \), we can simultaneously have \( \xi_{N-1} - \xi_N \leq \mathcal{E} \) and \( \xi_{N-\Delta} - \xi_N \leq \mathcal{E} \) for \( N \geq N_o \). Therefore, if \( \Delta \) is larger than the maximum width of the suboptimum, the solution of (2) can escape from local minima and gives the optimum tap-length \( N_o \). In practice, \( \mathcal{E} \) may not be chosen absolutely properly, but as was pointed out in [8], when \( N \) is large enough, all \( \xi_N \) are within a narrow range because the adaptation noise is usually very small. Thus, with a small \( \mathcal{E} \), we can always make it insignificant for the difference between the solution of (2) and the optimum tap-length defined in (1). Therefore, in this paper, we will assume that the optimum tap-length is equal to the solution of (2).

In [7] and [8], a variable tap-length algorithm based on the cost function of (2) was proposed. Although it can converge to the optimum tap-length in the mean, the proposed algorithm suffers from slow convergence under some scenarios. This is because, on average, the algorithm adjusts the tap-length by comparing \( \xi_{N(n)} \) and \( \xi_{N(n-1)} \), which are the steady-state MSEs corresponding to the tap-length at time instant \( n \) and \( n-1 \), respectively. At the start (i.e., \( n = 0 \)), however, \( \xi_{N(0)} \) is not available and must be initialized to some arbitrary value. If this initialization is not appropriate, the tap-length adaptation may be initially driven away from the optimum tap-length due to the transient behavior of the tap-coefficient adaptation.

Below, we introduce an alternative cost function to circumvent the random initialization problem.

Assuming the tap-length is \( N \), and \( w_N \) and \( x_N \) are the corresponding steady-state tap-vector and input-vector, respectively, we define the segmented steady-state error as

\[
e_{M}^{(N)} \triangleq d(n) - w_N^T (1 : M) \cdot x_N (1 : M) \tag{3}
\]

where \( d(n) \) is the desired signal, \( 1 \leq M \leq N \), \( w_N (1 : M) \), and \( x_N (1 : M) \) are vectors consisting of the first \( M \) coefficients of \( w_N \) and \( x_N \), respectively. We further define the segmented steady-state MSE as

\[
E_{M}^{(N)} \triangleq \mathbb{E} [e_{M}^{(N)}]^2
\]

Ideally, we always have

\[
E_{N-\Delta}^{(N)} \geq E_{N}^{(N)}
\]

and the difference between them becomes smaller as \( N \) becomes larger. Owing to the adaptation noise, however, this inequality may not hold, especially when \( N \) is large enough. Then, we may construct the following cost function to search for the optimum tap-length:

\[
\min \{ N \mid E_{N-\Delta}^{(N)} - E_{N}^{(N)} \leq \epsilon' \} \tag{4}
\]

To avoid confusion, (2) and (4) are called the cost function 1 and cost function 2, respectively, and the solutions to (2) and (4) are denoted as \( N_o \) and \( N_o' \), respectively.

Without the adaptation noise, \( \xi_N \) and \( \xi_{N-\Delta} \) become the MMSEs corresponding to tap-length \( N \) and \( N-\Delta \), respectively, and then, we have

\[
E_{N}^{(N)} = \xi_N \quad \text{and} \quad E_{N-\Delta}^{(N)} = \xi_{N-\Delta}
\]

which means

\[
\xi_{N-\Delta} - \xi_N \geq \xi_{N-\Delta} - \xi_N \tag{5}
\]

where “=” holds if and only if \( \xi_{N-\Delta} = \xi_N \). Therefore, if we let \( E' = \mathcal{E} \), the optimum tap-length from cost function 2 may be overestimated, i.e., \( N_o' \geq N_o \). On the other hand, if \( \xi_N \) and \( \xi_{N}^{(N)} \) are known, we can have \( N_o' = N_o \) by choosing particular values of \( E' \) and \( \mathcal{E} \). In practice, however, \( \xi_N \) and \( \xi_{N}^{(N)} \) are a priori unknown. Thus, cost function 2 generally gives a biased solution to that of cost function 1 (i.e., \( N_o' \neq N_o \)), but the difference is normally not significant as both \( \mathcal{E} \) and \( \mathcal{E}' \) are small.

The advantage of using cost function 2 is that it leads to memoryless variable tap-length algorithms that require no information about the steady-state MSE for the previous tap-length \( N (n - 1) \). We will show in the next section that both the SF and GD algorithms are based on cost function 2. Hence, the SF and GD algorithms do not have the random initialization problem and usually converge faster than the algorithm proposed in [7] and [8]. In the following, we will only consider cost function 2.

III. COMPARISON BETWEEN SF AND GD ALGORITHMS

In the SF algorithm [5], the filter is divided into \( L \) segments, each with \( \Delta \) coefficients. The tap-length is given by \( N = L \Delta \). An exponential smoothing window with forgetting factor \( \beta \) is used to track the so-called accumulated squared error (ASE) of each segment

\[
\text{ASE}_{k}(n) \triangleq \sum_{i=1}^{n} \beta^{n-i} \left( e_{kN}^{(N)} (i) \right)^2 \tag{6}
\]

where \( k \) is the segment index and \( e_{kN}^{(N)} (i) \) is obtained from (3) with \( M = k \Delta \), which is the output error from the \( k \)th segment.
at time instant \(i\). Suppose at time instant \(n\), there are \(L(n)\) segments. At instant \(n + 1\), if \(\text{ASE}_{L}(n) \leq \alpha_{\text{up}} \text{ASE}_{L-1}(n)\), then \(L(n + 1) = L(n) + 1\); else if \(\text{ASE}_{L}(n) \geq \alpha_{\text{down}} \text{ASE}_{L-1}(n)\), then \(L(n + 1) = L(n) - 1\), where \(0 < \alpha_{\text{up}} \leq \alpha_{\text{down}} \leq 1\).

It is clear that, in the average sense, the SF algorithm adjusts the tap-length by comparing the segmented steady-state MSE of \(\xi_{N}^{(N)}\) and \(\xi_{N-\Delta}^{(N)}\), which is obviously based on cost function 2, where the threshold \(\ell^\prime\) depends on the values of \(\alpha_{\text{up}}\) and \(\alpha_{\text{down}}\).

Below, we show that the SF and GD algorithms are equivalent in performance under specific constraints.

If we let \(\alpha_{\text{up}} = \alpha_{\text{down}} = 1\), the tap-length adaptation rule for the SF algorithm can be expressed as

\[
N(n + 1) = N(n) - \Delta \cdot \text{sign}(\text{ASE}_{L}(n) - \text{ASE}_{L-1}(n)),
\]

where \(N(n) = L(n)\Delta\). However, from (6), we have

\[
\text{ASE}_{L}(n) - \text{ASE}_{L-1}(n) = \sum_{i=1}^{n} \beta^{\Delta-i} \left( (e^{(N(n))(i)} - e_{N(n)-\Delta}^{(N)}(i))^2 \right)
= - \sum_{i=1}^{n} \beta^{\Delta-i} (e_{N(n)}^{(N)}(i) + e_{N(n)-\Delta}^{(N)}(i)) \cdot x_{N}(i) w_{N}^{T}(i)
\approx - \sum_{i=1}^{n} 2 \beta^{\Delta-i} (e_{N(n)}^{(N)}(i) + e_{N(n)-\Delta/2}^{(N)}(i)) \cdot x_{N}(i) w_{N}^{T}(i) \]

where we use the approximation that \(e_{N(n)}^{(N)}(i) + e_{N(n)-\Delta/2}^{(N)}(i) \approx 2 e_{N(n)-\Delta/2}^{(N)}(i)\), which equals twice the output error from the middle tap of the last segment, and \(x_{N}(i)\) and \(w_{N}^{T}(i)\) consist of coefficients of the last segment of the input-vector \(x_{N}(i)\) and tap-vector \(w_{N}(i)\), respectively. Note that \(\lfloor \cdot \rfloor\) rounds the embraced value to the nearest integer. Substituting (8) into (7) gives an equivalent tap-length adaptation rule for the SF algorithm:

\[
N(n + 1) = N(n) + \Delta \cdot \text{sign}\left( \sum_{i=1}^{n} \beta^{\Delta-i} (e_{N(n)-\Delta/2}^{(N)}(i)) \cdot x_{N}(i) w_{N}^{T}(i) \right).
\]

On the other hand, with slight rearrangement, the adaptation rule of the GD algorithm (see [6]) can be expressed as

\[
N(n + 1) = N(n) + \Delta \cdot \text{sign}\left( \frac{1}{T} \sum_{i=n-T+1}^{n} e_{N(n)-\Delta/2}^{(N)}(i) w_{N}^{T}(i) \right).
\]

where \(\Delta\) is the step-size parameter for tap-length adaptation, \(T\) is the size of the rectangular window used to obtained the smoothed gradient, and both \(\Delta\) and \(T\) are positive integers. Note that (10) only applies at every \(T\) samples.

It is clear that the only difference between (9) and (10) is that the two approaches use different smoothing methods to estimate the gradient. However, the smoothing methods can be replaced by each other in both algorithms. Therefore, if we let \(\alpha_{\text{up}} = \alpha_{\text{down}} = 1\) for the SF algorithm and let \(\Delta = \Delta\) for the GD algorithm, the two algorithms become identical in terms of performance.

The main advantage of the GD algorithm over the SF algorithm is that the former can freely choose the step-size parameter of \(\delta\), whereas the latter must have \(\delta = \Delta\), which implies that the tap-length in the SF algorithm has to be changed by \(\Delta\) each time. With this one more degree of freedom, the GD algorithm is more flexible in handling local minima and can more smoothly adjust the tap-length than its SF counterpart. Moreover, since it does not need to divide the filter, the GD algorithm may be easier to implement than the SF algorithm.

Alternatively, with the same approximation as in (8), the adaptation rule of (10) for the GD algorithm is equivalent to

\[
N(n + 1) = N(n) - \delta \cdot \text{sign}(\text{ASE}_{L}(n) - \text{ASE}_{L-1}(n)).
\]

Similar to (7), (11) implies that \(\alpha_{\text{up}} = \alpha_{\text{down}} = 1\), with which the cost function on which the GD algorithm is based becomes

\[
\min \{ N \mid \xi_{N-\Delta}^{(N)} - \xi_{N}^{(N)} = 0 \}.
\]

It is clear by comparing (12) with (4) that the GD algorithm may overestimate the optimum tap-length, which means unnecessarily greater complexity is imposed. Moreover, we observe that the difference between \(\xi_{N-\Delta}^{(N)}\) and \(\xi_{N}^{(N)}\) usually becomes very small when \(N \gg N_{0}\). With inaccurate estimates of the steady-state MSE, this may cause the tap-length “wandering” in the range that is larger than \(N_{0}\). Thus, if the initial tap-length \(N(0)\) is much larger than \(N_{0}\), or if the optimum tap-length decreases due to channel variation, it may take a long time for the GD algorithm to converge. This problem is more serious when the adaptation noise is low, which may be caused by choosing a small step-size for the LMS algorithm, since then, \(\xi_{N-\Delta}^{(N)}\) and \(\xi_{N}^{(N)}\) are almost identical for \(N \gg N_{0}\). On the contrary, the SF algorithm can overcome this problem by choosing the parameters of \(\alpha_{\text{up}}\) and \(\alpha_{\text{down}}\) appropriately.

IV. FRACTIONAL TAP-LENGTH ALGORITHM

In this section, a new variable tap-length algorithm is first proposed, followed by performance analysis of the proposed algorithm. Finally, some discussions and comparisons are provided.

A. Algorithm

The “wandering” problem of the GD algorithm is similar to that with the LMS algorithm when it is implemented using fixed-point parameters and data. A classical solution is to implement the leaky LMS algorithm where a leaky factor is introduced in the adaptation rule [9]. Unfortunately, because the value of the tap-length must be an integer, we cannot simply add a small leaky factor to the GD adaptation rule of (10) or (11), unless the leaky factor is an integer that, however, will be too large for the length adaptation.

To overcome this problem, in this section, we will relax the constraint that the tap-length must be an integer and introduce a concept of pseudo fractional tap-length, where the “true” tap-length is the integer part of the fractional tap-length. Then, we can apply the leaky factor to the adaptation rule, which is similar to (11), of the “fractional” tap-length. The true tap-length remains unchanged until the “change” of the fractional tap-length accumulates to some extent. The concept of the fractional tap-length was first proposed in [7] and [8] but based on cost function 1.
To be specific, we define $n_f$ as the pseudo fractional tap-length, which can take positive real values, and construct the following adaptation rule:

$$n_f(n+1) = (n_f(n) - \alpha) - \gamma \cdot \left[ \left( \frac{e_{N(n)}^\pi(n)}{N(n)} \right)^2 - \left( \frac{e_{N(n)\delta}(n)}{N(n)} \right)^2 \right]$$  \hspace{1cm} (13)

where both $\alpha$ and $\gamma$ are small positive numbers, and $\alpha$ is the leaky factor that satisfies $\alpha \ll \gamma$. Initially, we have $n_f(0) = N(0)$. Then, the “true” tap-length $N(n)$ is adjusted according to

$$N(n+1) = \left\{ \begin{array}{ll} \lfloor n_f(n) \rfloor, & |N(n) - n_f(n)| \geq \delta \\ N(n), & \text{otherwise} \end{array} \right.$$  \hspace{1cm} (14)

where $\lfloor \cdot \rfloor$ rounds the embraced value to the nearest integer.

To make sense of (13), we should ensure $n_f(n) \geq \Delta + 1$. Thus, we may set $\min \{n_f(n)\} = \Delta + 1$. Then, it can be easily verified that $\min \{N(n)\} = \min \{n_f(n)\} + \delta$. In practice, the minimum $n_f(\hat{f})$ may be set at a higher value, depending on the system requirements. Note that, theoretically, there is no upper bound for the tap-length.

With the current tap-length $N(n)$, the tap coefficients are then recursively updated by adaptive algorithms. As has been pointed out in [7] and [8], the normalized LMS (NLM) algorithm [9] is more robust than the LMS algorithm in a variable tap-length scenario. With moderately greater complexity, the NLMS algorithm can automatically adjust the step-size parameter to keep the system stable when the tap-length varies [9]. On the contrary, in the LMS algorithm, the stability condition that (see [9])

$$0 < \mu < \frac{1}{\beta \text{Tr}[\mathbf{R}]}$$  \hspace{1cm} (15)

must be checked every time the tap-length changes, making it inflexible to implement, where $\mu$ is the step-size parameter, and $\beta \text{Tr}[\mathbf{R}]$ is the trace of the input correlation matrix $\mathbf{R}$. It is clear that the adaptation rules for the tap-vector and tap-length are decoupled since the choice of one does not depend on the other.

In this paper, the new proposed variable tap-length algorithm is called the fractional tap-length (FT) algorithm.

### B. Performance Analysis

Below, we analyze the convergence of the FT algorithm. As has been pointed out in (13), we have

$$E[n_f(n+1)] = E[n_f(n)] - \alpha - \gamma \left( \frac{e_{N(n)}^\pi(n)}{N(n)} - \frac{e_{N(n)\delta}(n)}{N(n)} \right)$$  \hspace{1cm} (16)

where $E[N(n)]$, which is the average tap-length, and $e_{N(n)}^\pi(n)$ are the average output error, and $\frac{e_{N(n)}^\pi(n)}{N(n)}$ are the average error of the suboptimum tap-length, $N(n)$ keeps increasing until

$$e_{N(n)}^\pi(n) - e_{N(n)\delta}(n) \leq \frac{\alpha}{\gamma}$$  \hspace{1cm} (17)

On the other hand, if $N(0)$ is very large, $N(n)$ keeps decreasing until

$$e_{N(n)}^\pi(n) - e_{N(n)\delta}(n) \geq \frac{\alpha}{\gamma}$$  \hspace{1cm} (18)

It is obvious from (17) and (18) that, as $n \to \infty$, if we let $\alpha/\gamma = c_f$, which is defined in (4) and the step-size parameter $\delta = 1$, $N(n)$ can converge to $N'$, which is the solution of cost function 2. Generally, if $\delta \neq 1$, $N(n)$ converges to within a range of $(N'_0 - \delta, N'_0 + \delta)$.

The second-order analysis of the tap-length adaptation for the FT algorithm is difficult, if not impossible, to obtain because $e_{M}^\pi(n)$ is a nonlinear function of the tap-length $N$ and segment length $M$. Generally, we should have $0 < \alpha \ll \gamma$ to ensure the stability of the FT algorithm. We will show in Section V through numerical simulations that if the parameters are properly chosen, the FT algorithm can converge well in the mean square. The detail of this topic, however, is left as an open question for future research.

### C. Discussion

As was shown above, the FT algorithm can converge the tap-length to within the range of $(N'_0 - \delta, N'_0 + \delta)$ in the mean. Obviously, the smaller the $\delta$ is, the higher the tap-length resolution we can obtain, but the slower the tap-length convergence rate we may encounter. In practice, the value of $\delta$ should be set according to the system requirements. In contrast, the tap-length of the SF algorithm converges to a fixed range of $(N'_0 - \Delta, N'_0 + \Delta)$, whereas that of the GD algorithm to a biased range of $(N'_0 - \delta, N'_0 + \delta)$, where $N'_0$, is the solution to the cost function of (12), and $N'_0 \geq N'_0$. Moreover, like the SF algorithm, the FT algorithm does not have the “wandering” problem, due to the leaky factor $\alpha$. In general, the FT algorithm can freely choose both the step-size $\delta$ and the parameters of $\alpha$ and $\gamma$, which have similar effects as $\alpha_{\text{FT}}$ and $\alpha_{\text{GD}}$ in the SF algorithm. Thus, it retains all the advantages of the SF and GD algorithms without their respective drawbacks.

We also observe that since the FT algorithm uses instantaneous errors rather than averaged errors for the length adaptation, it has considerably less complexity than the SF and GD algorithms and the algorithm proposed in [7] and [8]. Moreover, unlike (9) and (10), the FT adaptation rule of (13) does not have a “sign” operator, and thus, it has more freedom to handle the tap-length adaptation. Obviously, these are another two advantages of using the “fractional” tap-length. It is interesting to note that the LMS algorithm has similar properties but for tap-vector adaptation. Thus, we call the proposed algorithm “LMS style”.

Finally, we point out that since the minimum tap-length of the FT algorithm is $\min \{N \} = \Delta + 1$, any optimum tap-length below it cannot be differentiated. Further, we are reminded that $\Delta$ must be larger than the width of the suboptimum tap-length for the length adaptation to escape from local minima. Therefore, in some applications where the involved system has a sparse impulse response and the width of the suboptimum length is long, it is necessary to adjust not only the tap-length but the spacing of the taps as well (e.g., [10], [11]). This topic is, however, beyond the scope of this paper. Obviously, the SF and GD algorithm also have this problem.

### V. Numerical Simulations and Discussions

Generally, different variable tap-length algorithms can be rated according to their convergence rate and steady-state
performance. From the structure adaptation point of view, an ideal variable tap-length algorithm should converge fast to the optimum tap-length with high accuracy and have the tap-length remain unchanged after the optimum length is reached. Extensive computer simulations have been performed under different scenarios, all of which show that the new proposed FT algorithm is superior to the existing algorithms in all aspects mentioned above. In this section, as an example, we will compare the FT algorithm with the SF and GD algorithms in the application of adaptive system modeling.

A. Simulation Setup

The block diagram of adaptive system modeling is shown in Fig. 1, where \( W_o(z) \) is the unknown channel, \( W(z) \) is the adaptive filter, \( H(z) \) is the spectrum shaping filter, \( s(i) \) is white Gaussian noise, \( x(i) \) is the input signal, \( \eta(i) \) is the additive white Gaussian channel noise, and \( e(i) \) is the error signal.

We will consider two classes of the unknown systems in this section, namely, “small scale” and “large scale” systems, which will be tested in Sections V-B and C, respectively, where the small scale system means it has much shorter optimum tap-length than the large-scale system.

Unlike the simulations in [5] and [6], where white input signals were used, the input signal in this section is obtained by passing white Gaussian noise through a spectral shaping filter with a transfer function of \( H(z) = 0.35 + z^{-1} + 0.35z^{-2} \). This choice of shaping filter generates a highly colored input (with an associated eigenvalue spread of 28.7) to create a “severe” scenario in which the algorithms are tested [12, Sec. 6.4.1]. The Gaussian noise added to the unknown system provides a signal-to-noise-ratio (SNR) of 20 dB. In all simulations, the normalized LMS (NLMS) algorithm is used for tap-vector adaptation.

For fair comparison, the rectangular window with size of \( T = 10 \) is used to obtain both the ASE in the SF algorithm and the smoothed gradient in the GD algorithm. Unless otherwise specified, the parameters used in the tested variable tap-length algorithms are summarized in Table I.

For clarity of exposition, all tap-length learning curves in this section are obtained based on one typical simulation run, and all MSE learning curves are averaged by passing through a rectangular window with size of 50.

B. Small-Scale System

In this example, as a comparison, we use the same system as that in [7] and [8]. To be specific, two unknown systems are tested, each with transfer functions of \( W_o = W_1 \) and \( W_o = W_2 \), respectively, where

\[
W_1(z) = \frac{1 + 0.2z^{-8}}{1 - 0.7z^{-1}}, \quad W_2(z) = \frac{1}{1 - 0.3z^{-1}}. \tag{19}
\]

The impulse response of \( W_o(z) \) is not truncated, and thus, any special filter length has not been privileged. In this example, the step-size of the NLMS algorithm is set as \( \mu = 0.2 \) for all experiments except in Fig. 3, where we set \( \mu = 0.05 \).

Fig. 2 shows the curves of the steady-state MSE \( \xi_N \) with respect to the tap-length \( N \), for \( \mu = 0.2 \). It is clearly shown that when \( W_o(z) = W_1(z) \), the optimum tap-length is around 15, and the suboptimum tap-lengths are \( 7, 8 \), but when \( W_o(z) = W_2(z) \), the optimum tap-length is around 4, and no suboptimum tap-lengths exist.

Fig. 3 shows the tap-length learning curves with different initializations for the SF, GD, and FT algorithms, respectively. In this experiment, to magnify the “wandering” effect of the GD algorithm, we deliberately choose a small step-size of 0.05 for the NLMS algorithm to give a small adaptation noise. The curve of the steady-state MSE with respect to tap-length for \( \mu = 0.05 \), which is similar to that of Fig. 2, is not shown here due to space constraints. As expected, the GD algorithm overestimates the optimum tap-length, and the tap-length is “wandering” in the high value areas, especially when the initial tap-lengths \( N(0) = 30 \). On the contrary, both SF and FT algorithms converge quickly to around the optimum tap-length for either \( N(0) = 20 \) or \( N(0) = 5 \), but the FT algorithm has a much smoother learning curve than the SF algorithm because the former can freely choose the step-size parameter of \( \delta \). Note that the learning curve of the tap-length should be as smooth as possible, especially after it reaches the steady state.

Fig. 4 shows the tap-length learning curve in a time varying scenario, where \( W_o(z) = W_1(z) \) for \( n < 2000 \) or \( n > 4000 \), and \( W_o(z) = W_2(z) \) for \( 2000 \leq n < 4000 \). The initial tap-length \( N(0) = \Delta + 1 = 5 \). It is clearly shown that the

<p>| TABLE I |</p>
<table>
<thead>
<tr>
<th>PARAMETERS FOR THE VARIABLE TAP-LENGTH ALGORITHMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta )</td>
</tr>
<tr>
<td>The SF algorithm</td>
</tr>
<tr>
<td>The GD algorithm</td>
</tr>
<tr>
<td>The FT algorithm</td>
</tr>
</tbody>
</table>
SF and FT algorithms have similar transient behavior, and as expected, both converge significantly faster than the GD algorithm, especially at \( n = 2000 \), when the optimum tap-length is decreased from 15 to 3. It is also observed that, at the beginning, the learning curve of the GD algorithm has been trapped in the suboptimum area for around 400 symbols before it finally goes up, resulting in slow convergence initially. Although this problem can be overcome by increasing the step-size \( \delta \), this phenomenon indicates that the FT algorithm is more robust to the local minima than the GD algorithm. On the other hand, the GD algorithm has a smoother learning curve than the SF algorithm, although the FT algorithm has the smoothest learning curve of all. Moreover, it can be observed that both SF and GD algorithms overestimate the optimum tap-length. Note that unlike the GD algorithm, the SF can overcome the overestimation problem by adjusting the values of parameters \( \alpha_{\text{up}} \) and \( \alpha_{\text{down}} \), as appropriate. Finally, as has been pointed out in Section IV-C, since we have \( \min\{N(n)\} = \Delta + \delta + 1 = 6 \) for the FT algorithm, any optimum tap-length below this cannot be differentiated. Thus, we observe a straight line (with value of “6”) in the FT learning curve when \( W_o(z) = W_2(z) \).

Fig. 5 shows the MSE learning curves corresponding to Fig. 4. It is clearly shown that the steady-state performance for all algorithms are similar because all algorithm can track the optimum length variation, but their transient performances may be rated as, from best to worst, the FT algorithm, the SF algorithm, and the GD algorithm, corresponding to the transient behaviors of the respective tap-length adaptation.


**C. Large-Scale System**

In this example, we consider two unknown large scale systems, each with transfer functions of \( W_3(z) \) and \( W_4(z) \), respectively, where

\[
W_3(z) = \sum_{k=1}^{80} a_k z^{-k}, \quad W_4(z) = \sum_{k=1}^{30} b_k z^{-k}
\]  

where \( a_k \) and \( b_k \) are chosen from a white Gaussian random sequence with mean zero and variance one. It is obvious that the optimum tap-length for system \( W_3(z) \) and \( W_4(z) \) are 80 and 30, respectively. Both \( W_3(z) \) and \( W_4(z) \) are very "severe" artificial channels as the tails of their respective impulse responses do not die down gradually but suddenly.

For all experiments in this example, the step-size of the NLMS algorithm is set as 0.8, the initial tap-length \( N(0) = \Delta + 1 \), and a time varying scenario is considered, where \( W_p(z) = W_3(z) \) for \( n < 5000 \) or \( n \geq 10000 \), and \( W_p(z) = W_4(z) \) for \( 5000 \leq n < 10000 \).

Figs. 6 and 7 show the learning curves of the tap-length and MSE, respectively, for all three algorithms, where the parameters for all three algorithms are set as same as those for the small-scale system, which are shown in Table I. It is clearly shown that the FT algorithm can still track the channel variations well, although it slightly overestimates the optimum tap-length. However, neither the SF nor the GD algorithm works in this experiment.

Figs. 8 and 9 show the learning curves of the tap-length and MSE, respectively, for all three algorithms, where we let \( \Delta = 15 \) for the SF algorithm, \( \Delta = 15 \), and \( \delta = 10 \) for the GD algorithm, \( W_p(z) = W_3(z) \) for \( n < 5000 \) or \( n \geq 10000 \), and \( W_p(z) = W_4(z) \) for \( 5000 \leq n < 10000 \).

Figs. 8 and 9 show the tap-length and MSE learning curves, respectively, for the SF and GD algorithms, where we let \( \Delta = 15 \) for the SF algorithm, \( \Delta = 15 \), and \( \delta = 10 \) for the GD algorithm, and other parameters remain unchanged. We can observe that with these new parameter settings, the SF and GD algorithm can track the channel variations. However, it is clearly shown by comparing Figs. 6 and 8 that the FT algorithm has a much better performance in tracking the tap-length variation than the other
two, as the tap-lengths of the SF and GD algorithms fluctuate drastically in the steady state.

In fact, to make the SF and GD algorithms work for such “severe” large-scale systems, many parameter settings have been tested. Unfortunately, only some of the settings perform well, one of which is shown in Figs. 8 and 9. The results in this example indicate that the FT can apply for a wide range of applications with a fixed setting of parameters. On the contrary, the SF and GD algorithm may have to adjust their parameter settings for different scenarios, which, however, contradicts the basic idea of the structure adaptation, where the “parameters” should adapt to environmental variations. Therefore, from this point of view, the FT algorithm is more robust than the other two.

VI. CONCLUSION

This paper first described two cost functions that can be used to search for the optimum tap-length and then thoroughly compared the SF and GD algorithms to show that each has advantages/disadvantages relative to the other. Finally, an improved variable tap-length algorithm using the concept of the fractional tap-length was proposed. The proposed FT algorithm not only has better performance but also has less complexity than the existing algorithms. This provides a significant advance toward the practical implementation of flexible, structurally adaptive filters for real-time application in a number of scenarios.

The tap-length adaptation also impacts the issue of channel order estimation. It is clear the channel order is equal, or very close, to the optimum tap-length defined in (1) when the application of system modeling is considered, depending on how the threshold $\mathcal{E}$ is chosen. Although it may converge to a biased value of the optimum tap-length, the algorithm proposed in this paper provides a fast and simple method to estimate, if not accurately enough, the channel order. In contrast, most current order estimate algorithms (e.g., [13] and [14]) require complicated matrix manipulations and are difficult to implement in real time.

REFERENCES


Yu Gong received the B.Sc. and M.Eng. degrees from the University of Electronic Science and Technology of China in 1992 and 1995, respectively, and the Ph.D. degree from the National University of Singapore in 2000, all in electrical and electronic engineering.

From 2000 to 2002, he was a research engineer, and later a senior engineer, with the Institute for Infocomm Research, Singapore. Since 2003, he has been with School of Electrical and Electronic Engineering Queen’s University, Belfast, U.K., as a Research Fellow. His research interests include signal processing, adaptive filtering, CDMA multiuser detection, and communications systems.

Colin F. N. Cowan (M’82–SM’91) received the B.Sc. and Ph.D. degrees in electrical and electronic engineering from the University of Edinburgh, Edinburgh, U.K., in 1977 and 1980, respectively.

He currently holds the Nortel Networks/Royal Academy of Engineering research professorship in telecommunications at the Queen’s University, Belfast, U.K. He was Professor of Signal Processing at Loughborough University, Loughborough, U.K., from 1991 to 1996, and head of the Electronic and Electrical Engineering Department at Loughborough from 1994 to 1996. During his time at Loughborough, he was the head of the Communications and Signal Processing research group, within which he still holds a visiting chair. From 1989 to 1991, he was a reader in the Electrical Engineering Department, University of Edinburgh, and a lecturer from 1980 to 1989. He has published over 200 papers and articles in the area of adaptive signal processing.

Prof. Cowan has been actively involved in the organization of a number of key international conferences, including chairing the First IEEE International Conference on Artificial Neural Networks in 1989 and the Seventh European Signal Processing Conference (EUSIPCO) in 1994. He has also served as an associate editor for the IEEE TRANSACTIONS ON SIGNAL PROCESSING between 1999 and 2002.