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Here we present a short introduction into physics of Dirac materials. In particular we review main physical properties of various two-dimensional crystals such as graphene, silicene, germanene and others. We comment on the origin of their buckled two-dimensional shape, and address the issues created by Mermin-Wagner theorem prohibiting the existence of strictly two-dimensional, flat crystals. Then we describe main ideas which were leading to the discovery of two and three-dimensional topological insulators and Weyl fermions. We describe some of their outstanding electronic properties which have been originating due to the existence of the Dirac gapless spectrum. We also compare simplest devices made of Dirac materials. Analogies and differences between Dirac materials and optics are also discussed.
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1. Introduction

The recent influx of study into the two-dimensional materials such as graphene, silicene, germanene and other has highlighted the field of gapless semiconductors\(^1,2,3,4\). After the discovery of graphene\(^1,5\) the physics community has exploded by novel ideas. Immediately, another new class of materials - two dimensional topological insulators(TI)- have been proposed\(^6,7,8,9\). After two dimensional TI was experimentally discovered in 2007\(^10\), it was recognised that there are their three dimensional analogues\(^11\) and Weyl fermions\(^12,13,14,15,16,17\). The understanding of the new physics of the topological materials was grounded on fundamental and seminal papers by Rashba who has first recognised the importance of the spin-orbital interaction in solids\(^18,19\). Indeed, the spin orbital interaction is responsible for the inversion of the bands in semiconductors. Therefore when we have a contact of two semiconductors having inverted band structure there semimetallic interface\(^6\) like that which exist in all topological materials on the surface\(^10,11\) arises. In addition, it was found that all these materials may be classified with the use of topological invariants, Chern
numbers, which were first introduced in the electric transport in the Ref. 20. The understanding of the topological properties of TI has lead to the discovery of the Quantum Spin Hall Effect (QSHE), which can arise naturally in the nano ribbon of novel two-dimensional materials. Their all, i.e. the already existing ribbon made of graphene, silicene, germanene and stanene are all two-dimensional topological insulators which have gap inside the ribbon and ballistic edge currents which may carry spin and charge degrees of freedom.

All these materials like graphene have Dirac spectrum, where the conduction and valence bands meet at a point known as a Dirac point 5,6 and mass-less charge carriers follow a linear energy-momentum relation 21. Due to the linear dispersion relation, high Fermi-velocity \( v_f \sim c/300 \) and mass-less charge carriers, the quasiparticles in these materials can be modelled by the relativistic Dirac equation, see, for example the Ref. 22 and materials may have different outstanding properties as like graphene, which has astounding electrical, thermal and optical characteristics. 1,23,24,25. These properties have been used in various electronic (such as transistors) 26 and optoelectronic applications 27.

2. The shape of two-dimensional crystals: graphene, silicene, germanene, stanene, phosphorene and others

The flat shape of graphene, silicene and other two-dimensional materials is a hexagonal honeycomb structure which is unstable due to a large surface energy. In other words; their surface to bulk ratio is very large. The displacement of atoms in the transverse direction decreases this ratio, or the surface energy. These displacements arise due to thermal fluctuations 2,3,4, as first noted by Landau and Peierls. Usually graphene is found in the form of highly ordered pyrolytic graphite (HOPG), whereby individual graphene layers stack on top of one another to form a crystalline lattice. Carbon or silicene atoms are tightly packed into periodic array 28 (cf. FIG. 1), and an \( sp^2 \) orbital hybridization - a combination of orbitals \( p_x \) and \( p_y \) that constitute the \( \sigma \)-bond. The final \( p_z \) electron makes up the \( \pi \)-bond, and is key to the half-filled band which permits free-moving electrons 29. In total, graphene has three \( \sigma \)-bonds and one \( \pi \)-bond. The right-hand portion of FIG. 1, emphasizes how small displacements of the sub-lattices A and B can be shifted in the \( z \)-direction 30. This happens with all two-dimensional crystals such as graphene, silicene and germanene 31,32. The existence of silicene was predicted in 2007 33 and the material was first fabricated in 2012 34. Indeed, the crystal has the hexagonal honeycomb structure which is universally buckled as was first described in the paper 31. A similarly structured 'two-dimensional', highly buckled material made from germanium is described in Ref. 30, 31, 32. This material 'germanene' was found in 2014 35. Recently, researchers have used Teflon to make flakes of phosphorene, which is the graphene-like material made of phosphorus 36.

These materials have astonishing properties; due to their atomic bonding they are stronger than diamond, more conductive than copper, more flexible than rubber
Fig. 1. The two-dimensional honeycomb lattice consisting of two A and B sublattices. The general shape of the two-dimensional crystals such as graphene, silicene, germanene and others are not flat due to Mermin-Wagner theorem. Small quantum corrugations exist between the two sub-lattices, A and B, which are shifted with respect to each other in a transverse direction by a distance of the order of some fraction of interatomic spacing. At high (room) temperature the displacements are dynamical and the shape looks nearly flat with corrugation remaining only on the large scale. At low temperature microscopic quantum corrugations of A and B atoms indicated by small arrows are frozen, forming a glass state.

and optically transparent. They exhibit anomalous quantum behaviour even at room temperature, such as Klein tunnelling, relativistic quantum Brownian motion and the Quantum Hall Effect (QHE). The 2010 Nobel Prize was the beginning of an adventure into the class of new Dirac materials - how to make these crystals (i.e. graphene, silicene germanene and other 2D crystals) useable is our main concern. Graphene sensors, transistors, and a number of electronic nano-devices are already emerging in laboratories every day. Recently, the silicene transistor has been also developed and tested.

The field-effect transistor (FET) was first proposed by John Bardeen and Willy Brattain at Bell Laboratories. A transistor is the basic building block of many electronic circuits, normally acting as a logic gate or inverting amplifier in integrated circuits. According to Moore’s law, the size of a circuit decreases twice every two years. However, the speed of these devices has reached a bottleneck because the decreasing scale leads to an increase of the energy dissipation per unit area. The operating speed is also limited by the mobility and thermal conductivity of existing materials. The new 2D materials mentioned may resolve the issue.

In nature graphene layers stack together to form highly ordered pyrolytic
graphite (HOPG)\(^{47}\). It has three \(\sigma\) bonds and one \(\pi\) bond. The \(\sigma\) bonds are an \(sp^2\) orbital hybridisation - a mixture of orbitals \((s,p_x,p_y)\) providing a strong binding force for its atomic neighbours. The \(\pi\) bond corresponding to the \(p_z\) orbital, forms a half-filled band that enables free-moving electrons, and hence exhibits a metallic characteristic\(^{48}\). Graphene is also capable of being combined with hydrogen or oxygen to form ‘graphane’, or other carbonic compounds respectively.

Wallace\(^{48}\) first studied the electronic band structure of monolayer graphite (graphene) with the simplest tight-binding model having a single hopping integral. He showed that its electronic spectrum is gapless at the Dirac point. A year later, Ruess and Vogt\(^{49,50}\) observed thin-film graphene oxide (GO) pieces using transmission electron microscopy (TEM). A single layer of graphene oxide was then discovered by Boehm \(et\ al.\)^{51,52} in the early 1960s, and it was Boehm \(et\ al.\) who first proposed the name ‘graphene’\(^{51,52}\). Although research on graphene, graphene-like structures or epitaxial graphene films has continued for decades (cf. for example the Refs\(^{53,54,55}\)), it has significantly intensified since 2004, when Geim \(et\ al.\)\(^{1}\) successfully segregated graphene flakes from graphite using the simple scotch-tape method\(^{56}\).

### 3. Existing Fabrication Methodologies

The different properties of graphene depend strongly upon its preparation. We focus on three methods in particular, include mechanical exfoliation from bulk graphite\(^{56}\), graphitisation of silicon carbide substrates (epitaxial growth)\(^{57,58}\), and chemical vapor deposition (CVD) on various transition metals\(^{59,60,61}\). The exfoliated graphene resides at the forefront in quality, followed by epitaxial graphene, and finally, various CVD graphene methods\(^{59,60,61}\).

The epitaxial graphene possess an intermediate range of values for the carriers mobility. Silicon carbide (SiC) is coated on a wafer, with high temperatures being required\(^{43}\). Recent studies of the Raman topography of epitaxial graphene, show that the electron mobility is highly dependent upon thickness and monolayer strain uniformity\(^{62,63,64,65}\). The highest mobility of epitaxial graphene reaches a value of 18,000 cm\(^2\)V\(^{−1}\)s\(^{−1}\) at room temperature and significantly larger at low temperatures. Also it was shown that the carrier mobility depends strongly upon the stacking of graphene layers\(^ {62}\). The electron mobility is significantly reduced in graphene/polymer hybrid materials\(^{66,67,68}\), although it is still remain high to improve significantly the materials for solar batteries. The suspended graphene can have a huge mobility, reaching values of up to 230,000 cm\(^2\)V\(^{−1}\)s\(^{−1}\)\(^{69}\). In the graphene industry\(^ {43}\) chemical vapor deposition (CVD) is usually used. The charge carrier mobility of CVD graphene is typically orders of magnitude lower than for exfoliated graphene\(^{70,71,68,69}\) or theoretical estimations for Dirac materials\(^{72,73}\). The CVD graphene mobility can reach 2,700 cm\(^2\)V\(^{−1}\)s\(^{−1}\). With the grain boundary\(^ {74}\) it will be roughly three or four times smaller\(^ {74,62}\). Mobility is a measure of how fast the carriers propagate in an electric field. Its value depends upon the type of
material and the interaction with substrates. After the process of annealing, the mobility of epitaxial graphene at room temperature (≈ 300K) can reach values upwards of 100,000 cm²V⁻¹s⁻¹. This can be even higher in a perfect structure according to some theories, or even tend to infinity when chemical potential is at the Dirac point. However, it was found that even for the CVD graphene at this specific Dirac point, there should be a universal ‘minimum’ quantum conductivity:

\[ \sigma_0 = \frac{4e^2}{\pi \hbar}. \]  

Here the standard conductance quantum, \( G_0 = 2e^2/h \). The exfoliated graphene at the Dirac point has the double conductance quantum or half of the quantum resistance \( R_0 \) equal to \( R_0 = 1/G_0 = 12.9 \, k\Omega \).

At the Dirac point, when the concentration of electrical carriers tends to zero even at room temperature, the transport may be ballistic, i.e. without much scattering at all. Also the heat in suspended graphene is conducted by ballistic phonons. The thermal conductance of graphene on a substrate is significant down to the mean-free-path of thermal phonons in graphene on a substrate, is smaller than 100 nm. According to Prasher, the thermal conductivity of graphene on a silicon-dioxide substrate can reach around 600 Wm⁻¹K⁻¹, incidentally higher than copper. Other papers provide even higher values for the in-plane thermal conductivity, but of the same order of 1,000 Wm⁻¹K⁻¹. Due to this high in-plane thermal conductivity, the heat dissipation from graphene is also affected by the heat flow across its interfaces. Thus, in-plane heat transport for graphene is associated with acoustic phonons. The mechanism of heat transport across graphene interfaces in the cross-plane direction will depend on the structure and quality of substrate et al. Young’s modulus for graphene is about 1TPa, it is almost the strongest material in the world.

It is of interest that in epitaxial graphene grown on 4H-SiC face-terminated carbon; various nano-structures resembling charged ‘bubbles’ and ‘domes’ have been discovered. These graphene nano-structures, domes and bubbles are having a few tens of nanometres (150-200 nm) in size. The free-standing nature of the graphene layer within the domes and bubbles, with heights on the order of 5-12 nm may be useful for many applications. Inside the bubbles and substrate there arises complex charge redistribution; in fact, the graphene bubble-substrate interface forms a charged capacitance. The strength of the electric field inside the bubble-substrate interface may lead to a minigap of the order of 5 meV. The similar charge redistribution may arise Graphene-polymer(P3HT) hybrids useful for photovoltaic applications.
4. The physical properties of graphene

The absorption spectrum of a single graphene layer is quite flat for light, with a wavelength \( \lambda \) ranging from 300nm to 2,500nm, and a broad peak intensity in the ultraviolet region. The peak arises due to the van Hove singularity in the energy density of states, and its transmittance can be expressed in terms of the fine-structure constant \( \epsilon \). It absorbs a mere 2.3% of visible light, thus possessing a high transparency \( \epsilon \), i.e. it is a suitable material for photonic devices. Being transparent to visible light due to its atomic thickness, such a material can be made available for small screen devices \( \epsilon, \epsilon_7 \). There is also common belief that graphene’s true potential lies in photonics and opto-electronics, as discussed by Nair et al. \( \epsilon \) and Bonaccorso et al. \( \epsilon_4 \). Stoehr et al. \( \epsilon_5 \) observed white optical luminescence of graphene, when subject to picosecond infrared laser pulses - this creates a high density electron-hole plasma. The luminescence arises due to electron-hole recombination, created in a broad energy range. There are two relaxation mechanisms observed in the graphene electron-hole plasma \( \epsilon_6 \). A faster one is usually associated with carrier to carrier intra-band collisions, and a time scale of about of 100 femtoseconds. The slower one is via phonon emission, which has only a picosecond timescale. This corresponds to electron inter-band relaxation \( \epsilon_7, \epsilon_8 \). This is why graphene may potentially be an ideal photonic and opto-electronic material \( \epsilon_3, \epsilon_3, \epsilon_3 \).

Fig. 2. A linear energy-momentum spectrum near the Dirac point is exhibited for graphene, \( E = \pm v_F \sqrt{p_x^2 + p_y^2} \), where \( v_F \) is the Fermi velocity and \((p_x, p_y)\) is the momentum of an electron. The Fermi energy level \( E_F \) coincides with the Dirac point - where the density of states is equal to zero. Electrons occupy all states in the lower cone, with the upper cone remaining unoccupied.

The graphene honeycomb lattice consists of two carbon sub-lattices (A and B)
per unit cell \(47\) (cf. Figure 1). There are six Dirac points in the Brillouin zone, with a linear energy-momentum relationship. \(48\),

\[
E = \pm v_F \sqrt{p_x^2 + p_y^2}, \tag{2}
\]

where \(v_F\) is Fermi velocity, and \(p_x\) and \(p_y\) are the momenta in ‘x’ and ‘y’ directions respectively. A single Dirac cone for the graphene energy spectrum is shown in Figure 2, which is a direct contact of the conduction and valence bands, a zero band-gap situated at the Dirac points \(43,48\) and zero effective mass.

They belong to two valleys, which may be well described by the relativistic Dirac Hamiltonian

\[
\hat{H} = v_F (\sigma_x \tau_z \hat{p}_x + \sigma_y \hat{p}_y), \tag{3}
\]

where \((\sigma_x, \sigma_y)\) are \(2 \times 2\) Pauli matrices associated with A and B sublattices, \(\hat{p}_x\) and \(\hat{p}_y\) refers to the momentum operators. The eigenvalues of this \(4 \times 4\) matrix Hamiltonian, \(H\), immediately give the Dirac spectrum in Eq.(9). In general, quantum behavior is normally exhibited at low temperatures; such processes include the QHE, where the transverse Hall resistance is quantised. However, with graphene, the possibility has now arisen to study such quantum behavior even at room temperature \(39,40\). Some of the most recent experimental research \(39\) has reported observation of the QHE within a graphene monolayer, displaying the quantum resistance at room temperature. The fractional QHE in graphene is associated with the electron-electron interaction, and a four-fold zero energy degenerate state is originated due to the existence of two degenerate sub-lattices (A and B). Both fractional and anomalous QHE have been observed within the single monolayer, as well as bilayer graphene \(39,40\).

Graphene provides a new quantum feature with regards to perfect transmission through barrier \(90,91,92,93\). In classical mechanics, an electron with kinetic energy \(K\) cannot penetrate a potential barrier \(U\) when \(K < U\). Interestingly, quantum theory shows that there is a certain probability of transmission, even when \(K < U\). Graphene electrons can tunnel through the barrier with perfect transmission \(91\) - a process called Klein tunnelling \(90\). Katsnelson et al. further explains that the barrier repels electrons from the left hand side, with a hole inside the barrier \(90\). As an electron moves through the barrier, it first transforms into a hole on the left hand side. The hole is then transformed again into an electron on the right hand side of the barrier. As a result, this generates a continuous transmission probability spectrum across the entire barrier \(90\). Overall, it looks as if electrons penetrate the square potential wall, without restriction being placed upon on its height. Recently, Zalipaev et al. discovered that different shapes of potential wells (e.g., parabolic or smooth, non-rectangular) would influence the tunnelling behaviour of an electron in graphene (cf. for details \(42\)). There is a drastic difference between tunnelling through smooth and rectangular barriers. The Klein tunnelling features are clearly displayed only for a rectangular barrier. The type of the tunnelling behavior depends on the energy of the particle relative to the barrier height and the angle at which the
Fig. 3. Klein tunnelling with perfect transmission through the barrier is schematically shown. In classical mechanics, a particle with kinetic energy $K$ is incapable of surpassing a potential barrier $U$, for the condition $K < U$. However, quantum mechanics allows a particle to tunnel through the barrier with some finite probability, even when $K < U$. This becomes most unusual in the case of graphene. For certain angles, a particle can tunnel through the barrier with perfect transmission.

particle approaches the potential. When the energy of the particle is close to the top of the barrier one observes conventional tunnelling. For intermediate energy the smooth potential acts as Fabry-Perot interferometer. While for energies close to the Dirac point there arise confined bound states. The confinement effect arising at small energies for the smooth potential of the special waveguide geometry have been also found in Refs. The conducting waveguide channel in electronic devices is usually created by a gate voltage applied to graphene. That leads to the lateral confinement of electrons in the channel. However, electrostatic potentials of the circular form, which are very smooth, i.e. do not have exponentially decaying tails may possess a threshold for the appearance of the zero-energy confined state. This may lead to unusual Aharonov-Bohm (AB) effect in graphene, e.g. the
fractional AB effect arising in strongly correlated electrons.\textsuperscript{99,100,101,102}

Quantum capacitance is one of the most interesting properties of a graphene capacitor, as reported by Yu \textit{et al.}\textsuperscript{103}. Total capacitance $C$ in graphene can be found by $1/C = 1/C_{es} + 1/C_q$, where $C_{es}$ is related to classical electrostatics, and $C_q$ is the quantum capacitance. $C_q$ is proportional to the chemical potential $\mu$, and also the number electron states (spin up/down) near the K and K' points of the brillouin zone (BZ) (Yu \textit{et al.}\textsuperscript{103}). The DoS in two dimensional graphene is given by\textsuperscript{40}:

\begin{equation}
D(E) = \frac{2|\mu|}{\pi^2 v_F^2} \tag{4}
\end{equation}

Then the quantum capacitance is given by:

\begin{equation}
C_q = A e^2 D(E) = \frac{2Ae^2|\mu|}{\pi^2 v_F^2} \tag{5}
\end{equation}

where $A$ is the surface area of the capacitor electrodes.\textsuperscript{103} For zero applied electric field, the chemical potential $\mu$ and density of states (DoS) are very small. At low temperatures the dependence of the chemical potential (the Fermi energy, $\epsilon_F$) on the electron density $n$ has very simple form:

\begin{equation}
\mu = \epsilon_F = \frac{h v_F}{2} \sqrt{\frac{n}{\pi}} \tag{6}
\end{equation}

For epitaxial graphene, which is usually intrinsically doped to the electron density $n = 10^{12} \text{ cm}^{-2}$, we can immediately find both the Fermi energy and the quantum capacitance. Taking the Planck constant equal to $h=6.58 \times 10^{-16} \text{ eV}$ and the Fermi velocity equal to $v_F = 10^6 \text{ m/s}$ we obtain that the Fermi energy there will be equal to $\epsilon_F = 18 \text{ meV}$. The Fermi energy is shifted by this value above the Dirac point. The quantum capacitance will be equal to $C_q = 18 \text{ mF/cm}^2$. Therefore, $C_q$ is small also, when the density is small and it is the dominant contribution to the total capacitance.\textsuperscript{73} This is the so called graphene quantum capacitance effect (cf. Xia \textit{et al.}\textsuperscript{104} and Giannazzo \textit{et al.}\textsuperscript{105}). However, as an applied electric field increases, more electrons occupy the conduction band, and $\mu$ shifts to an upper value. $C_q$ becomes larger compared to $C_{es}$, with the quantum capacitance effect becoming less important. Recent studies have discovered that $C_q$ can be reduced significantly due to disorder of the graphene structure, as mentioned by Li \textit{et al.}\textsuperscript{106,107}.

5. \textbf{Applications of Graphene Devices}

Some common applications of graphene to electronic devices are discussed in this section. These include various graphene sensors\textsuperscript{108,109,110,111,112}, photonic optics\textsuperscript{43,113} and capacitors.
5.1. Graphene Sensor

Impermeability is one of the most outstanding properties of graphene, since the carbon atoms are closely packed with one another. The conductivity of graphene is sensitive to impurities, and can change easily when other molecules or substrates become attached to it. The variation of such conductivity due to molecular attachment is the principle foundation for molecular sensors. Graphene, with its two-dimensional surface, provides a platform upon which tiny particles can attach. The deviation of electrical resistivity, caused by the attached molecules (impurities), can be measured by the Hall Effect. In Singapore, He et al. have successfully developed bio-sensors and gas sensors using such a method. In the near future, graphene is also likely to be a plausible candidate for the magnetoresistance sensors.

5.2. Graphene Photonic Devices

Recently, the dielectric sandwich - two layers of graphene with dielectric filling - has been used as an optical signaling modulator (see, the Fig.4). Gosciniak et al. estimate that this graphene optical modulator can reach speeds of up to 850 GHz, with 3 dB modulation and small losses. Liu et al. have also reported a wide absorption range of 1.35-1.60 µm in wavelength. A waveguide is a physical channel which traps light, guiding it through a designated path. For example, graphene nano ribbon are similar to fiber-optic cable, which is a common waveguide for the communication of light signals - its high refractive index trapping light inside the fiber. Zhang et al. have studied the wave-modes of the graphene quantum well, identifying energy dispersion relations associated with Klein tunneling and classical wave-modes. Zhang et al. further note an absence of the third order classical, and first order tunneling wave-modes.

Graphene plasmonic waveguides have become an essential component for integration with logical devices. Kim et al. have studied the plasmonic waveguide for a dielectric substrate coated on graphene, discovering little optical loss and very fast operating speeds. They show that at the peak wavelength \( \lambda = 1.31 \mu m \), the transmission ratio is around 19 dB for the TM mode.

As we have already highlighted upon, saturable absorption refers to an absorption of photons decreasing as the light intensity increases. It is usually applied via the mode-locked laser. Many semiconductors exhibit saturable absorption, but are not as sensitive as graphene. The basic idea is as follows - a number of excited electrons occupy the conduction band during high intensity exposure, and electrons in the valence band are no longer able to absorb photons due to the Pauli exclusion principle. This property originates from the nonlinear susceptibility of graphene for a short response time. In application, a saturable absorber can
be used to transform a continuous wave to a very short wave pulse. Generally speaking, monolayer graphene provides a high saturable absorption coefficient, and recently, some research has uncovered that CNTs may also be suitable candidate for a saturable absorber. Bao et al. also report that a single layer graphene (SLG) saturable absorber can provide around 66% modulation depth, and produce picosecond wave pulses.

A photonic limiter is used to reduce the intensity of light that is emitted from the source. The mechanism is to permit the passage of low intensity light, and to filter out light of higher intensity. Dispersed graphene-oxide solutions are generally used for studying the optical limiter. In particular, graphene, has a strong response to a change of light intensity, with a transmittance $T(I)$ that is inversely dependent upon the light intensity $I$. Such a device can therefore, for example, be implemented to protect the human eye when working with laser apparatus. Wang et al. also note how graphene’s nonlinear response is the working principle behind the reduction of light transmitted at high intensity, and also show that graphene can limit a wide range of the visible spectrum.

According to Bao et al., the reverse saturable absorption (opposite to saturable absorption) is the key nonlinear response that filters high intensity light, and subject to certain conditions. This relates to an optical limiter absorbing more high-energy photons than low-energy photons. Lim et al. have reported that, in practice, the property will change from saturable absorption to reverse saturable absorption, only when microplasmas or microbubbles appear. These lead to a nonlinear thermal scattering, which is also an important factor in limiting high intensity light. Nevertheless, the graphene photonic limiter is still in the early stages of development, with more drastic efforts being required in the near future.

6. Topological Insulators

Another even more general class of Dirac materials are Topological Insulators (TI), see for details the following Refs. Effectively all insulators are divided in two classes: traditional insulators which do not conduct electric current and TI, which, in principle, must conduct current but it should flow only on the surface of the materials. The current may flow in the bulk but only along specific directions or specific conducting surfaces. In typical case the bulk of TI acts as an insulator, yet the surface behaves as a conductor. Electrons in the surface of a TI have zero effective mass and can travel without backscattering, even with zero resistance.

Although some specific, precise examples of topological insulators were introduced in 1985 the TI as a concept was proposed in 2005 in very insightful paper by Kane and Mele. It was shown in Ref. 6 that on the interface between the two insulating semiconductors CdTe and HgTe (or HgSe) which have correspondingly an inverted band structure with respect to CdTe a gapless Dirac spectrum may arise. The contact of two semiconductors having inverted band structure, means that the symmetry of one semiconductor conduction band corresponds to the symmetry of
Fig. 4. Optical signaling modulator, where the graphene layers act as electrodes. This forms the basis of signaling modulator which has a fast response time and high capacitance. The size of the signaling modulator can be minimised due to graphene's atomic thickness. Furthermore, the cost of manufacturing the graphene signaling modulator is relatively inexpensive.

the valence band of the second semiconductor (or, in other words, the irreducible representation of the crystal group associated with the valence band of one semiconductor corresponds to the same irreducible representation of the conduction band of the second semiconductor) a metallic conducting layer associated with the Dirac gapless spectrum is created. The single Dirac point is protected by a time reversal symmetry and the conductivity in the Dirac point at zero temperature tends to
The situation may be viewed in very general terms; in the edge moving electrons are confined to a surface. When subjected to low temperatures and an external magnetic field or spin orbital interaction they experience a perpendicular Lorentz force which causes them to travel in a semi-circular trajectory along the interface at the edge. At the same time the bulk is insulating, where electrons are moving on independent circular trajectories. There all orbitals are repelling each other, very much like those found in the atomic orbitals bound to atoms in solids. The existence of the ballistic edge currents or the edge electrons moving without backscattering gives rise to the phenomenon known as the Quantum Hall Effect (QHE). For graphene there arises edge spin currents as elaborated by Kane and Mele. The schematic qualitative picture of insulating states may be nicely presented with the use of the concept of circular orbitals for electron motion. So electron atomic orbitals may be viewed as the circular electron motions in the bulk of insulators. They are associated with quantised atomic energies. Due to the tunnelling between orbitals the bands and energy gaps are formed. Therewith the conduction and valence bands of traditional insulators arise. The electron orbitals may, in principle, have a size larger than the atomic ones as, for example, the cyclotron orbits in QHE. Similarly, in the bulk of IQHE, such orbits are ordered forming an insulating state where the gap is equal to the distance between Landau levels. However, if such orbitals are located at the boundary of the system they have the trajectories of the semi-circular shape. They transcend into a skipping orbit motion as the electrons rebound off the edge. The skipping orbitals create electronic states that propagate along the edge in one direction only. Because of the reflection from the boundary at certain conditions the edge states cannot therefore backscatter and as such are immune to disorder. This results in dissipationless charge flow which reminds the currents flowing in superconductors. Moreover, the edge states are chiral and have continues one sided Dirac like spectrum. The QHE occurs usually in a 2D electron gas which is created by \( \delta - \)doping on the GaAs/AlGaAs interface where electrons have a very high mobility and strong magnetic field applied. The IQHE was experimentally discovered in 1980. The edge state explanation for the effect has been first developed by Buttiker in 1988. Considering two A and B graphene sublattices and taking two hopping integrals between next and next nearest neighbours Haldane has proposed in 1988 a model where QHE can arise even in the absence of a magnetic field. Later it was recognised that in semiconductor materials with strong spin-orbit (SO) coupling, there may arise a dissipationless edge spin currents, which can be induced by an electric field. There have been predicted the existence of intrinsic spin-Hall effect. And it was shown that in the p-doped Luttinger and Rashba models the impurity scattering vanishes. There exist also an interesting cancellation of the intrinsic spin Hall effect in the n-doped Rashba model. The experiments performed on high mobile two dimensional electron gases in GaAs are shown to be
consistent with the above theoretical predictions. The concept of TI introduced by Kane and Mele was originally born out of the notion of the integer quantum Hall effect (IQHE) and was associated with the physics of the edge states, which always exist there, where electrons have no mass. It was recognised that there are general situations where in some insulators a certain surface (or certain 2D subsystem) may arise where an electrons mass vanishes. This creation of the Dirac spectrum and the loss of the electron mass as in the edge states of IQHE may happen even without the presence of an external magnetic field. Kane and Mele have predicted that due to similar reasons or due to edge states from one side as in IQHE and topological protections from other side that in graphene nanoribbons there may exist the Quantum Spin Hall Effect. The key point noticed by Kane and Mele was the spin-orbital (SO) interaction, was indeed present in graphene. The Hamiltonian of this interaction can be presented in the form of $8 \times 8$ matrix:

$$\hat{H}_{SO} = \Delta_{SO} \sigma_z \tau_z s_z,$$

where $\sigma_z$ is the $2 \times 2$ Pauli matrix referring to two A and B sublattices (the pseudo spin); $\tau_z$- to two K and K' valleys and $s_z$ is a Pauli matrix representing the electrons spin; $\Delta_{SO}$ is the spin-orbital (SO) coupling. Such interaction preserves both parity and time reversal symmetry and therefore must exist as an extra term in the conventional graphene Hamiltonian. The physical reason of the spin-orbit coupling in graphene are relativistic effects. Their estimation of characteristic spin-orbital coupling in graphene was about $\Delta_{SO} = 2.5$ meV. Obviously the heavier the atoms of which the two-dimensional lattice are made, the stronger is the spin-orbital interaction. Already for Germanene the SO coupling was about $\Delta_{SO} = 20$ meV. The importance of the spin-orbital interaction in solids was first recognised by Rashba long-ago and later he shown that the SO coupling can be important in the formation of the Dirac point of the band spectrum. Rashba has also introduced a symmetry invariant term (the Rashba term) and shown that spin-orbital interaction produces a linear energy-momentum contribution in the band spectrum, when the mirror symmetry with respect to the graphene plane is broken. The Rashba hamiltonian has the form:

$$\hat{H}_{Rashba} = \lambda_{Rashba} (\sigma_x \tau_z s_y - \sigma_y s_x).$$

With spin orbital coupling when the Rashba term vanishes, $\lambda_{Rashba} = 0$ there arises a gap in the Dirac spectrum equal to $E_{\text{gap}} = 2\Delta_{SO}$:

$$E = \pm \sqrt{v_F p_x^2 + v_F p_y^2 + \Delta_{SO}^2},$$

With taking into account the Rashba term the gap decreases as $E_{\text{gap}} = 2(\Delta_{SO} - \lambda_{Rashba})$ and vanishes when $\Delta_{SO} = \lambda_{Rashba}$. Assuming that the Rashba term is small we note that the SO term, eq.(7), produces the gap different from all other gaps mechanisms discussed, for example, in Ref. or in Ref. The matter is that the SO gap has a different sign for each K and K' valley. Then to connect smoothly
between the states generated by gaps by substrate or by transverse electrical field and SO gap state one must go through a critical point (CP) where there is no gap. This CP is obviously separating ground states with distinct topological orders.

At temperature well below the energy gap $E_g$ there may exist quantized Hall conductance, which can be calculated with the use of the conventional Kubo equation. The latter can be viewed as the topological Chern number, which may be defined with the use of the concept of Berry’s curvature in reciprocal, momentum space.

Because the gap has an opposite sign for spin up and down electrons, an electric field applied may generate opposite currents for the opposite spins. The resulting current is the difference between the spin up and spin down currents. This gives the quantised spin Hall conductivity or the Quantum Spin Hall Effect (QSHE):

$$\sigma_{\text{spin}} = \frac{e}{2\pi}$$ (10)

There are also here charge currents flowing through the edge states. Note that the charge density has strong correlation with the spin density. For example, if there are charge edge currents in the graphene nanoribbon there on the both edges will arise an accumulation of the spin density. Thus, Kane and Mele shown that the spin-orbital coupling plays the role of an effective magnetic field that couples to the spin of moving electrons and that drives the ballistic charge and spin currents without backscattering, where each charge and spin conductivities are quantised.

The idea of QSHE arising without Landau levels was based on a central concept of the existence of a bulk gap and gapless edge states which form a time-reversal (TR) invariant system with SO coupling. There, the left movers on the edge are correlated with down spin particles, while the right movers on the same edge have up spins. The resulting spin transport is quantized. The edge states in such QSHE have been named as Helical Liquid (HL), to reflect the fact that there are strong correlations between the spin and the momentum in the particle motion. HL differs from chiral Luttinger Liquid (LL), because it does not break TR invariance. It differs also from spinless LL where TR transformation satisfies $T^2 = 1$ relation. It differs also from the spinfull LL. The difference between spin full LL and HL is that in the first case there are even number of TR invariants while in HL there are odd number of such invariants. Kane and Mele found out that HL with an even or an odd number of components are topologically distinct and are characterised by a $Z^2$ symmetry in the noninteracting case. Strong interactions between electrons removes strict topological distinctions between the even and odd HLs. In fact here in HL the spin orientation is determined by the direction of electron motion. HL with an odd number of components cannot be constructed in 1D. There a uniform gap appears in the ground state when TR symmetry is spontaneously broken and a correlated two-particle backscattering term can become relevant while keeping the TR invariance. Thus, the existence of spin-orbit coupling in the system resulted in QSHE. The QSHE is associated with the time-reversal-invariant state because the relativistic effect (the origin of QSHE) does not break the
time-reversal symmetry like an external magnetic field does. This discovery was the first step in understanding a 2D topological insulator. Like in QHE in QSHE there is an energy gap. However, at the edge states in QSHE the spin-up and spin-down electrons travel in opposite directions\cite{139,140,9}.

Kane and Mele made a key theoretical advance when they proposed to use Chern number - the topological invariant or a quantity that does not change under various continuous transformations\cite{8}. If such number is nontrivial (nonzero) integer, it corresponds to TI, if it is zero then it is trivial band insulator. In most cases the nontrivial integer Chern numbers are generated by spin-orbit coupling or spin-orbital interaction, which was first properly understood by Rashba in 1960\cite{18}. Such Chern numbers (the topological invariants) could be computed for any 2D material to predict the whether the material had a stable edge state or not. These edge states are conductors. They have a 1D character. There the motion of current carriers are protected from backscattering\cite{139,140,141,142}.

Recently the QSHE or nontrivial topological insulators have been predicted to exist in silicene and two-dimensional germanium\cite{143}. It may exist because the silicene nano ribbon may have topologically nontrivial electronic structures associated with nontrivial $Z^2$ topological invariant\cite{8,9,141}. Also these materials have heavier atoms than graphene and therefore the spin-orbital coupling there is stronger. Therefore, in nanoribbons of these materials the QSHE arises even at higher temperatures than in graphene and its appearance is more pronounced.

The three-dimensional TI have been first predicated in 2007 by Fu, Kane and Mele\cite{11} and experimentally discovered by Molenkamp et al\cite{10} in the same year in HgTe/CdTe quantum well made from two semiconductors having inverted band structure. They have used the semimetallic junctions with Dirac spectrum which was first described by Tsvelik and Kusmartsev in 1985\cite{6}. Molenkamp et al have been applied transverse magnetic to make it first insulator and then studied the edge states there following to the theoretical prescription by Bernevig and Zhang\cite{9,141}. Later the 3D TI have been discovered in many materials and in particular in a bismuth-antimony alloy, $\text{Bi}_x\text{Sb}_{1-x}$\cite{144} as it was first predicted in \cite{11}. In general an arbitrary TI may have a 3D band structure which can be built by combining the band structures of ordinary insulators and Dirac spectrum having 2D. The latter arises due to topological symmetry protection, where a planar semi-metal with the Dirac spectrum is formed at the surface of the bulk insulator \cite{6,139,140}.Since then many new topological insulators have been discovered. The majority of them consists of in the bismuth-selenide and bismuth-tellurium alloys. The materials exhibit TI behaviour up to higher temperatures due to the existence of the strong spin-orbit coupling there. The latter arises in this materials because they have the heavy element such as Bi.

The discovery of this new class of materials: topological insulators, requires an increasing understanding of the physics associated with robust topological protection which opens a door to a new class of devices with applications including spintronics - electronics based on spin, and quantum computing.
The topological insulators have the strong potential to host Majorana fermions - the real particles having fermion statistics. Because of its real character each Majorana particle is also its own antiparticle. Kitaev proposed that Majorana fermions could be used in topological quantum computations, to store bits of quantum information and would be very (topologically) stable to avoid losing conventional decoherence\textsuperscript{145}.

7. Weyl semimetals

Three-dimensional materials such as Ag$_2$Se and Ag$_2$Te have been shown to act as small gap semiconductors\textsuperscript{146,147} and Ag$_2$Te can experience a phase transition from narrow-gap semiconductor to gapless semiconductor with a linear spectrum\textsuperscript{148}. Other materials such as grey tin\textsuperscript{149} and mercury-telluride\textsuperscript{150} have been shown to possess zero-gap properties with a parabolic dispersion relation. In the case of mercury telluride the size of the energy gap can be adjusted by replacing atoms of mercury with the lighter element cadmium. With a specific concentration of cadmium the dispersion relation becomes gap-less and linear\textsuperscript{12}.

Recently, Na$_3$Bi has been shown to act with a three-dimensional linear dispersion relation\textsuperscript{13}. The crystal structure of Na$_3$Bi forms a hexagonal Brillouin zone in the $k_x - k_y$ plane similar to the two-dimensional material graphene. This forms three-dimensional Dirac cones close to the center of the Brillouin zone.

The three-dimensional Dirac cones have also been shown in the material Cd$_3$As$_2$\textsuperscript{14,15,16,17}. This material possessed a non-symmetrical Dirac cone\textsuperscript{14} in the $k_y - k_z$ direction which is slightly shifted from the Fermi level\textsuperscript{15} and a Fermi-velocity 1.5 that of graphene\textsuperscript{16}. These qualities make Cd$_3$As$_2$ a good candidate for the exploration of Weyl semimetals and three-dimensional Dirac cones.

It has been predicted that a new family of Weyl semimetals including TaAs, TaP, NbAs, and NbP may possess as many as 12 pairs of Weyl points in the Brillouin zone\textsuperscript{151}. Similarly to Cd$_3$As$_2$ the Weyl points appear slightly shifted from the Fermi energy; the Weyl points on the $k_z = 0$ plane appearing at about 2 meV above, and the off-plane Weyl points appearing about 21 meV below the Fermi level.

In order to simply model three-dimensional materials with a linear spectrum, the two by two Weyl Hamiltonian\textsuperscript{151,152,153},

$$\hat{H} = v_F \hat{p} \cdot \vec{\sigma} + IV(x) \quad (11)$$

can be used, where $v_F$ is the Fermi velocity, $\hat{p}$ is the three-dimensional momentum operator, $\vec{\sigma}$ is the Pauli spin matrices, $I$ is the identity matrix and $V(x)$ is an external potential. This Hamiltonian is a two by two matrix similar to that of the graphene Hamiltonian. The exception here is that for Weyl fermions momentum is not limited to the $x$ and $y$ directions. Due to the similarities with the graphene hamiltonian it is reasonable to apply the same theoretical methodologies to Weyl fermions in the hope to provide graphene like properties in a three-dimensional material. This
Hamiltonain produces a three-dimensional graphene-like linear dispersion relation:

\[ E = V \pm v_f \sqrt{k_x^2 + k_y^2 + k_z^2} \]  \hspace{1cm} (12)

\[ = V \pm v_f \bar{k} \]  \hspace{1cm} (13)

Here the \( x \)-dependent potential \( V(x) \) has been replaced by a constant potential \( V \). With the energy eigenvalues of the Hamiltonain, suitable eigenvectors can be selected. These eigenvectors can then be used as wave functions describing charge carriers in a Weyl semimetal and take the form:

\[ \psi = \begin{bmatrix} \psi_1 \\ \psi_2 \end{bmatrix} = \begin{bmatrix} e^{iqx+ik_yy+ik_zz} \\ ae^{iqx+i\theta+ik_yy+ik_zz} \end{bmatrix} \]  \hspace{1cm} (14)

with:

\[ q = \sqrt{\frac{(E-V)^2}{\hbar^2 v_f^2} - k_y^2 - k_z^2} \]  \hspace{1cm} (15)

\[ \alpha = \frac{|E-V| \sin(\phi)}{E - V + |E-V| \cos(\phi)} \]  \hspace{1cm} (16)

and the angles are defined as:

\[ q = \frac{|E-V| \sin \phi \cos \theta}{\hbar v_f} \]  \hspace{1cm} (17)

\[ k_y = \frac{|E-V| \sin \phi \sin \theta}{\hbar v_f} \]  \hspace{1cm} (18)

\[ k_z = \frac{|E-V| \cos \phi}{\hbar v_f} \]  \hspace{1cm} (19)

from spherical co-ordinate theory.

8. Scattering Properties Through a Potential Step

The potential step described in Fig. 5 is a one-dimensional system with two distinct regions. An external potential is applied to both regions creating a scattering system with a reflection point at \( x = 0 \).

In the potential step the initial and final mediums are not identical, therefore the transmission through the system cannot simply be taken to be \( |t|^2 \). Instead the expression for transmission must be obtained from the conservation of probability current \(^{154,155}\).

\[ \frac{d}{dt} |\psi|^2 + \nabla \cdot \mathbf{j} = 0 \]  \hspace{1cm} (20)

As the system here is time independent only the probability current:

\[ \mathbf{j} = \psi^* \sigma \psi \]  \hspace{1cm} (21)
Fig. 5. Diagram of the potential step problem. A potential step is placed in the x-direction with heights \( V_a \neq 0 \) and \( V_b = 0 \). The shaded region shows where hole transport is present. The two independent regions have been labeled as a and b.

needs to be considered. From the continuity equation; the probability current into the system must equal the probability current out of the system. With the wave functions in Eq.(23) and Eq.(24), this results in the following expression for transmission:

\[
T = |t|^2 \frac{\alpha_a \cos (\theta_b)}{\alpha_a \cos (\theta_a)}
\]  

The subscripts \( a \) and \( b \) correspond to the groups of constants for the corresponding region in Fig. 5, the details of how this is obtained has been included in the supplemenry information. With the expression for the transmission probability in Eq.(22) the potential step can now be solved using the wave functions in Eq.(14):

\[
\psi_a = \left[ \left( e^{iq_ax} + re^{-iq_ax} \right) e^{ik_y y} e^{ik_z z} \right]
\]  

where the incident and reflected components have been included. The subscript \( a \) corresponds to region \( a \) in Fig. 5. The wave functions on the right of the step (corresponding to region \( b \) in Fig. 5) only contain a transmitted component and is therefore given as:

\[
\psi_b = \left[ \left( e^{iq_b x} + re^{-iq_b x} \right) e^{ik_y y} e^{ik_z z} \right]
\]  

Then at the interface located at \( x = 0 \), continuity of the wave functions require that \( \psi_a = \psi_b \). Solving these simultaneous equations, with the transmission probability in Eq.(22); results in the equation:

\[
T = \frac{4\alpha_a \alpha_b \cos (\theta_a) \cos (\theta_b)}{\alpha_a^2 + \alpha_b^2 + 2\alpha_a \alpha_b \cos (\theta_a + \theta_b)}
\]  

The full methods used to obtain this have been included in full in the supplementry information. To obtain the plots in Fig. 6 the correct charge carrier directions must be considered. At \( x = 0 \) there is an electron-hole interface, therefore, the right travelling charge in Fig. 5 must be carried by a left travelling hole and a right
travelling electron. To allow for this change in direction the incident angles of the charge carriers must be changed so that \( \theta_h = \pi - \theta_e \) \(^{155}\) where the subscript \( e \) and \( h \) denote an electron or a hole respectively. With these considerations, the result in Eq.(25) perfectly recreates the graphene result for a potential step \(^{154,7}\) when the \( \phi \) dependence is removed.

Fig. 6. Density plots for transmission against energy and incident angle for a potential step. The step shown has the heights \( V_a = 0 \) eV and \( V_b = 0.1 \) eV. (Top) The energy dependence is then shown with \( \phi_a = \pi/2 \). (Bottom) The angular dependence is shown in the step for an energy of 0.05 eV.
The density plots in Fig. 6 show the symmetry between the $\theta_a$ and $\phi_a$ angles and transmission that reduces close to the step height. The top plot in Fig. 6 also shows the angular dependent transmission gap from in graphene appearing in Weyl semimetals.

9. Non-symmetrical Dirac Cones

The materials Cd$_3$As$_2$ and Na$_3$Bi have recently been shown to possess three-dimensional Dirac cones. The experimental results show a Dirac cone with symmetry in the $k_x - k_y$ plane, however, in the $k_x - k_z$ plane there was an asymmetry. This asymmetry may cause these materials to behave differently to symmetrical Dirac cones. To model this asymmetry a scaling factor $\lambda$ can be introduced to $k_z$ so that $k_z \rightarrow \lambda k_z$. With this change the energy momentum relation changes to:

$$E = V \pm v_f \sqrt{k_x^2 + k_y^2 + \lambda^2 k_z^2}$$

The definition of $k_z$ changes to:

$$k_z = \frac{1}{\lambda} \frac{|E - V|}{hv_f} \cos \phi$$

The change in definition of $k_z$ in Eq. (27) will affect the scattering properties of any device constructed from these materials. The plots in Fig. 7 show the transmission probability for a potential barrier from Eq. (??) with $\lambda = 1/3$. The scaling factor $\lambda$ causes the regions of high transmission to reduce and new regions of no transmission are introduced. The resonances that usually occur in the potential barrier become condensed into the reduced regions of transmission. In Fig. 7 the symmetry of resonances is broken, no longer showing circular resonances but a combination of resonance lines and ovals.

10. Comparison with Optics

The linear spectrum of Weyl fermions provides an opportunity for comparison with conventional optics. Unlike an electromagnetic wave the transmission properties of Weyl fermions cannot be entirely separated in the spacial dimensions. In the transmission probability through a barrier for Weyl fermions (Eq. (??)) there is a phase factor from the second wave function component not found in the transmission probability for an electromagnetic wave:

$$T_{\text{optics}} = \frac{4k^2 q^2}{4k^2 q^2 \cos^2(qd) + (k^2 + q^2)^2 \sin^2(qd)}$$

The derivation and definitions for this can be found in the supplementary information. The similarities between $T_{\text{weyl}}$ and $T_{\text{optics}}$ are most obvious when considering that both systems experience resonance under the condition $dq = n\pi$. The resonance condition for the three-dimensional Weyl fermions expands to:

$$E_{\text{weyl}} = V_b \pm hv_f \sqrt{\frac{n^2 \pi^2}{d^2} + k_y^2 + k_z^2}$$
Fig. 7. Density plots for transmission probability against energy and incident angle from Eq. (??) with the modified $k_z$ from Eq. (27). The potential barrier shown has the characteristics $V_a = 0$ eV, $V_b = 0.1$ eV and $\lambda = 1/3$. (Top) The energy dependence is then shown with $\phi_a = \pi/2$. (Bottom) The angular dependence is shown in the step for an energy of 0.05 eV.

and in the optical case:

$$E_{\text{optics}} = \frac{\hbar c n \pi}{\frac{dn}{db}}$$

(30)

Where $n_b$ is the refractive index of the intermediate medium. From the optical rule $q = nk$ the 'refractive index' of Weyl fermions travelling though a potential will be
of the form:

\[ n_{\text{weyl}} = \sqrt{\frac{(E - V)^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}{E^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}} \]  

(31)

However, from the probability current it is known that the transport through a potential barrier for Weyl fermions is band to band. For this reason at energies below the barrier \((E < V)\) a left travelling charge will require a left travelling electron and a right travelling hole. To represent this the refractive wave number comparison must use a different component of the wave function so that \(q = -nk\), resulting in a new refractive index inside the barrier:

\[ n_{\text{weyl}} = \sqrt{\frac{(E - V)^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}{E^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}} \]  

(32)

Which will be negative for all values. Using the rules for electromagnetic waves (stated in the Supplementary Information) a wavelength for the Weyl fermions may be obtained:

\[ \lambda_{\text{weyl}} = \frac{2\pi}{k} = \frac{2\pi}{\sqrt{\frac{(E - V)^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}{E^2 - \hbar^2 v_f^2 (k_x^2 + k_y^2)}}} \]  

(33)

With the expressions for positive/negative refractive indecies and wavelength it is possible to apply further optical analysis to the charge carriers in a Weyl semimetal. In certain conditions the Veselago lens demonstrated for charge carriers in graphene may be possible in three-dimensional materials.

### 11. Density of States

The density of states can be calculated by using the general formula for density of states \(^{161}\):

\[ \rho(E) = \sum_k \delta(E - E_k) \]  

(34)

where \(\delta(x)\) is the Dirac delta-function. Converting sum notation to integration over all momentum:

\[ \rho(E) = \frac{L_x L_y L_z}{8\pi^3} 2 \int_0 \int_0 \int_0 \delta(E - E_k) k^2 dk d\theta d\phi \]  

(35)

With \(L_{x,y,z}\) being the size of the system in the respective dimension. Using the linear spectrum of Weyl fermions this can be converted to integration over energy:

\[ E_k = \hbar v_f k \quad dE_k = \hbar v_f dk \quad k^2 dk = \frac{E_k^2}{\hbar^3 v_f^3} dE_k \]  

(36)
Finally by using the integration rule $\int f(x)\delta(x)dx = f(0)$ the density of states becomes:

$$\rho(E) = \frac{L_x L_y L_z}{\pi \hbar^3 v_f^2} E^2$$

(37)

Unlike in graphene, which has a linear density of states, the density of states for a three-dimensional Weyl semimetal is parabolic due to the additional $k_z$ component.

12. Landauer Formalism

The current through the scattering systems formulated earlier can be calculated with the Landauer formalism for ballistic transport. In this model perfect electron emitters are connected to a scattering device via perfectly conducting wires. The electron emitters emit electrons up to the quasi-Fermi-energy $\mu_L$ and $\mu_R$ into the respective side of the scattering device. In this model the current through the scattering device is given in Ref. 162 as:

$$I = e v_f \frac{dn}{dE} T (\mu_L - \mu_R)$$

(38)

Where $e$ is the electron charge, $v_f$ is the Fermi velocity and $dn/dE$ is the density of states. At a finite temperature the electron emitters inject electrons as described by the Fermi-Dirac distribution:

$$f_{L,R} = f (E - \mu_{L,R}) = \frac{1}{e^{\frac{E - \mu_{L,R}}{k_b t}} + 1}$$

(39)

instead of up to the quasi-Fermi-energies $\mu_L$ and $\mu_R$. Here $k_b$ is the Boltzmann constant and $t$ is the temperature. Using the density of states for Weyl fermions in Eq.(37) and integrating over energy and incident angle produces the $x$-direction current:

$$I_x = I_0 \int_{-\infty}^{\infty} \int_{-\pi/2}^{\pi/2} \int_{0}^{\pi} T(E, \theta, \phi) [f_L - f_R] E^2 \cos(\theta) \sin(\phi) dE d\theta d\phi$$

(40)

With the group of constants $I_0 = \frac{e^2 L_x L_y L_z}{2 \pi^2 v_f^2}$ and $L_{y,z}$ is the length of the system in the respective direction. Additional derivations can be found in the supplementary information. A suitable device has been suggested in Fig. 8; the characteristics of such a device can be seen in Fig. 9-11.

The plot of current against barrier height in Fig. 9 shows oscillations and a sharp drop in current between 0 and 0.2 eV. The drop in current is caused by the low point in transmission (shown at $E = V_g$ in Fig. ??) co-inciding with the energy region contained with the Fermi-Dirac distributions $f_L - f_R$. This will happen when $V_g \approx eV_{sd}$, outside of this region the Fermi-Dirac distributions will be centred around high transmission regions and the current will increase, as shown when $|V_g| > V_{sd}$.

Fig. 9 shows a similar current-voltage curve to a Zener diode with a slight bias to positive voltage. This is again due to the low point of transmission co-inciding
Fig. 8. A simple example of a Weyl semimetal transistor with current-voltage characteristics described by Eq.(40).

with the region contained by the Fermi-Dirac distributions. The bias can be changed to negative voltage by setting $V_g \rightarrow -V_g$, however the plateau caused by the low transmission may be moved by increasing the magnitude of the barrier.

Fig. 9. The gate voltage ($V_g$) dependence on current for a Weyl semimetal transistor from Eq.(40) with $I_0 = \frac{2L_xL_y}{\pi \hbar v_f}$, $V_b = V_g$, $V_{sd} = 0.2$ eV, $d = 100$ nm and $T = 298$ K.

The current steadily increases with temperature in Fig. 11, showing a parabolic dependence. As the temperature increases, less of the ballistic charge carriers will be within the energy range of the potential barrier, as fewer of the charge carriers are scattered by the barrier; the current increases.
Fig. 10. The source-drain voltage \( (V_{sd}) \) dependence on current for a Weyl semimetal transistor from Eq.(40) with \( I_0 = \frac{eL_x L_z}{\hbar v_F^2}, V_b = 0.1 \) eV, \( d = 100 \) nm and \( T = 298 \) K.

Fig. 11. The temperature dependence on current for a Weyl semimetal transistor from Eq.(40) with \( I_0 = \frac{eL_x L_z}{\hbar v_F^2}, V_b = 0.1 \) eV, \( d = 100 \) nm and \( V_{sd} = 0.2 \) eV.

13. Conclusion

Here we have described novel class of topological materials which include two-dimensional crystals (graphene, silicene, germanene, stanene, phosphorene), two and three-dimensional topological insulators and Weyl semimetals. We have described their main outstanding properties including Klein tunnelling and Quantum Spin Hall Effect. For an illustration as an example we have described the scattering properties of a three-dimensional Dirac material, which has a linear dispersion relation such as in Ag\(_2\)Se or Cd\(_3\)As\(_2\) or TaAs and others using a three-dimensional two by two Weyl Hamiltonian.

In particular for Weyl semimetal the transmission properties through a one-
dimensional potential step show angular symmetry between $\theta_a$ and $\phi_a$ at all energies and shares properties with the two-dimensional material graphene. The result for the potential barrier also shares many of the properties of graphene. The reduced result with $\phi_a = \pi/2$ perfectly recreates the two-dimensional graphene result and features similar properties such as angle dependent transmission gap, Fabry-Pérot resonances and Klein tunnelling.

The work here aims to further the understanding of gap-less semiconductors and highlight three-dimensional materials with graphene-like properties, resulting in a guideline for the properties expected from Weyl semimetal devices.
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