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Abstract—Fixed-wing unmanned aerial vehicles (UAVs) can be an essential tool for low cost aerial surveillance and mapping applications in remote regions. There is however a key limitation, which is the fact that low cost UAVs have limited fuel capacity and hence require periodic refueling to accomplish a mission. Moreover, the usual mechanism of commanding the UAV to return to a stationary base station for refueling can result in fuel wastage and inefficient mission operation time. Alternatively, one strategy could be the use of an unmanned ground vehicle (UGV) as a mobile refueling unit, where the UAV will rendezvous with the UGV for refueling. In order to accurately perform this task in the presence of wind disturbances, we need to determine an optimal trajectory in 3D taking UAV and UGV dynamics and kinematics into account. In this paper, we propose an optimal control formulation to generate a tunable UAV trajectory for rendezvous on a moving UGV that also addresses the possibility of the presence of wind disturbances. By a suitable choice of the value of an aggressiveness index that we introduce in our problem setting, we are able to control the UAV rendezvous behavior. Several numerical results are presented to illustrate the reliability and effectiveness of our approach.

Index Terms—Unmanned aerial vehicle, Unmanned ground vehicle, Rendezvous, Nonlinear optimal control, Trajectory optimization.

I. INTRODUCTION

FIXED-wing unmanned aerial vehicles (UAVs) are essential components of remote monitoring applications like surveillance, mapping, aerial photography, where the UAVs need to cover large regions. Typical UAVs used for these applications are of low cost with limited fuel capacity and hence require periodic refueling to accomplish the mission. In these scenarios, airborne docking for mid-air refueling may play an important role and has become recently a major research area, see e.g., [1], [2], [3]. However, the wake effects of the tanker on the UAV makes the analysis and design of the control scheme particularly challenging. In [4], [5], a passive towed cable system is used to retrieve the UAV, thus avoiding wake phenomena. On the other hand, a robust vision tracking method is required for the UAV to overcome some hardware limitations of the vision system (mostly when the UAV gets closer to the drogue). The most simple solution is to deploy an immobile base station in a fixed location to oversee the operation and to refuel the UAVs, as shown in Figure 1a. The base station may be located at a distant which diminishes the utility of the UAVs fuel per mission. Instead of an immobile unit, an unmanned ground vehicle (UGV) can be deployed that can refuel the UAVs at different locations, and hence reducing the UAV refueling time, which increases the coverage area per refuel as shown in Figure 1b. In order to accomplish this capability, there is a need to develop techniques for UAV rendezvous with the moving UGV.

Cooperative UAV and UGV teams have been previously used for several surveillance applications. For instance, the UAV can provide useful information (e.g., data from aerial images) to the UGV for path planning and target detection [6], [7], [8], [9]. In a different application, Tokekar et al. [10] used an UAV to acquire points of nitrogen sampling in a field and the UGV used these points to create a path of one-in-a-set. In this paper, we are concerned about using the UGV as a refueling mobile station and hence the UAV needs to generate a trajectory such that it can rendezvous with the moving UGV.

The UAV, UGV rendezvous can be considered either as a docking or landing problem. Aerial rendezvous between multiple aircrafts for refueling [11], [12] and formation flight [13], [14], [15] are related but the type of vehicles taken into account are not the same and the rendezvous typically is in 2D, unlike the landing, which is in 3D. Carnes et al. [16] developed an auto-takeoff and auto-landing capabilities for a low-cost UAV, which is essential for many of the envisioned applications. Nonetheless, the trajectories are not optimized, which is one of the key contributions of this paper. Kim et al. [17] developed a vision based net-landing controller for a UAV.
The controller is based on pure-pursuit guidance law. Daly et al. [18] developed a landing controller for a quad-rotor which can hover and land on a moving vehicle. However, landing using a fixed-wing aerial vehicle instead of a quad-rotor onto a moving vehicle is much more challenging [19]. Another relevant literature is the rendezvous/landing guidance with impact angle constraints where the impact angle is the angle about which the landing or rendezvous takes place [20], [21], [22], [23]. In those works, the trajectories are not optimized.

The contributions of this paper are as follows. First, we propose an optimization-based strategy for the generation of optimal UAV rendezvous trajectory onto a moving UGV. In order to generate realistic rendezvous trajectories, the strategy has to explicitly take into account the dynamics and kinematics of the UAV and UGV. The coupled UAV-UGV dynamics and the constraints arising from the rendezvous maneuver make the design of the strategy complex. We set up the rendezvous optimal control problem in terms of a suitable error dynamics which describe the coupled dynamics. The error dynamics make the analysis and design of the rendezvous strategy simpler, because the key for achieving successful rendezvous is that the error coordinates are zero at the rendezvous point. Second, we identify an aggressiveness index in our rendezvous optimal control problem which allows us to control the UAV rendezvous behavior. The aggressiveness index is based on the performance limitations of the UAV (i.e., the constraint limits on the state, input variables), thus allowing us to compute aggressive trajectories (several dynamic constraints are active while the UAV is approaching the UGV) or very smooth ones. The proposed optimal solution framework for the UA V-UGV rendezvous can be seen as a framework which allows one to select (in form of tuning knob) the type of UAV trajectory. Finally, through numerical computations, we show the effectiveness of our approach and discuss a set of interesting features of the rendezvous trajectories. We provide an application scenario in which we validate the proposed strategy. Given the (local) optimal trajectory, the flight path angle, the course angle, the ground speed, and the desired altitude are set as reference signals to the autopilot of a complete six-degrees-of-freedom, twelve-state equations of motion, UAV model, [24]. We show that the aggressive trajectory of the 3D point mass model is “close” to the trajectory of the complex UAV model. A preliminary work on the UAV-UGV rendezvous problem was proposed by the authors in [25]. In this paper, we have extended the framework to address wind disturbances in the UAV-UGV coupled error dynamics, and have reformulated the optimal control problem by introducing an aggressiveness index term through which the complete UAV rendezvous behavior can be controlled with the 13 terms used in [25], and we have carried out numerical computations analyzing the effect of the aggressiveness index.

The rest of the paper is organized as follows. In Section II, we propose the optimal control formulation for the UAV-UGV rendezvous. In Section III, we describe the optimal control based strategy for effectively solving the rendezvous optimal control problem. This technique is evaluated through numerical computations and illustrated in Section IV. The conclusions are given in Section V.

II. PROBLEM FORMULATION

In this section, we address the fixed-wing UAV and UGV rendezvous problem in which the latter is moving in a plane. We first introduce the equations of motion for UAV and UGV, and outline the constraints. Next, we describe the UAV and UGV dynamics with respect to a suitable error dynamics (i.e., the velocity frame of the UGV). We then formulate the rendezvous problem with respect to the coupled UAV-UGV dynamics. In Appendix, Table I describes a list of the symbols used in the paper.

A. UAV dynamic model

We use a 3D point mass model for the aerial vehicle [24]. The six DOF equations of motion can be written as

\[ \begin{align*}
\dot{x}_A &= v_A \cos \chi_A \cos \gamma_A, \\
\dot{y}_A &= v_A \sin \chi_A \cos \gamma_A, \\
\dot{z}_A &= -v_A \sin \gamma_A, \\
\dot{v}_A &= \frac{u_1 - D}{m} - g \sin \gamma_A, \\
\dot{\chi}_A &= \frac{1}{v_A} \left( \frac{L \cos \phi_A}{m} - g \cos \gamma_A \right), \\
\dot{\psi}_A &= \frac{1}{v_A} \left( \frac{L \sin \phi_A \cos (\chi_A - \psi_A)}{m} \right),
\end{align*} \tag{1} \]

where, \( L = \frac{1}{2} \rho v_A^2 SC, \) \( D = \frac{1}{2} \rho v_A^2 SD, \) and \( C_D = C_{D0} + \frac{R_D}{L} \). The airspeed, \( v_A \), and the ground speed, \( v_A \), are related by

\[ \begin{align*}
v_A \cos \chi_A \cos \gamma_A &= v_a \cos \psi_A \cos \gamma_a + w_x, \\
v_A \sin \chi_A \cos \gamma_A &= v_a \sin \psi_A \cos \gamma_a + w_y, \\
-v_A \sin \gamma_A &= -v_a \sin \gamma_a + w_z.
\end{align*} \tag{2} \]

where \( w_x, w_y \) and \( w_z \) are the wind components in the inertial frame. Exploiting the wind triangle, see Figure 2, the airspeed, the heading angle, and the air-mass-referenced flight path angle are given by

\[ v_a = \left[ v_A^2 - 2v_A (w_x \cos \chi_A \cos \gamma_A + w_y \sin \chi_A \cos \gamma_A - w_z \sin \gamma_A) + v_w^2 \right]^{1/2}, \]

\[ \gamma_a = \arcsin \left( \frac{v_A \sin \gamma_A + w_x}{v_a} \right), \]

\[ \psi_A = \chi_A - \arcsin \left( \frac{-w_x \sin \chi_A + w_y \cos \chi_A}{v_a \cos \gamma_a} \right). \]

We consider three control inputs for the UAV: \( u_1 = T, \) \( u_2 = \phi_A, \) and \( u_3 = C_L. \) In particular, we act on the thrust of the vehicle to affect the airspeed of the UAV. The \( w_z \) is the roll rate by which the UAV heading angle and the flight path angle are updated. The \( u_3 \) is the lift coefficient, which we assume to operate in the linear region and hence it is considered to be approximately a linear function of the angle of attack \( \alpha \) [24].

We consider that the UAVs have state and input constraints as follows. The airspeed, \( v_a \), the load factor, \( n_{tf} = \frac{m g}{m g}, \) and the flight path angle, \( \gamma_A \), are bounded by \( v_{min} \) and \( v_{max}, \)

\[ v_{min}, v_{max}, n_{tf}, \]
\(\eta_{lf \text{ min}}\) and \(\eta_{lf \text{ max}}\), \(\gamma_{\text{min}}\) and \(\gamma_{\text{max}}\), respectively. The thrust is constrained to be positive and less than the maximum value \(u_{1\text{ max}}\). Moreover, the roll angle, the roll rate, and the lift coefficient are bounded in module by \(\phi_{\text{max}}, u_{2\text{ max}}, u_{3\text{ max}}\), respectively. More specifically, the following state and input constraints are imposed on the model:

\[
\begin{align*}
0 \leq u_1 & \leq u_{1\text{ max}}, \\
|\phi_A| & \leq \phi_{\text{max}}, \\
|u_2| & \leq u_{2\text{ max}}, \\
|u_3| & \leq u_{3\text{ max}}.
\end{align*}
\]

The UAV parameters, aerodynamic coefficients and the constraint parameters used in the paper are given in Appendix.

**B. UGV dynamic model**

We model the UGV as a 2D point mass model [26]. In this case, the equations of motion are

\[
\begin{align*}
\dot{x}_G &= v_G \cos \chi_G, \\
\dot{y}_G &= v_G \sin \chi_G, \\
v_G &= a_{\text{lon}}, \\
\dot{\chi}_G &= v_G \sigma_G. \\
\end{align*}
\]

We recall that the UGV can move on a pre-determined path as the one shown in Figure 1b. Therefore, we take the control input of the UGV to be the longitudinal acceleration, \(u_t = a_{\text{lon}}\). The lateral acceleration can be written as \(a_{\text{lat}} = v_G^2 \sigma_G\), where \(\sigma_G\) is the (fixed, albeit time varying) path curvature [27]. Note that we describe the UGV curvature as a function of the path coordinate (or arc length coordinate) \(s_G(t) = \int_0^t \sqrt{\dot{x}_G(\tau)^2 + \dot{y}_G(\tau)^2} d\tau\). In other words, the UGV can accelerate/decelerate along the fixed path defined by the curvature.

Due to the tire-road force interaction, the vehicle acceleration is limited by the so-called friction circle (more generally friction ellipse) [28]. Here, we take into account a circular acceleration constraint: the acceleration has to be less than or equal to \(a_{\text{max}}\), i.e.,

\[
a_{\text{lon}}^2 + a_{\text{lat}}^2 \leq a_{\text{max}}^2.
\]

![Fig. 2. The wind triangle.](image)

**C. Error dynamics**

From Figure 3, one can conclude that the coordinates of the aerial vehicle expressed in the inertial frame, \(p_A = [x_A, y_A, z_A]^T\), can be defined with respect to the position of the ground vehicle, \(p_G = [x_G, y_G, z_G]^T\) as

\[
p_A = p_G + R_z(\chi_G)e,
\]

where \(e = [e_x, e_y, e_z]^T\) is the error vector expressed in the body-frame of the UGV and

\[
R_z(\chi_G) = \begin{bmatrix} \cos\chi_G & -\sin\chi_G & 0 \\ \sin\chi_G & \cos\chi_G & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

is the rotation matrix transforming vectors from the error frame (i.e., the velocity frame of the UGV) into the inertial frame. It is worth noting that, since the altitude of UGV is constant and equal to zero (\(z_G = 0\)), the vertical error coordinate is equal to the altitude of the UAV, i.e., \(e_z = z_A\).

Next, we compute the expression of \(\dot{e} = [\dot{e}_x, \dot{e}_y, \dot{e}_z]^T\). By differentiating (6) with respect to the time \(t\), we get

\[
\dot{p}_A = \dot{p}_G + \begin{bmatrix} -\sin\chi_G & -\cos\chi_G & 0 \\ \cos\chi_G & -\sin\chi_G & 0 \\ 0 & 0 & 0 \end{bmatrix} \chi_G e + R_z(\chi_G) \dot{e}.
\]

By using the kinematics of the UAV, (1), and the UGV, (4), equation (7) becomes

\[
\dot{e} = R_z(\chi_G)^T R_z(\chi_A) R_y(\gamma_A) \begin{bmatrix} v_A \\ 0 \\ 0 \end{bmatrix} - \begin{bmatrix} (1 - e_y \sigma_G)v_G \\ e_z \sigma_G v_G \\ 0 \end{bmatrix}.
\]

Equation (8) describes the kinematic position error of the UAV with respect to the UGV. Defining the course angle error as \(e_x = \chi_A - \chi_G\), the speed error as \(e_v = v_A - v_G\), the flight path error as \(e_{\gamma} = \gamma_A\), and the roll error as \(e_{\phi} = \phi_A\), the coupled nonlinear system (1), (4), can be written with respect to the new set of coordinates \((x, u) =

![Fig. 3. Error space frames and the fixed-wing UAV body frame.](image)
\[(e_x, e_y, e_z, e_v, e_r, e_\phi, v_G, s_G, u_1, u_2, u_3, u_4) \text{ as}
\begin{align*}
\dot{e}_x &= (e_v + v_G) \cos e_\chi \cos e_\gamma - (1 - \sigma_G e_y) v_G, \\
\dot{e}_y &= (e_v + v_G) \sin e_\chi \cos e_\gamma - e_x \sigma_G v_G, \\
\dot{e}_z &= -(e_v + v_G) \sin e_\gamma, \\
\dot{e}_v &= \frac{u_1 - D}{m} - g \sin e_\gamma - u_4, \\
\dot{e}_\gamma &= \frac{1}{(e_v + v_G)} \left( \frac{L \cos \phi_A \cos e_\gamma}{m} \right), \\
\dot{e}_\chi &= \frac{1}{(e_v + v_G)} \left( \frac{L \sin \phi_A \sin e_\gamma}{m} \right) - \sigma_G v_G, \\
\dot{e}_\phi &= u_2, \\
\dot{e}_G &= u_4, \\
\dot{s}_G &= v_G.
\end{align*}

Given the coupled UAV-UGV dynamics (9) and the constraints (3) and (5), we introduce two additional constraints. First, the vertical error coordinate, \(e_z\), must be non positive, to avoid a potential collision of the UAV with the ground (since the UGV altitude is zero). Second, for the physical docking at the rendezvous point, we need to define a constraint on the course angle error, \(e_\chi\). Specifically, the following two constraints are taken into account:

\begin{align}
& e_z \leq 0, \quad (10a) \\
& |e_\chi| \leq \left( \frac{e_x}{e_z} \right)^2 + \left( \frac{e_y}{e_z} \right)^2 + \left( \frac{e_v}{e_z} \right)^2 + \bar{e}_\chi. \quad (10b)
\end{align}

It is worth noting that, due to the presence of the error coordinates \(e_x, e_y, e_z\) in the right hand side of (10b), if the UAV is far away from the UGV, the course angle error is bounded by a large positive number. On the other hand, at the rendezvous point, i.e., when the kinematic error components \(e_x, e_y, e_z\) are zero, the course angle error is just bounded by the given tolerance \(\bar{e}_\chi > 0\). This constraint formulation allows us to guide the UAV and the UGV so that a successful rendezvous is achieved guaranteeing a suitable bound on the course angle error.

\[D. \text{ Optimal control problem: a trajectory tracking approach for rendezvous}\]

We now formulate the rendezvous problem with respect to the coupled UAV-UGV dynamics (9). Motivated by the application scenario depicted in Figure 1b, we assume that the path of the UGV and the time interval for rendezvous are given. Specifically, the UGV can move along a fixed path based on the specific scenario (e.g., a pre-determined area is assigned for docking or landing task). The time interval for rendezvous enables the UGV to create a schedule for service different vehicles operating in the same area. For this purpose, the UAV must land onto the UGV between a given time interval \([t_0, T]\). Moreover, the UAV is considered to be aligned with the UGV at the beginning of the rendezvous maneuver (i.e., the longitudinal and lateral position errors are zero at time \(t_0\)). By setting this initial condition, we are able to estimate the time to rendezvous which is an important performance feature of the UAV-UGV trajectory.

In order to accomplish a successful rendezvous, we address the problem of computing rendezvous trajectories by using a nonlinear least squares trajectory optimization technique. Specifically, we consider the following optimal control problem

\[
\min_{x(\cdot), u(\cdot)} \frac{1}{2} \int_{t_0}^{T} \left( \|x(\tau) - x^d(\tau)\|_Q^2 + \|u(\tau) - u^d(\tau)\|_R^2 \right) d\tau + \frac{1}{2} \|x(T) - x^d(T)\|_{P_1}^2
\]

(subj. to (9), dynamics constraints (3), (5), (10), state/input constraints)

where \((x^d(\cdot), u^d(\cdot))\) is a desired curve, \(t_0\) and \(T\) are fixed, and \(Q, R, P_1\) are positive definite weighting matrices. We address problem (11) numerically by using the projection operator based Newton method for trajectory optimization (PRONTO) with barrier function relaxation, see [29], [30] or [31] for the details. PRONTO is a direct method for solving continuous time optimal control problems. When initialized with a suitable initial trajectory, PRONTO exhibits quadratic convergence rate to a local minimizer that satisfies the second order sufficient conditions for optimality. However, a naive choice of the desired curve and the initial trajectory may lead the algorithm converge to a (local) optimal trajectory that is too far from the desired curve and, therefore, prevent the successful rendezvous between the UAV and the UGV. We mitigate this issue by proposing a novel optimization-based strategy for the design of a suitable desired curve. The desired curve is based on trimming trajectories of the UAV, i.e., the set of trajectories that can be performed using appropriate constant inputs [24]. Moreover, in order to generate a tunable UAV-UGV trajectory, we propose an aggressiveness index based on the maximum UAV capability. The combination of these two features (i.e., design of the desired curve and choice of the aggressiveness index) allows us to effectively solve the optimal control problem (11) and generate UAV-UGV trajectories which are representative of the actual vehicles behavior. Notice that a detailed description of PRONTO goes beyond the scope of this paper, while we are interested to show the effectiveness of the rendezvous strategy for the generation of optimal UAV-UGV rendezvous trajectory.

\[III. \text{ Rendezvous Strategy Based on a Trajectory Optimization Technique}\]

In this section, we describe the optimal control based strategy for UAV-UGV rendezvous.

Specifically, we propose a rendezvous strategy based on the following two features: i) define a suitable aggressiveness index based on the maximum UAV capability; ii) choose a desired state-input curve \((x^d, u^d)\) based on the decoupled UAV-UGV dynamics.

First, we introduce the aggressiveness index. The fixed UAV path is described by the path coordinate \(s_G \in [0, s_f]\), where \(s_f\) defines the maximum space for the execution of the rendezvous maneuver. Let \(s_r\) be the desired space for the rendezvous maneuver, such that \(0 < s_r \leq s_f\). Within the
In order to achieve smooth “docking”, the UAV has to decelerate from the initial speed, \( v_0 \), to the final speed, \( v_f \), with \( v_{\text{min}} \leq v_f < v_0 \). To this end, we set the desired speed profile as follows
\[
v^d(s_G) = v_0 + \frac{v_f - v_0}{s_r} s_G, s_G \in [0, s_r].
\]

The speed profile \( v^d \) is used to time parametrize the path and generate the desired curve for the optimal control problem (11). In particular, given the space-dependent desired vertical error (13) and speed profile (14), the corresponding time-dependent desired vertical error and speed profile can be calculated by integrating \( dt = ds_G / v^d \), i.e.,
\[
t(s_G) = \int_0^{s_G} ds_G / v^d.
\]

Now, it is straightforward to compute the desired rendezvous time as a function of the aggressiveness index:
\[
T^d = t(s_r) = \frac{s_r}{(v_f - v_0)} \ln \frac{v_f}{v_0}.
\]

As expected, increasing the aggressiveness index, the desired rendezvous time decreases, see Figure 5b. It is worth noting that, since the desired speed is strictly greater than zero (note that \( v_f > 0 \) and \( v_0 > 0 \)), the mapping \( s_G \mapsto t(s_G) \) is strictly increasing, so that \( t(s_G) \) is well defined.

Given the desired vertical error, UGV speed profile, and rendezvous time, next we choose the remaining state and input components of the desired curve. For successful rendezvous, the desired longitudinal and lateral error coordinates, \( (\epsilon^d_x, \epsilon^d_y) \), course angle error, \( \epsilon^d_C \), speed error, \( \epsilon^d_v \), roll error, \( \epsilon^d_R \), and path flight error, \( \epsilon^d_d \), are set to zero. The desired thrust and lift coefficient are chosen by exploiting UAV trim conditions [24]. In particular, assuming the UAV is in forward flight and constant-altitude flight (i.e., \( \gamma_A = 0 \), \( \phi_A = 0 \)) with the desired UGV speed profile \( v^d_G \), and under trim conditions (i.e., \( \hat{v}_A = \gamma_A = 0 \) in (1)), we have
\[
\begin{align*}
\epsilon^d_x &= \frac{2mg}{\rho S v^2_a}, & \epsilon^d_y &= \frac{1}{2\rho v^2_a} S(C_{D_0} + K_{D/L} C^d_L), & \epsilon^d_C &= 0, & \epsilon^d_v &= 0, \\
\epsilon^d_R &= 0, & \epsilon^d_d &= 0.
\end{align*}
\]

where the desired airspeed, \( v^d_a \), is obtained from the desired speed profile and the wind triangle relation (2). In order to set the desired thrust and lift coefficient, the wind speed and direction are assumed constant and known to the optimization solver (the wind can be estimated from sensors available in
an autopilot module [32]). The desired UAV roll rate, \( u_2^d \), and the desired UGV acceleration, \( u_3^d \), are set to zero.

It is worth noting that, through the definition of the desired vertical error coordinate (13), the rendezvous problem (11) is parametrized by the aggressiveness index. The main motivation to use the aggressiveness index is twofold: predict the time-to-rendezvous (i.e., equation (16)) and provide a tool in form of tuning knob (we recall that \( k_{aggr} = [0, 1] \)) which allows one to specify the aggressiveness of the UAV trajectory.

Now, with the desired curve in hand, we design the trajectory to initialize PRONTO as follows. The UAV is in forward flight, constant-altitude flight equal to \( z_0 \), and constant speed profile equal to the initial speed \( v_0 \). The UGV is traveling along the pre-determined path with constant speed equal to \( v_0 \). Given the initial UAV and UGV trajectories, the initial trajectory for the coupled UAV-UGV dynamics (i.e., it satisfies (9)) is obtained by using (6).

We highlight that the desired curve is not a trajectory (it does not satisfy the coupled UAV-UGV dynamics) whereas the initial trajectory is a non-aggressive maneuver, which is easy to compute. This is an important point of the strategy. The desired curve is in fact a guess and we leave the results. For both scenarios, the rendezvous maneuver starts at \( t = 50 \) sec. The initial ground speed is 18m/s and the final rendezvous speed is set to \( 1.15v_{\text{min}} \). We assume planar wind field with wind components \((w_x, w_y, w_z) = (-4.33, 2.5, 0)\). It is worth noting that, differently from the approach proposed in [25], we do not tune the 13 terms in the weighing matrices (they are the same for all the computations). In order to control the aggressiveness of the (local) optimal trajectory, we modify only one parameter, i.e., the aggressiveness index \( k_{aggr} \).

### IV. Numerical Computations

We illustrate the proposed UAV-UGV rendezvous strategy using numerical computations. We start with a relatively simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motivated by the scenario in Figure 1b, we take into account a simple benchmark scenario: the UAV is landing onto the UGV which is moving along a straight line path. Then, motiva

\[ x_A, y_A, z_A = (0, 0, -50), \] \[ \chi_A = \frac{\pi}{4}, \] \[ \phi_A = 0, \] \[ r_A = 0, \] \[ x_G, y_G, z_G = (0, 0, 0), \] \[ \chi_G = \frac{\pi}{4}, \] \[ \phi_G = 0. \]

The maximum space for the execution of the rendezvous maneuver is \( s_f = 2000 \) m. We run PRONTO based on the rendezvous trajectory generation strategy for aggressiveness index equals to \( k_{aggr} = 0 \). The local optimal trajectory is shown in Figures 6 and 7.

In Figure 6, we show the (local) optimal 3D path traversed by the UAV to rendezvous with the UGV. The (local) optimal UAV path is soft: the UAV height is reduced gradually.

This soft feature is also evident from the trajectory shown in Figure 7. Indeed, the vertical error coordinate and the flight path angle vary smoothly, Figures 7a and 7c, and the constraints on thrust, flight path angle, coefficient lift, and normal load are never active, Figures 7d, 7e, 7f. We can also observe that the (local) optimal thrust is different from the desired one, see Figure 7d. Such a difference is due to the fact that the desired curve is based on trim conditions (i.e., speed transition in forward flight and constant altitude, see (17)) and, thus, does not take into account the change in the flight altitude as well as important dynamic features. Finally, we highlight that the rendezvous time is 126.7 sec (note that \( v_x = -0.1 \) m/s for \( t = 176.7 \) sec, see Figure 9a) and the desired rendezvous time is \( T^d = 126.5 \) sec, see (16).

We run the rendezvous trajectory generation strategy for aggressiveness index equals to \( k_{aggr} = \{0.25, 0.5, 0.75, 1\} \) and we compare the (local) optimal trajectories in Figure 8 for the sake of completeness, we include the rendezvous trajectory obtained with \( k_{aggr} = 0 \). For \( k_{aggr} = 1 \) the (local) optimal UAV path (blue line in Figure 8a) is aggressive. By aggressive, we mean that the several constraints are active during the rendezvous maneuver. Indeed, the thrust is zero for almost all the rendezvous maneuver, Figure 8d, and the constraint on the normal load is active at the beginning of the maneuver, Figure 8f. Moreover, we observe a (relative) high speed error during the maneuver, Figure 8b. Such a difference in the ground speed between the UAV and the UGV is due to the wind (which affects only the UAV) and the fact that the airspeed is constrained.

Next, we highlight two interesting features of the (local) optimal trajectory for \( k_{aggr} = 1 \). First, at the beginning of the rendezvous maneuver, the UAV decreases the thrust and, at the same time, increases the lift coefficient (see the kink at about \( t = 50 \) sec in Figure 8e, blue line). In this way, the airspeed decreases at about \( t = 50 \) sec and, immediately after, increases thus reaching its maximum value. Such aggressive maneuver allows the UAV to take a steep dive towards the UGV as shown.
Fig. 7. Rendezvous on a straight line path for $k_{aggr} = 0$ (a) vertical error coordinate, (b) error speed, (c) error flight path angle, (d) thrust, (e) coefficient lift, and (f) load factor. Constraints are in dashed line.

Fig. 8. Rendezvous on a straight line path (a) vertical error coordinate, (b) error speed, (c) error flight path angle, (d) thrust, (e) coefficient lift, and (f) load factor for $k_{aggr} = \{0, 0.25, 0.5, 0.75, 1\}$. Constraints are in dashed line.
in Figure 8a. Second, once the UAV ground-speed reaches the desired value of 13.8 m/s (i.e., $1.15v_{\text{min}}$), the UAV needs to maintain this speed and hence it requires thrust which is increased from zero to the desired value as shown in the Figures 8d. Similar behavior is observed in the lift coefficient, Figure 8e. Such a maneuver allows the UAV to reach the UGV without overshooting, thus ensuring the feasibility of the trajectory (i.e., it satisfies the constraints (10)), see Figure 8a and the zoom in Figure 9e at about 90 sec. In Figure 10 we show the trajectory of the UAV in the $x-z$ space. Starting from the constant descent flight (steep glide) to the rendezvous conditions, $e_z^d = 0$, the UAV approaches the UGV with i) a very smooth altitude profile and ii) with negligible vertical velocity. From $x \in [1110, 1180]$, the trajectory resembles the flare maneuver. [33]

Finally, the sequence of rendezvous time is 82.9 sec, 61.8 sec, 52.4 sec, 46.52 sec for $k_{aggr} = 0.25, 0.5, 0.75, 1$, respectively. Comparing the rendezvous time with the desired one predicted by (15), we observe a good matching except for the case $k_{aggr} = 1$. In fact, due to the transient behavior at the end of the aggressive maneuver, the optimal rendezvous time is 46.52 sec (note that $e_z = -0.1$ for $t = 96.52$ sec, see Figure 9e), yet the desired rendezvous time is 40.31 sec.

It is worth highlighting the effect of the right turn on the rendezvous maneuver. In order to minimize the lateral error coordinate, the UAV turns by rolling, see Figure 13b. However, the UAV is not able to track exactly the UGV. The lateral error coordinate is no zero and the constraint on the roll angle is never active, see Figures 13a and 13b. This is due to the fact that the constraint on the load factor becomes active (see Figure 12f) before the roll angle reaches its maximum value. Indeed, in constant descent flight conditions (i.e., $\dot{\gamma}_A = 0$ and $\gamma_A < 0$), the lift must be equal to $mg\cos\gamma_A / \cos\dot{\gamma}_A$ and the load

---

**B. Rendezvous with coupled longitudinal and lateral motion**

In this scenario, the UGV is moving along a circuit as the one mentioned in the Introduction. In particular, we take into account a section of the circuit shown in Figure 1b which is composed by $90^\circ$ turn with a radius of 35 m and straights of 1200 m before and after the turn, see Figure 11. The initial position of the UAV is $(x_A, y_A, z_A) = (0, 0, -50)$, the orientation is $\chi_A = 0$, and flight angle and roll angle are $\gamma_A = 0$, $\phi_A = 0$, respectively. The initial position and orientation of the UGV are $(x_G, y_G, z_G) = (0, 0, 0)$ and $\chi_G = 0$, respectively.

We run the rendezvous trajectory generation strategy for aggressiveness index equals to $k_{aggr} = \{0, 0.25, 0.5, 0.75, 1\}$ and we compare the (local) optimal trajectories in Figures 11 and 12.

As in the previous computations, we are able to control the aggressiveness of the UAV trajectory. Thus, for $k_{aggr} = 1$ (blue line in Figures 11 and 12) several constraints are active. For $k_{aggr} = 0$, the UAV height is reduced gradually thus highlighting the soft feature of the local optimal trajectory (green line in Figures 11 and 12).

---

**Fig. 9.** The vertical error coordinate when the UAV is approaching the UGV for different $k_{aggr}$.

**Fig. 10.** Rendezvous on a straight line path for $k_{aggr} = 1$: the $x-z$ trajectory (green line) for the fixed-wing UAV (in blue). The red lines indicate the thrust, scaled according to the thrust value.

**Fig. 11.** Three dimension path of the UAV for a complex scenario for different $k_{aggr} = \{0, 0.25, 0.5, 0.75, 1\}$. 
respectively, as predicted by (16).

111 time. The sequence of rendezvous time is exactly the same time
is constrained by \( n \) factor becomes \( n_{lf} = \frac{\cos \gamma_{A}}{\cos \phi_{A} \cos \gamma_{A}} \), which turns out to be less than \( \phi_{\text{max}} \). This explains the no-zero lateral error coordinate.

This computation allows us to highlight the coupled UAV-UGV dynamics. Indeed, for \( k_{agg} = 1 \), the UAV roll reaches 18deg (as discussed before, its maximum value) and the UGV lateral acceleration is at the maximum value, \( a_{\text{max}} \), at exactly the same time \( t = 73.8 \text{sec} \), see Figure 13b and 13c, respectively.

Finally, although the desired curve is based on the decoupled UAV-UGV dynamics, we are able to predict the rendezvous time. The sequence of rendezvous time is 111.8sec, 86.9sec, 71.1sec, 60.3sec, 52.1sec for \( k_{agg} = 0, 0.25, 0.5, 0.75, 1 \), respectively, as predicted by (16).

\[ C. \text{Simulations with high fidelity UAV model} \]

The proposed optimization-based strategy allows us to efficiently solve the rendezvous problem with a low computational effort by using a suitable vehicle model (introduced in Sections II-A), which still captures the main features of a real UAV. Next we validate our results by providing the optimal trajectory obtained from the PRONTO solver to a complex UAV model under time varying wind disturbances.

In particular, we use a complete 6-DOF dynamic model based on a Zagi flying wing airplane, [24]. This model is based on a fairly complex UAV model: six-degree-of-freedom, twelve-state equations of motion with quasi-linear aerodynamic and propulsion models, including low-level controllers (i.e., autopilot). Given the computed (local) optimal trajectory
Fig. 14. Simulation on a 6-DOF, 12-state equations of motion, Zagi flying wing aircraft (complex model) by using the optimal values obtained by the PRONTO solver as reference signals. Comparison between the 3D point mass model (green line) and the complex model (dashed blue line): roll (a), pitch (b) and yaw (c) angles, height (d), ground speed (e), thrust (f). In (g), (h), and (i) the roll rate, pitch rate and yaw rate, respectively, of the complex model.

for the straight line scenario, $k_{aggr} = 1$ (shown in Figure 8, blue lines), the flight path angle, course angle, air-speed, and altitude are set as reference signals to the autopilot of the complex UAV model. The response of the UAV for the complete flight mission is shown in Figure 14. We can see that the UAV tracks the reference values very well. For example, we observe that the altitude error is less than 0.3m, see Figure 14d. However, some differences between the 3D point mass model and the complex model trajectories can be observed. This is due to the fact that the complex model has controller delays and saturations, complex aerodynamics and propulsion features playing during the flight. This is confirmed by the thrust profile shown in Figure 14f. For the complex vehicle model, we show the force due to thrust that is $F_{thrust} = \frac{1}{2} \rho S_{prop} C_{prop} \left((k_{motor}\delta_t)^2 - v_{a}^2\right)$, [24], where $\delta_t$ is the control input for the throttle deflection. In order to track the desired airspeed, the thrust has to compensate the drag force which takes into account additional terms due to pitch rate and elevator (which are not part of the 3D point mass model). Finally, we highlight that, during the landing phase, the UAV is aligned along the UGV path and hence the main components that are involved during this landing phase are the altitude, pitch and the ground speed. From the Figures 14g, 14h, 14i, we can see that roll and yaw angular rates are almost zero and hence their contribution during the landing phase is negligible. The only contribution comes from the pitch rate which has effect on the flight path angle. The results confirm that the computed rendezvous trajectories of the 3-D point mass model are “close” to the trajectories of the complex 6-DOF dynamic model based on a Zagi flying wing airplane. This comparison gives a strong evidence of the efficiency of our strategy in dealing with the rendezvous problem.
In this paper we proposed an optimal control approach for the refueling problem of fixed-wing UAVs using a UGV as a refueling unit. We provided a rigorous optimal control problem formulation for UAV rendezvous with the moving UGV and we addressed the optimal control problem by using a trajectory-tracking approach. Based on a nonlinear optimal control solver, we proposed an optimal control based strategy which allows us to compute optimal feasible trajectories for both UAV and UGV. By changing the aggressiveness index in our proposed strategy, we are able to compute aggressive trajectories (i.e., several constraints are active while the UAV is approaching the UGV) or very smooth ones. A key property of the proposed approach is that we are able to predict and, therefore, select (in form of tuning knob) the time to rendezvous, which is an important performance feature of the UAV trajectory. We provided numerical computations showing the effectiveness of the proposed approach. We have validated the results by using a fairly complex UAV model, [24]. The combination of the proposed rendezvous problem with the proposed strategy has been found to perform well in the presence of unmodeled dynamics. Future directions of research will include field tests where the obtained optimal trajectories are feed as reference trajectories to the trajectory tracking algorithms that are running on the vehicles to perform the rendezvous task. Another direction could be to include the UGV path into the problem formulation for jointly designing the trajectories for UAV and UGV and which could be useful for applications like UAV landing on the UGV taking terrain restrictions into account. Further extension can also include UGV motion on a terrain.

V. CONCLUSIONS

The UAV parameters are based on the “Zagi” flying wing [24]: \( m = 1.56 \) kg, \( S = 0.2589 \) m\(^2\), \( b = 1.4224 \) m, \( C_D\) = 0.01631, \( k_{D/L} = 0.04525\), \( \rho = 1.225 \) kg/m\(^3\). The minimum and maximum airspeed, normal load, maximum thrust, roll angle, and coefficient lift are set as follows: \( v_{\text{min}} = 12 \) m/s, \( v_{\text{max}} = 20 \) m/s, \( n_{l_{\text{min}}} = 0.95\), \( n_{l_{\text{max}}} = 1.05\), \( \gamma_{\text{min}} = -6 \) deg, \( \gamma_{\text{max}} = -10 \) deg, \( \phi_{\text{max}} = 24 \) deg, \( u_{l_{\text{max}}} = 2 \) N, \( u_{l_{\text{min}}} = \) 5 deg/s, \( u_{\text{max}} = 0.7\). The maximum acceleration of the UAV is \( a_{\text{max}} = 3 \) m/s\(^2\) and the maximum course angle is defined by \( \dot{e}_x = \dot{e}_y = \dot{e}_z = 30 \) m, \( \dot{e}_\theta = 2 \) deg. The other aerodynamic coefficient are given in [24].
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TABLE I

| \( p_i = [x_i, y_i, z_i]^T \) | UAV (\( i = A \)) and UGV (\( i = G \)) position, m |
| \( v_i \) | UAV (\( i = A \)) and UGV (\( i = G \)) ground-speed, m/s |
| \( \chi_i \) | UAV (\( i = A \)) and UGV (\( i = G \)) course angle, rad |
| \( \gamma_i, \phi_A, \psi_A \) | UAV flight path angle, roll angle, heading angle, rad |
| \( \gamma_{\text{air}} \) | UAV air-flight path angle, rad |
| \( T \) | Thrust, N |
| \( D \) | Drag force, N |
| \( L \) | Lift force, N |
| \( m \) | Mass, kg |
| \( g \) | Gravitational acceleration, m/s\(^2\) |
| \( \rho \) | Air density, kg/m\(^3\) |
| \( S \) | Surface area of the wing, m\(^2\) |
| \( C_L \) | Lift coefficient |
| \( C_D \) | Drag coefficient |
| \( C_{D_{\text{lift}}} \) | Drag coefficient at zero lift |
| \( k_{D/L} \) | Induced drag factor |
| \( n_{l_{\text{p}}} \) | Load factor |
| \( \alpha \) | Angle of attack, rad |
| \( \omega_{l_{\text{ref}}} \) | Longitudinal and lateral acceleration, m/s\(^2\) |
| \( \beta \) | UGV path curvature, 1/m |
| \( \eta \) | UGV path coordinate, m |
| \( e = [e_x, e_y, e_z]^T \) | Longitudinal, lateral, and vertical error coordinates, m |
| \( \xi_{\text{c}} \) | Course angle, flight path, and roll error angles, rad |
| \( \varepsilon_{\text{c}} \) | Speed error, m/s |
| \( w_{\text{u}} \) | Wind speed, m/s |
| \( w_{\text{x}}, w_{\text{y}}, w_{\text{z}} \) | Wind velocity components in the inertial frame, m/s |
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