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Abstract—Long term evolution (LTE) operation in the unlicensed spectrum is a promising solution to address the scarcity of licensed spectrum for cellular networks. Although this approach brings higher capacity for LTE networks, the WiFi performance operating in this band can be significantly degraded. To address this issue, we consider a coordinated structure, in which both networks are controlled by a higher-level network entity. In such a model, LTE users can transmit in the assigned time-slots, while WiFi users can compete with each other by using p-persistent CSMA in their exclusive time-share. In an unsaturated network, at each duty cycle, the TDMA scheduling for LTE users and p values for WiFi users should be efficiently updated by the central controller. The corresponding optimization problem is formulated and an iterative algorithm is developed to find the optimal solution using complementary geometric programming (CGP) and monomial approximations. Aiming to address Quality-of-Service (QoS) assurance for LTE users, an upper bound for average delay of these users are obtained. This analysis could be a basis for admission control of LTE users in unlicensed bands. The simulation results reveal the performance gains of the proposed algorithm in preserving the WiFi throughput requirement.

I. INTRODUCTION

A. Background & Motivation

LTE operation on unlicensed bands, so-called unlicensed LTE (U-LTE), is considered by third-generation partnership project (3GPP) as a promising solution to meet the growing wireless data demand and to improve the spectrum efficiency. Although transmission across both unlicensed and licensed bands can boost LTE, such an approach may jeopardize the performance in WiFi systems solely operating on unlicensed bands for data transmission. The reason is that LTE networks exploit a schedule-based channel access, while WiFi system is contention-based and this probability is optimized such that the proportional fairness can be achieved. The work in [12] also uses the LBT-based method in which the aim is to guarantee the required rate of LTE users while collision probability of Wi-Fi users is minimized. In [10], assuming that the number of WiFi users is unknown, a further analysis is presented to estimate the population of the WiFi system. Moreover, in [15], [18], the fair coexistence problem is addressed for multi-cell scenario comprised of multiple WiFi access points (APs) and LTE BSs.

The authors of [13] investigate the fair airtime allocation for both scenarios of LTE-U/WiFi coexistence and Integrated Femto-WiFi (IFW) small cell in which LTE users can access the unlicensed band via WiFi interface. While the work in [19] considers different scenario called hybrid scheme in which traffic offloading and resource sharing are used simultaneously by the LTE.

In [14], a hyper access point is introduced which is able to operate as both LTE base station and WiFi access point. However, this work also considers saturated scenarios.

Under assumption of unsaturated LTE and WiFi networks, in [16], an optimization problem is studied with the aim of maximizing overall throughput, while maintaining WiFi throughput. In [17], maximum allowable packet arrival rates
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In [14], a hyper access point is introduced which is able to operate as both LTE base station and WiFi access point. However, this work also considers saturated scenarios.

Under assumption of unsaturated LTE and WiFi networks, in [16], an optimization problem is studied with the aim of maximizing overall throughput, while maintaining WiFi throughput. In [17], maximum allowable packet arrival rates
of both LTE and WiFi are derived under which WiFi delay requirement is guaranteed. However, in these proposed schemes, it is required that the LTE BS performs the LBT operation before transmissions. Furthermore, they only consider the scenarios that LTE uses the unlicensed band for the downlink traffic.

For uplink scenarios, [20] proposes an approach in which LTE users need to perform clear channel assessment (CCA) before transmission on the unlicensed band. In this approach, each user requested a resource batch is assigned multiple resource batches. The user performs CCA over all assigned resource batches and transmits its data over the one which is detected as idle. The number of resource batches assigned to each user is optimized in this work. In [21], it is assumed that LTE users can access the channel through both scheduled and random schemes. This problem is formulated by a game that divides users to the two groups: one with users employing the scheduled scheme and the other with users accessing the channel in a random manner.

There are few works that address uplink resource allocation for U-LTE [20], [21]. However, in these works, to access the channel, LTE users should perform channel assessment, which brings modifications on the current deployed LTE scheme. Moreover, none of these works analyzes delay performance for LTE users. Such analysis is indispensable to offer satisfactory experience for LTE users.

C. Contributions

To address the aforementioned challenges, in this paper we propose a coordinated structure for coexistence of these two networks over the unlicensed spectrum [23]. In such a coordinated model, the control of spectrum access between the two systems are governed by virtualized network entities and higher-level management. The benefits gained from this architecture are three folds. First, the unlicensed spectrum utilization can be improved since the interference between the U-LTE and WiFi systems are avoided. Second, no LBT operation is required for U-LTE system. Third, as the central entity has the authorities to control over both systems, WiFi throughput requirement can be kept satisfied.

More specifically, in the proposed model, the central network entity facilitates separation of LTE and WiFi transmissions in two different phases. With no major MAC modification required, LTE users can access the channel in the TDMA manner, while in the second phase, WiFi users can opportunistically transmit their packets using $p$-persistent CSMA. Moreover, such network entity can enable dynamic scheduling by assigning time-slots to LTE users and adjusting $p$ for WiFi users. This can improve the network throughput and preserve the WiFi throughput requirement. Using such approach, the unlicensed band can be used for both uplink and downlink transmissions.

In this work, assuming an unsaturated network for both LTE and WiFi systems, the goal is to maximize the overall throughput over each duty cycle, while the WiFi throughput does not fall below a target threshold. In other words, this scheme acts like a duty-cycle-based approach, where a period of a time-frame with a variable length is assigned exclusively to the LTE system, which cannot be used by WiFi users. In order to solve this optimization problem, we formulate it by complementary geometric programming, which can be solved by applying an iterative algorithm.

Furthermore, delay analysis is performed for LTE users to provide an analytical framework that can be used for designing the LTE admission control policy, e.g., a specific number of users that can be supported, while meeting their QoS constraints. We consider a system of homogeneous LTE users, in which all users have the same packet arrival probabilities. For this system, we derive an analytical upper-bound of average delay by modeling the time-slot assignment to the user with a queuing system which consists of two servers. Consequently, the probability mass function of packet delay is derived and average packet delay is calculated.

D. Organization

The rest of this paper is organized as follows. We first introduce the system model in Section II. Section III presents the problem formulation and transformation of the optimization problem into CGP. The performance analysis for LTE users in terms of average packet delay is presented in Section IV. Furthermore, Section V presents the simulation results. Finally, we provide some concluding remarks in Section VI.

II. SYSTEM MODEL

A. Coordinated Structure for LTE/WiFi Coexistence

We consider an IEEE 802.11-based WLAN with $N_L$ users sharing the channel with an U-LTE network serving $N_U$ users. In order to enable efficient coexistence between these two networks, we assume that there is a virtual network entity for software-defined wireless networking, which can control both the WiFi AP and the U-LTE BS in a central manner, where users from different wireless technologies form different slices: LTE slice and WiFi slice.

In the virtualized scheme, users of different systems access through their distributed access points which are controlled by a central entity. More specifically, this architecture supports separating the data plane from the control plane. The control plane responsible for managing resources is centralized while separated data planes are considered, i.e., data are being forwarded independently from LTE BS and WiFi AP [23].

We use the duty-cycle-based approach in order to access the channel. In this approach, at each duty cycle $t$, the time-frame is divided into two phases. In the first phase, LTE users can access the channel in the TDMA manner, while in the second phase, WiFi users can opportunistically transmit their packets using $p$-persistent CSMA. To realize this model, we deploy point coordination function (PCF) mechanism for the WiFi. In this mechanism, each superframe consists of a contention-free period (CFP) followed by a contention period (CP). Thus, by
activating the PCF, the CFP can be used by LTE users, while the CP can be assigned to the WiFi users [24].

Each duty cycle has a fixed duration of \( T \). Although the length of each duty cycle is fixed, the length of each phase assigned to WiFi or U-LTE network varies over different cycles. The duration of U-LTE transmission is denoted by \( C(t) \) and \( T - C(t) \) that indicates the length of second phase for WiFi transmissions. In this setting, the smallest unit of time is called a backoff unit and each time-slot with duration of \( T_b \) is divided into backoff units.

This architecture allows each network to use its current deployed MAC protocol, i.e., LTE users can transmit in TDMA phase, while WiFi users compete with each other in the CSMA phase. Thus, the model leads to minimal modification requirement for both systems. It also eliminates the LBT requirement for LTE network. Specifically, it facilitates uplink transmissions for LTE network, since in the uplink scenario, the user has to perform the LBT operation while in downlink only BS listens to the channel before transmission. However, as in this approach, users of different networks access in separated time, unlicensed band can be also used for LTE uplink transmissions with no need for LBT operation. To emphasize the advantage of employing this structure, consider a scenario using a non-LBT approach without any coordination among LTE and WiFi systems, where at the beginning of each duty cycle, the LTE base station schedules the users for the uplink transmission. If one or some of these scheduled LTE users have no packets for transmission considering an unsaturated network, the assigned time-slot will be left empty and during that time the WiFi user will find the channel as idle and it may transmit a packet. If the packet transmission continues until the next time-slot and the next scheduled LTE user has a packet for transmission, collision will happen leading to performance degradation. Furthermore, having the centralized control, it brings the benefit of spectrum efficiency while meeting the WiFi requirements.

### B. Traffic and Channel Model

We assume that each user \( n \) regardless of its network, has a queue with maximum length of \( Q_{\text{max}} \). At each duty cycle, with probability of \( a_n \), a new packet is added to the queue of user \( n \) if its length is smaller than \( Q_{\text{max}} \). Otherwise, the packet is discarded. Furthermore, we assume that the central controller is aware of packet arrival probabilities of users and it keeps a vector denoted by \( V(t) \), where its component \( v_n(t) \) denotes the time that it has received the last packet from user \( n \). Moreover, each time the user sends a packet, it piggybacks an extra bit (denoted by \( q_n(t) \)) telling if its queue is empty (\( q_n(t) = 0 \)) or non-empty (\( q_n(t) = 1 \), i.e., it has packets backlogged in the queue to transmit). Therefore, at the duty cycle \( t \), the controller updates \( \theta_n(t) \), which indicates the probability that user \( n \) has a non-empty queue at \( t \)

\[
\theta_n(t) = \begin{cases} 
1 - (1 - a_n)^{t - v_n(t)}, & \text{if } q_n(v_n(t)) = 0 \\
1, & \text{if } q_n(v_n(t)) = 1.
\end{cases}
\]

Regarding the wireless channel model, we consider path loss and small scale fading. The instantaneous received SNR of user \( n \) at BS/AP is equal to \( GP_n h_n d_n^{-\xi}/\sigma^2 \), where \( P_n \) is the transmission power, \( \sigma^2 \) is the noise power, \( h_n \) is the small-scale Rayleigh fading component of the link from the user \( n \) to the BS/AP, \( d_n \) is the link distance between user \( n \) and the BS/AP, \( \xi \) is the path-loss exponent, and \( G \) is a constant dependent on the frequency and transmitter/receiver antenna gain. For simplicity, without loss of generality, we normalize \( G \) to 1 (i.e., \( G = 1 \)) in the following discussions. If the received signal level falls below the receiver threshold, the receiver cannot successfully decode the signal denoting an outage event. Thus, the system performance is influenced by the outage probability defined as the probability that the received SNR is less than the receiver threshold \( v \),

\[
\psi_n = \Pr \left( \frac{P_n h_n d_n^{-\xi}}{\sigma^2} \leq v \right) = 1 - e^{-\frac{\sigma^2 d_n^{-\xi}}{\eta^2}}.
\]

### C. Analytical Model for \( p \)-persistent CSMA

The WiFi system operates on the CSMA protocol. Using a \( p \)-persistent CSMA, a WiFi user with a non-empty queue performs the channel sensing. If the channel is detected busy, the WiFi user \( n_w \) with a non-empty queue waits until channel becomes idle, and then transmits the packet with probability \( p_{n_w} \). In this subsection, we model the throughput of \( p \)-persistent CSMA protocol in an unsaturated network.

In order to calculate the throughput, we define \( P_{\text{idle}} \), which indicates the probability that channel is idle in a backoff unit. This probability is calculated as

\[
P_{\text{idle}} = \prod_{n_w \in \mathcal{N}_w} (1 - \theta_{n_w} P_{n_w}),
\]

where \( \theta_{n_w} P_{n_w} \) represents the transmission probability of user \( n_w \). Furthermore, we calculate the probability of successful transmission which happens if only one user transmits on the channel. This probability for transmission initiated by user \( n_w \) (denoted by \( P_{\text{succ}} \)) can be obtained as

\[
P_{\text{succ}} = (1 - \psi_{n_w})\theta_{n_w} P_{n_w} \prod_{n_w' \in \mathcal{N}_w, n_w' \neq n_w} (1 - \theta_{n_w'} P_{n_w'}).
\]

As introduced in [25], we define the normalized throughput of user \( n_w \) (denoted by \( \rho_{n_w} \)) as the fraction of time the channel is used for its successful transmission. Accordingly, \( \rho_{n_w} \) can
be written as

$$\rho_n = \frac{P_{\text{idle}}p_{\text{succ}}}{P_{\text{idle}}\delta + (1 - P_{\text{idle}})T_{\text{succ}}}$$

(5)

where $\delta$ is the duration of a backoff unit and $T_{\text{succ}}$ is the duration of a successful transmission, which includes the data transmission for a fixed time, inter-frame spaces, and signaling overheads. Since signaling and inter-frame spaces are relatively small (in the order of $\mu$s) compared with data transmission length (in the order of ms), we approximately assume that both collided and successful transmissions are of the same size (i.e., $T_{\text{succ}}$). Furthermore, we assume that each transmission occupies 1 time-slot, i.e., $T_{\text{succ}} = T_s$. Consequently, the denominator in (5) represents the expected length of a general time-slot.

To simplify (5), we define a new variable $z_{n_w}$ as,

$$z_{n_w} = \frac{\theta_{n_w}p_{n_w}}{1 - \theta_{n_w}p_{n_w}}$$

(6)

By applying the substitution introduced in (6) in (3) and (4), $P_{\text{idle}}$ and $P_{\text{succ}}$ can be written as

$$P_{\text{idle}} = \prod_{n_w \in N_w} (1 + z_{n_w})$$

(7)

and

$$P_{\text{succ}} = \frac{z_{n_w}}{\prod_{n_w \in N_w} (1 + z_{n_w})} = z_{n_w}P_{\text{idle}}.$$  

(8)

Finally, $\rho_{n_w}$ can be obtained in terms of $z_{n_w}$ as

$$\rho_{n_w} = \frac{z_{n_w}}{\prod_{n_w \in N_w} (1 + z_{n_w}) - T'}$$

where $T' = T_s - \delta$.

III. HYBRID TDMA-CSMA SCHEDULING VIA CGP FOR WiFi AND LTE COEXISTENCE

A. Problem Formulation

Consider a system consisting of an LTE BS and a WiFi AP, which are connected to a virtual network entity. To facilitate the coexistence between WiFi and LTE and increase the spectral efficiency, the central controller dynamically divides each duty cycle between two slices. This would be done in a way that the overall throughput is maximized, while the throughput of WiFi users does not degrade significantly compared to the case in which the band is not shared with LTE users. In particular, this problem can be formulated as follows:

$$\max_{X \in \mathbb{R}^n} S_{\text{ld}}(t) + S_{\text{cs}}(t), \quad \text{subject to,}$$

C10.1: $S_{\text{ld}}(t) \geq \eta$

C10.2: $\sum_{n_i \in N_L} x_{n_i} \geq C_{\min}$

where $S_{\text{ld}}(t)$ and $S_{\text{cs}}(t)$ represent LTE-U and WiFi throughput at duty cycle $t$, respectively. $X = [x_{n_i}]$ is the vector indicating

3The results can be easily extended for downlink scenario of WiFi as well since the AP acts as a station in downlink and accesses the channel in the same manner

the time-slot allocation for LTE users in one duty cycle. In particular, $x_{n_i} \in \{0, 1\}$, where $x_{n_i} = 1$ if a time-slot is allocated to the LTE user $n_i$ in the TDMA phase and $x_{n_i} = 0$ otherwise. Furthermore, $Z = [z_{n_w}]$ is the vector, where the element $z_{n_w}$ is defined in (6). In this optimization problem, the objective function represents the total throughput of network in both TDMA and CSMA phases in the duty cycle $t$, where the throughput in the TDMA and CSMA phases represents the throughput of the U-LTE and WiFi systems, respectively.

In addition, the first constraint is to ensure that WiFi throughput does not fall below a required threshold (denoted by $\eta$). Furthermore, to keep LTE users satisfied, we add the second constraint to reserve at least $C_{\min}$ time-slots for LTE users. It should be noted that the values of $\eta$ and $C_{\min}$ are fixed dictated based on the service level agreements of WiFi and LTE-U systems.

Considering the throughput of each WiFi user in (9), the optimization problem in (10) can be expanded as

$$\max_{X \in \mathbb{R}^n} \sum_{n_i \in N_L} (1 - \psi_{n_i})\theta_{n_i}x_{n_i} +$$

$$\frac{\prod_{n_i \in N_L} (1 + z_{n_i})}{\prod_{n_i \in N_w} (1 + z_{n_i}) - T'} \geq \eta$$

(11)

subject to:

C11.1: $\sum_{n_i \in N_L} x_{n_i} \geq C_{\min}$

C11.2: $\sum_{n_i \in N_L} x_{n_i} \geq C_{\min}$

In the objective function of (11), the first term represents the expected throughput associated with U-LTE users in the TDMA phase which is $S_{\text{ld}} = \sum_{n_i \in N_L} \theta_{n_i}x_{n_i}$. Furthermore, the second term denotes the entire WiFi network throughput, i.e., $S_{\text{cs}} = T_s \sum_{n_i \in N_w} p_{n_i}$. In other words, $T_s$ denotes the duration of CSMA phase in a duty cycle.

Before solving this optimization problem, we provide a discussion on its feasibility. To determine the feasibility of this optimization problem, we obtain the feasible region for $C$, which indicates the length of TDMA phase in a duty cycle and is the common parameter in the conflicting constraints of C11.1 and C11.2. According to C11.2, we constrain $C \geq C_{\min}$. Furthermore, from C11.1, we can obtain the maximum value that $C$ can take, while the WiFi throughput requirement is met. This value is obtained when $S_{\text{cs}} = \eta$, however as $S_{\text{cs}}$ depends on $Z$ which is the optimization variable of (11), derivation of $C$ leading to $S_{\text{cs}} = \eta$ is not trivial. Thus,

$$C_{\min} \leq C \leq T - f(\eta).$$

This means that as long as $T - f(\eta)$ is larger than $C_{\min}$, the optimization problem in (11) is feasible. It should be noted that as far as $C_{\min}$ is sufficiently smaller than $T - \eta$, the problem would be feasible.

Now that we derive the feasibility region of (11), we discuss
on solving this problem. The optimization problem in (11) has a non-convex objective function and a non-convex constraint with the combination of continuous and binary variables. Consequently, (11) is a non-convex mixed-integer, NP-hard optimization problem. Therefore, an efficient algorithm with reasonable computational complexity is needed to solve this scheduling problem.

With a closer look, the optimization problem in (11) potentially looks like an extension of geometric programming (GP). A GP is an optimization problem of the form

$$\min_{x} \quad f_0(x)$$

s.t. : 
$$f_i(x) \leq 1, \quad i = 1, 2, \ldots, I,$$
$$g_j(x) = 1, \quad j = 1, 2, \ldots, J,$$

where \( x = [x_1, \ldots, x_N] \) is a non-negative vector of optimization variables, \( g_j(x) = c_i \prod_{j=1}^{N} b_{i,n} \) for all \( j \) are monomial functions, and \( f_i(x) = \sum_{k=1}^{K_i} c_{j,k} \prod_{n=1}^{N} b_{j,k,n} \) are posynomial functions for \( i = 0, \ldots, I \), where the multiplicative constants are positive (i.e., \( c_i, c_{j,k} > 0 \) and \( b_{i,n}, b_{j,k,n} \in R \)).

The ultimate goal is to transform the optimization problem in (11) to a GP problem. To this end, we first maximize the objective function by minimizing its negative. However, in GP the objective function should be positive. This can be handled by adding sufficiently large constant \( H \) to the objective function. Furthermore, we employ two auxiliary variables \( T_{cs} = T - T_{s} \sum_{n_i \in N_i} x_{n_i} \) and \( d = \sum_{n_w \in N_w} (1 + x_{n_w}) - t' \). By replacing these auxiliary variables with their corresponding terms and applying transformations in the objective function, (11) becomes

$$\min_{x} \quad H - \sum_{n_i \in N_i} (1 - \psi_{n_i}) \theta_{n_i} x_{n_i} - \sum_{n_w \in N_w} (1 - \psi_{n_w}) T_{cs} z_{n_w} d^{-1}$$

subject to:

C13.1: \( \sum_{n_w \in N_w} (1 - \psi_{n_w}) T_{cs} z_{n_w} d^{-1} \geq \eta; \)

C13.2: \( \sum_{n_i \in N_i} x_{n_i} \geq C_{\min}; \)

C13.3: \( d = \prod_{n_w \in N_w} (1 + z_{n_w}) - t' \),

C13.4: \( T_{cs} = T - T_{s} \sum_{n_i \in N_i} x_{n_i}. \)

In (13), the objective function is not a posynomial because of the negative in the second term. This can be handled by introducing and minimizing a new auxiliary variable \( x_0 \) in addition to guaranteeing the constraint C14.4. Finally, we reach to the following optimization problem

$$\min_{x} \quad x_0,$$

subject to:

C14.1: \( \sum_{n_w \in N_w} (1 - \psi_{n_w}) T_{cs} z_{n_w} d^{-1} \leq 1; \)

C14.2: \( \prod_{n_w \in N_w} (1 + z_{n_w}) = 1 \),

C14.3: \( \frac{T_{cs} + T_{s} \sum_{n_i \in N_i} x_{n_i}}{T} = 1 \),

C14.4: \( \frac{H}{\sum_{n_i \in N_i} x_{n_i}} \leq 1 \).

In this optimization problem, all upper-bound inequality constraints are in the form of a ratio between two posynomials and equality constraints are in the form of a ratio between a monomial and a posynomial. This problem belongs to the class of complementary geometric programming, which potentially looks like an extension of GP. In particular, a CGP can be presented as

$$\min_{x} \quad P_0(x)$$

s.t. : 
$$P_i(x) \leq 1, \quad i = 1, \ldots, I,$$
$$Q_j(x) = 1, \quad j = 1, \ldots, J,$$

where \( P_0(x) \) is a posynomial and \( P_i(x) = \frac{p_i(x)}{p_i^+(x)} \) for all \( i = 1, \ldots, I \), in which \( p_i(x) \) and \( p_i^+(x) \) are posynomial functions. Moreover, \( Q_j(x) = \frac{q_j(x)}{q_j^+(x)} \) for all \( j \), in which \( q_j(x) \) are monomial and \( q_j^+(x) \) are posynomial functions.

B. Algorithm

In this section, we focus on the solution of the optimization problem and present a computationally efficient algorithm which provides a locally optimal solution. In this algorithm, by applying successive transformations, we can convert the CGP problem into a sequence of ordinary GP problems [26], [27].

By approximating the posynomials in the denominator of constraints in (15) with monomials, a complementary GP can be turned into a standard form of GP. The arithmetic-geometric mean inequality can be used to approximate a posynomial with a monomial. In the following, we describe the monomial approximation, which is useful to transform the problem into GP. Let \( p_i^+(x) = \sum_{k=1}^{K_i} m_{i,k}^p(x) \) and \( q_j^+(x) = \sum_{k=1}^{K_j} m_{j,k}^q(x) \), where \( m_{i,k}^p \) and \( m_{j,k}^q \) are monomials. Using the arithmetic-geometric mean inequality, at iteration \( i \), \( p_i^+(x) \) and \( q_j^+(x) \) can be approximated as

$$\bar{p}_i^+(x(l)) = \prod_{k=1}^{K_i} \left( \frac{m_{i,k}^p(x(l))}{\alpha_{i,k}(x(l))} \right)^{\alpha_{i,k}(x(l))},$$

In addition to constraints explained in (14), \( X \leq 1 \) and \( P \leq 1 \) should also be considered to derive the solution of (14).
\[ \tilde{q}_j^+(x(l)) = \prod_{k=1}^{K_1} \left( \frac{m_{j,k}^q(x(l))}{\tilde{q}_j^k(x(l))} \right)^{\zeta_{j,k}(x(l))}. \]  

(17)

The parameters \( \alpha_{i,k}(x(l)) \) and \( \zeta_{j,k}(x(l)) \) can be computed as

\[ \alpha_{i,k}(x(l)) = \frac{m_{i,k}^p((x(l)-1))}{p_i^+(x(l)-1)}, \quad \forall i, k \]  

(18)

\[ \zeta_{j,k}(x(l)) = \frac{m_{j,k}^q((x(l)-1))}{q_j^k((x(l)-1))}, \quad \forall k, j \]  

(19)

where \( x(l)-1 \) is the value of last-round solution of the optimization problem. It is proved that arithmetic-geometric mean approximation gives the best local monomial approximation for a posynomial function [28].

Using the approximations in (16) and (17), in each iteration, the optimization problem in (15) would be in the form of a standard GP problem. Consequently, the optimal solution can be achieved by iteratively applying monomial approximations and solving a series of GPs [26]. Using such iterative approach, we propose an algorithm to solve the optimization problem in (14). The details of this approach are summarized in Algorithm 1.

It should be noted using the algorithm proposed in [27], the \( P \) value obtained from Algorithm 1 can be implemented in CSMA/CA by configuring the MAC parameters such as minimum contention window, arbitrary inter frame space (AIFS) and retry transmission limit.

C. Computational Complexity of the Proposed Algorithm

The computational complexity of the Algorithm 1 consists of two parts:

1) Converting the CGP problem to a GP problem by applying AGMA approximations
2) Solving the GP problem.

For the first part, AGMA approximations cost is \( 2N_L + 3N_W + 4 \) operations and this means the computational complexity caused by approximations is \( C_{\text{APP}} = \mathcal{O}(N_L + N_W) \).

For the second part, the GP problem is solved by CVX using the interior point method. According to [28], this iterative method requires \( \log(n_e/L_0 \varepsilon) \log \varepsilon \) number of iterations (Newton steps) to solve the GP problem, where \( n_e \) is the total number of constraints, \( L_0 \) is the initial point used by the solver in CVX to apply the interior point method, \( 0 < \varepsilon \ll 1 \) is the stopping criterion and \( \varepsilon \) is used for updating the accuracy of the method. In the optimization problem, the number of constraints is \( n_e = 5 + N_L + N_W \). Thus, the required number of iterations is

\[ \mathcal{O}(\log(N_L + N_W)). \]  

(20)

Each iteration (Newton step), the Newton step of the interior point method costs \( \mathcal{O}(n_cn_v^2) \) operations, where \( n_c \) represents the number of constraints and \( n_v \) is the number of variables. For the optimization problem (14), \( n_c = 5 + N_L + N_W \) and \( n_v = N_L + N_W + 3 \). Thus, the computational complexity for solving the GP problem is

\[ \mathcal{O}((N_L + N_W)^3). \]  

(21)

Having the complexity of each iteration (Newton step) and the required number of iterations to solve the GP problem, we can derive the total computational complexity for solving each GP problem which is

\[ C_{\text{GP}} = \mathcal{O}(\log(N_L + N_W)(N_L + N_W)^3) \]  

(22)

Finally, the proposed algorithm is iterative solving successive GP problems until convergence. Since the complexity order of converting the CGP to the GP \( (C_{\text{APP}}) \) is less than solving the GP problem \( (C_{\text{GP}}) \), the order of computational complexity for each outer iteration is equal to \( C_{\text{GP}} \). The required number of outer iterations to achieve convergence is studied via simulation results.

D. Signaling Aspect of the Proposed Structure

The signaling needed for running Algorithm 1 by the central controller is dependent on the amount of information required to update \( \theta_n(t) \) at each duty cycle \( t \). In order to compute \( \theta_n(t) \), according to (1), the controller needs the knowledge of the packet arrival probabilities of users as well as piggybacked bit information of users. It is assumed that packet arrival probabilities of users are fixed and can be forwarded once, thus the only information that should be received by the controller from the BS and the AP at each duty cycle is whether the users transmitted at the previous duty cycle have more packets for transmission or not. This information can be conveyed by 1 bit for LTE users who were assigned a time-slot in the previous duty cycle and 2 bits for WiFi users indicating three possible states: the user has a backlogged packet, no backlogged packet and no packet was received from the user at that duty cycle. Thus, the amount of information that should be received by the controller at each duty cycle is \( N_L + 2N_W \) bits which can be considered as affordable.

IV. ADMISSION CONTROL FOR U-LTE USERS

The proposed hybrid TDMA-CSMA scheduling algorithm in Section III can satisfy a minimum requirement for WiFi throughput at each duty cycle. However, in addition to WiFi system, the U-LTE users may have quality assurance constraints. Therefore, it is important to admit a precise number of LTE users such that their QoS requirements such as delay constraints can be met. Thus, our objective is to study the number of LTE users that can be admitted to operate in unlicensed spectrum, while their delay requirements can be satisfied. To this end, we need to study the average packet delay for an LTE user.

A. Assumptions

To be able to study the average packet delay and derive admission control rules, we consider a homogeneous U-LTE network in which all users have the same packet arrival probabilities, i.e., \( a_n \). Thus, we omit the subscript \( n \) from \( a_n \).
Algorithm 1 CGP-based U-LTE & WiFi scheduling

Input: $\Theta, \Psi, \eta, C_{\min}$

Initialization: Set initial value to $(X, Z, T_{cs}, d, x_0)$

repeat

Step 1: Monomial approximation
1) Compute $\alpha$ for denominators of C14.1, C14.4 and C14.5
2) Use (16) to approximate the posynomials
3) Compute $\zeta$ for denominators of C14.2 and C14.3
4) Use (17) to approximate the posynomials

Step 2: Solve the transformed GP problem
1) $g' \leftarrow$ replace denominators of (14) with obtained monomial terms in Step 1
2) $(X', Z', T_{CS}', d', x'_0) \leftarrow$ CVX$(g')$

until $|x_0 - x'_0| < \varsigma$

$p_{nw} \leftarrow \frac{\delta_{nw} (1 + \varsigma_{nw})}{\delta_{nw} (1 + \varsigma_{nw})}$

Set $x_{n1} = 1$ if it is the sum$(X)$ largest elements of $X$, otherwise set $x_{n1} = 0$

Output: $X, P$

in the rest of the paper. Furthermore, we assume that $\psi_n = 0$ for all users.

To calculate the average packet delay, the probability density function (pdf) for TDMA length is needed. This is because the duration of TDMA phase varies at each duty cycle in the proposed scheduling algorithm, depending on the probability that users have packets to transmit. Due to the algorithm dynamics, the derivation of pdf for TDMA length is not tractable. Therefore, we focus on the minimum number of users that can be supported by computing the minimum time that is assigned to the LTE system.

Algorithm 1 is run at each duty cycle $t$ where at each duty cycle, $\theta$ is computed based on the Equation (1). Let assume $C_s$ denotes the minimum value of $C(t)$ over all $t$. In other words, $C_s$ is defined as

$$C_s = \min_{\{t=1,2,...,T_1\}} C(t),$$

if Algorithm 1 runs for $t = 1 : T_1$, assuming that we have a set of LTE users with a specific set of traffic parameters, a set of WiFi users with specific traffic parameters, a given WiFi threshold, and fixed $C_{\min}$. The following theorem describes the condition for $\theta$ which leads to $C(t) = C_s$.

Theorem 1. For a saturated WiFi, $C_s$ time-slots are assigned to the U-LTE network, if no LTE user has piggybacked a request packet in the previous duty cycle. In other words, having $\theta_L = a_L$, the scheduling algorithm always assigns $C_s$ time-slots to the LTE users. While for the rest of duty cycles, we have $\theta_L \geq a_L$, which leads to $C(t) \geq C_s$.

Proof. See Appendix A

Assuming a case with an unsaturated WiFi, the achievable minimum value of $C(t)$ can be obtained when LTE users have the lowest $\theta$, while WiFi users have the highest $\theta$. However, since it is not easy to derive the highest $\theta$ for WiFi users, we use $C_{\min}$ for the delay analysis when we have unsaturated WiFi. The reason is that in the optimization problem (11), the second constraint guarantees that the duration allocated for LTE users is larger than $C_{\min}$ time-slots, therefore it can be concluded that $C_s \geq C_{\min}$.

B. Modeling the U-LTE Scheduling Algorithm

As mentioned above, we assume that at each duty cycle, $C_{\min}$ time-slots are dedicated to LTE users to derive an upper bound on the delay. From the proposed scheduling algorithm, it is clear that these time-slots are assigned to users who sent a piggybacked request in the previous duty cycle. Since these users have packets for transmission, by assigning time-slots to them the network throughput can be maximized. However, if the number of requests is less than $C_{\min}$, according to Theorem 2 the rest of time-slots are allocated to users who have the highest $\theta_n$ among others.

Theorem 2. At each duty cycle, time-slots are assigned to users with the highest $\theta_n$’s.

Proof. See Appendix B.

In other words, a user will obtain a time-slot either by demand, i.e., sending a piggyback packet (if it is currently scheduled) or as free-assignment, i.e., waiting for its turn to be served (if it has no assigned time-slot in the current duty cycle). Consequently, time-slot assignment to the user can be modeled by intermittently attending two servers: called server and free server. The server is designated as the called server if it is available to the user as a result of demand assignment. Otherwise, it is called free server for the case of a free-assigned time-slot.

We now discuss the procedure that a user obtains a free time-slot. According to (1), $\theta_n(t)$ depends on the $a_n$ and $v_n(t)$.

In other words, a user will obtain a time-slot either by demand, i.e., sending a piggyback packet (if it is currently scheduled) or as free-assignment, i.e., waiting for its turn to be served (if it has no assigned time-slot in the current duty cycle). Consequently, time-slot assignment to the user can be modeled by intermittently attending two servers: called server and free server. The server is designated as the called server if it is available to the user as a result of demand assignment. Otherwise, it is called free server for the case of a free-assigned time-slot.

We now discuss the procedure that a user obtains a free time-slot. According to (1), $\theta_n(t)$ depends on the $a_n$ and $v_n(t)$.

C. Delay Analysis

Since we study a homogeneous LTE system, all users experience a same level of performance. Therefore, our derivations will be from the view point of a single user. To this end, we first define two events that are useful to perform the delay analysis. Event $E_f$ occurs if the forthcoming server is a free server (the next transmission of the user happens when it is her turn and there is a free time-slot), while in event $E_c$ the forthcoming server is a called server.
The type of the forthcoming server depends on whether the queue of the user was empty or nonempty when the precedent server departed from the user. If the user queue was empty at the departure instant of the precedent server, then the user did not request for time-slot allocation. Therefore, the forthcoming server will be a free server and used by at most one packet at the front of the queue.

Packet arrivals happen either at event $E_f$ or $E_c$. Therefore, for a specific packet, the pmf of the packet delay (denoted by $d$) can be computed as

$$P(d = n) = P(d = n|E_f)P(E_f) + P(d = n|E_c)P(E_c), \quad (24)$$

where $P(d = n|E_f)$ and $P(d = n|E_c)$ are conditional probabilities of delay given $E_f$ and $E_c$ [29].

To calculate $P(d = n)$ based on (24), in the following, we first explain how to obtain $p_0$ (the probability of empty user queue), which facilitates computing $P(d = n|E_f)$ and $P(d = n|E_c)$, and finally we derive $P(E_f)$ and $P(E_c)$.

1) Derivation of $p_0$: In order to derive $p_0$, we define $r_k$ that represents the number of remaining packets in the queue at the departure instant of $k$ (i.e. the time that the user leaves the server).

First, let assume that the user will be served by a free server. This happens when user queue was empty at the time of the precedent server (i.e., $r_{k-1} = 0$). Let define the random variable $y$ as the number of packet arrivals between the departure instants of $k-1$ and $k$. Therefore, in this case, $r_k = \max\{y-1, 0\}$. Subsequently, $r_k$ will be zero if at most one packet arrives between the departure instants of $k-1$ and $k$. This is because only one packet can be served by the free server. Thus, $P(r_k = 0|E_f)$ can be computed as

$$P(r_k = 0|E_f) = \sum_{b=b_{min}}^{\infty} P(y = 0) + P(y = 1)B_f(b, N_L)$$

(25)

where $B_f(b, N_L)$ represents $P(b = b|n = N_L)$, i.e., the probability that it takes $b$ time-slots for the user to be served by a free server after the last departure from the precedent server, given that $N_L$ users exist in the system. Moreover, $b_{min}$ represents the feasible lower bound of $b$ that can be computed as

$$b_{min} = \begin{cases} \frac{N_b T + N_L}{C_{min}} & \text{if } N_L \mod C_{min} = 0 \\ \frac{N_b - N_L}{C_{min}} T + C_{min} & \text{otherwise.} \end{cases}$$

(26)

where $x \mod y$ represents the remainder of $x$ divided by $y$. This value is realized if each user has at most one packet for transmission at the time it is allocated a time-slot. We can derive $P(y = 0)$ and $P(y = 1)$ as

$$P(y = 0) = \sum_{b = b_{min}}^{-\infty} (1-a) \frac{b}{T} B_f(b, N_L)$$

(27)

$$P(y = 1) = \sum_{b = b_{min}}^{\infty} b \frac{a(1-a)^{b-1}}{T} B_f(b, N_L)$$

(28)

Thus, $P(r_k = 0|E_f)$ can be obtained as

$$P(r_k = 0, E_f) = \sum_{b=b_{min}}^{\infty} \left[ (1-a) \frac{b}{T} + a \frac{1-a}{T} \right] B_f(b, N_L)$$

Now, let assume that the next server is a called server. Then, $P(r_k = 0|E_c)$ can be computed as

$$P(r_k = 0|E_c) = \sum_{b=b_{min}}^{\infty} \sum_{k=2}^{\infty} \sum_{i=1}^{\infty} P(y = k)B_f(b, N_L)$$

(30)

where

$$P(y = k) = \frac{b - i}{b \times T} \left( \frac{b-1}{k-1} + \frac{k - 2}{k-1} \right) a^k (1-a)$$

(31)

In order to derive the probability that the user leaves the called server (i.e., $P(r_k = 0|E_c)$), we take a summation over all possibilities of $y$. For $y = k$, the user leaves the called server after $k$ duty cycles from being served by the free server. In other words, it means that $k$ packets arrived at the user’s queue during the time that the user was waiting for the free server and the time it spent in the called server. Furthermore, the last packet should arrive at the last duty cycle before the departure, otherwise the user will depart from the server after $k-1$ duty cycles.

Suppose $P(r_k = 0)$ is denoted by $p_0$. Then, $p_0$ can be found as

$$p_0 = P(r_k = 0|E_f)P(E_f) + P(r_k = 0|E_c)P(E_c)$$

(32)

2) $B_f$ and $B_c$: In the proposed scheme, after a user departs the free server, it will be served by the free server again if during this interval, all the other users have left either free server or called server. With the assumption that at each duty cycle $C_{min}$ users are served, those users that are currently allocated a time-slot will be served in the subsequent duty cycles until their queues become empty. Thus, $B_f$ for $b > T$ can be calculated as

$$B_f(b, N_L) = \sum_{i=0}^{M} \binom{M}{i} p_0^i (1-p_0)^{M-i} B_f(b-T, N_L - i)$$

(33)

where $M = \min(N_L, C_{min})$. Furthermore, for $b < T$ we have

$$B_f(b, n) = \begin{cases} p_0^b & \text{if } b = n \\ 0 & \text{otherwise} \end{cases}$$

(34)

The recursive equation (33) indicates that at each duty cycle, $i$ from $M$ users leave the server. Thus, in order to have $b = b$, the remaining number of users (which is $N_L - i$) should leave the server in $b - T$ time-slots. It is obvious that for $b < T$, only if the number of time-slots is equal to the number of users with probability of $p_0^b$, all users depart the server. Otherwise, i.e., $b \neq n$, it means either users left the server earlier than $b$. 

or later. In both cases, the probability is equal to zero.

Now that \( B_f \) is derived, we can calculate \( p_0 \). To this end, we use the equation (32) in which all terms are expressed in terms of \( p_0 \). To solve this one variable equation, numerical methods can be applied.

3) \( \Pr(E_f) \) and \( \Pr(E_c) \): To derive \( \Pr(E_f) \) and \( \Pr(E_c) \), we need to compute \( \bar{M}_f \) and \( \bar{M}_c \) which represent the average length of events \( E_f \) and \( E_c \), respectively.

\[
\bar{M}_f = \sum_{b=b_{\text{min}}}^{\infty} b \times B_f(b, N_L)
\]

and

\[
\bar{M}_c = \sum_{k=2}^{\infty} \sum_{b=b_{\text{min}}}^{b-T} \sum_{i=1}^{b-i} k \times b \times \left( \frac{1}{b-T} + k - 2 \right) a^k (1-a)^{b} B_f(b, N_L)
\]

Based on [30], \( \Pr(E_f) \) and \( \Pr(E_c) \) can be derived as

\[
\Pr(E_f) = \frac{p_0 \bar{M}_f}{p_0 \bar{M}_f + (1-p_0) \bar{M}_c}
\]

\[
\Pr(E_c) = \frac{(1-p_0) \bar{M}_c}{p_0 \bar{M}_f + (1-p_0) \bar{M}_c}
\]

4) Average Packet Delay: Here, we first derive the conditional probability of delay given \( E_f \) (i.e., \( \Pr(d=n|E_f) \)). Assuming that the length of an interval between two departures is \( j \) and the arrival time of the first packet is at \( i \), the packet delay can be computed for two cases as follows

- **First packet case**: The delay is equal to \((j-i)\) if the packet is the first one to arrive in the queue in the interval. We call this event \( F_1 \).
- **Non-first packet case**: In this case, denoted by \( F_2 \), there are some packets already in the queue. Therefore, the packet will be transmitted, if all packets ahead of it in the queue are scheduled first. In this situation, the first packet of queue is served by the free server. Since the queue is not empty, the piggyback bit will be set to 1. Thus, the remaining packets will be served by the called server. Consequently, the packet delay will be the summation of two parts: \((j-i)\) that is the waiting time required for the first packet to be served by the free server and the second part is the waiting time needed for serving the rest of packets by the called server.

Based on these two cases, the probability of packet delay can be computed as

\[
\Pr(d=n|E_f) = \sum_{b=b_{\text{min}}}^{\infty} \Pr(d=n|b=b, E_f) B_f(b, N_L)
\]

where

\[
\Pr(d=n|b=b, E_f) = \Pr(d=n, F_1|b=b, E_f) + \Pr(d=n, F_2|b=b, E_f)
\]

Subsequently, we derive

\[
\Pr(d=n, F_1|b=b, E_f) = \sum_{i=1}^{n} \frac{1}{b} \times \Pr(\text{no arrival in } i \text{ slots})
\]

and

\[
\Pr(d=n, F_2|b=b, E_f) = \sum_{i=1}^{n} \sum_{h=2}^{b-i} \frac{1}{b} \times \Pr(h \text{ arrivals in } [b-i-n+hT] \text{ slots}) \times \Pr(\text{no arrival in } h \text{ slots})
\]

\[
= \sum_{i=1}^{n} \sum_{h=2}^{b-i} \frac{1}{b} \times \left( \frac{b-i-n+h}{h} \right) \times a^{h} \times (1-a)^{(b-n)/T}.
\]

The packet can also arrive at Event \( E_c \), in this case the delay can be computed as

\[
\Pr(d=n|E_c) = \Pr(r_k = n/T)
\]

\[
= \sum_{i=1}^{b} \frac{1}{b} \times \Pr(n/T - 1 \text{ arrivals in } [b-i-n/T-2] \text{ slots}) \times \Pr(\text{no arrival in } b \text{ slots})
\]

\[
= \sum_{i=1}^{b} \frac{1}{b} \times \left( \frac{b-i+n/T-2}{n/T-1} \right) \times a^{n/T} \times (1-a)^{b/T}
\]

which means that in order to have a delay equals to \( d = k \times T \), the packet must be arrived when there are \( k \) packets at the user queue.

V. ILLUSTRATIVE RESULTS

For performance evaluation, we consider a system with one LTE BS and one WiFi AP, both operating on the same channel. We obtain the results in MATLAB environment and we use CVX to derive the solution of GP problems [31]. We assume that \( T = 100 \) ms, each time-slot is equal to \( T_s = 6 \) ms and the backoff unit duration is \( 10 \) μs. In the following, we present the considered scenarios for performance evaluation along with their results.

A. Effect of Increasing \( N_L \)

We first investigate how increasing the number of users in the U-LTE system can affect the WiFi throughput and the overall network throughput. For this scenario, we assume that the WiFi throughput threshold \( \eta \) is equal to 4 time-slots. We consider a case where \( N_W = 14 \) and packet arrival probabilities are \( A_L = \{ [0.8, 4], [0.5, N_{L-4}] \} \) and \( A_W = \{ [0.8, 4], [0.5, 10] \} \). More specifically, this means that the WiFi network serves 4 users with \( a_n = 0.8 \) and 10 users with \( a_n = 0.5 \). Similarly, U-LTE has 4 users with \( a_n = 0.8 \) and the rest of its users are the ones with \( a_n = 0.5 \). Furthermore, we assume that users of both networks are randomly located in a circular region with radios of 5m, and channel parameters are as following:
Throughput (pckt/T)

<table>
<thead>
<tr>
<th>N_L</th>
<th>Optimal, LTE-U</th>
<th>Optimal, WiFi</th>
<th>Optimal, Overall</th>
<th>Fixed C, LTE-U</th>
<th>Fixed C, WiFi</th>
<th>Fixed C, Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>16</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>18</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>19</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
</tbody>
</table>

path loss exponent $\xi = 2$, receiver threshold $\nu = 0$ dB and $P_t = 20$ dB.

We compared the performance of the proposed algorithm with Fixed C algorithm as a benchmark to verify the effectiveness of our approach. In the Fixed C algorithm, at each duty cycle a fixed number of time-slots is assigned to the LTE users with highest $\theta$, where $\theta$ is the probability that the user has a packet for transmission. Furthermore, in this algorithm, WiFi users compete with each other using fixed $p$ parameters. Here, we assume that $C = 5$ and $p$ is 0.05 for all WiFi users.

As can be seen in Fig. 2, by increasing the number of U-LTE users, i.e., $N_L$, greater throughput can be achieved for both U-LTE system and the overall network. The reason is that more packets are generated, therefore with higher probability time-slots are allocated to the users who have packets for transmission. On the other hand, WiFi throughput decreases because greater throughput can be achieved by assigning more time-slots to the U-LTE system. However, due to the WiFi throughput constraint, WiFi throughput never falls below the targeted threshold. On the other hand, for the Fixed C algorithm, the LTE-U and overall throughput remains the same, the reason is that number of time-slots assigned to these users is fixed and since these time-slots are allocated to the LTE users with highest $\theta$, LTE-U throughput does not change by increasing $N_L$.

Furthermore, the effect of increasing $N_L$ on the packet delivery ratio (PDR) are demonstrated in Fig. 3. PRD is defined as the ratio of number of transmitted packets to the number of generated packets. As observed, the proposed algorithm outperforms the Fixed C algorithm in terms of the U-LTE and overall PDR. Furthermore, for $N_L = \{14, 16\}$, U-LTE PDR is so close to 1, however by increasing $N_L$ it starts to drop, which means that U-LTE users’ quality of service requirements would be affected. In order to avoid this situation, the number of U-LTE users should be controlled otherwise U-LTE users will suffer from a performance degradation.

B. Effect of Increasing $N_W$  

In another scenario, we have the results for increasing the number of users in the WiFi network, where $A_L = \{[0.8]_{14}, [0.5]_{10}\}$ and $A_W = \{[0.8]_{14}, [0.5]_{N_W - 4}\}$ and the rest of the parameters are the same as subsection V.A. In Fig. 4, it is evident that in both U-LTE and WiFi, throughput remains unchanged for the optimal algorithm. In fact, when U-LTE system has high-traffic users, higher throughput can be achieved by allocating more time to them, since for high-traffic users TDMA achieves better performance compared to the CSMA. The reason is that in CSMA, due to the backoffs and collisions, time would be wasted. Therefore, in Fig. 4 where U-LTE users have high traffic, the following statement is true. The higher throughput could be achieved if more time slots were allocated to LTE-U. Consequently, the algorithm is reluctant to add more time slots for WiFi system since its throughput requirement is already satisfied, even if the number of WiFi users is increasing. The other point is that increasing $N_W$ may lead to a larger number of collisions, therefore, to meet the WiFi throughput threshold, lower $p$ probabilities are assigned by the optimal algorithm to the users. However, the WiFi throughput of the Fixed C algorithm drops by increasing $N_W$, as $p$ values are fixed.

Furthermore, as shown in Fig. 5 the WiFi PDR of the optimal algorithm decreases by growing number of WiFi users. The reason is that increasing $N_W$ leads to the larger number of packets, while the number of transmitted packets remains the same.

C. Homogeneous U-LTE Network

Here, we obtain the results for homogeneous LTE network. For this scenario, we set the duty cycle period $T$ equal to 16 time-slots, and the WiFi throughput threshold $\eta$ equal to 4 time-slots. We derive the results for $C_{\text{min}} = 5$ and 7. Moreover, we consider the packet arrival probabilities as $A_L = \{[0.3]_{N_L}\}$ and $A_W = \{[1]_{8}\}$. As can be observed from
Fig. 4: Throughput vs $N_W$  

Fig. 5: PDR vs $N_W$  

Fig. 6: Throughput vs $N_L$  

Fig. 7: delay vs $N_L$  

Fig. 6, by increasing $N_L$, LTE throughput increases as well. The reason is that since more number of packets are generated, less time-slots are left idle. Moreover, although more number of time-slots are assigned to the LTE network for $C_{\min} = 7$ but same throughput is achieved for two values of $C_{\min}$. The reason is that LTE network is underutilized, therefore adding more time-slots does not lead to greater throughput. However, for $C_{\min} = 5$ more time-slots are left for WiFi and since WiFi users are saturated, the increased time-share leads to larger throughput.

Furthermore, we obtain delay results for this scenario shown in Fig. 7. The results are compared with the analytical upper-bound which is derived for saturated WiFi by assigning $C_{\min}$ time-slots to LTE users at each duty cycle. As can be observed, the gap between the upper-bound and the proposed scheduling algorithm increases as $N_L$ grows. The reason is that by increasing $N_L$, more traffic is generated in the LTE network. Therefore, greater throughput can be achieved by assigning more time-slots to LTE users. Thus, the probability that $C(t) > C_{\min}$ increases which makes the gap between the proposed scheme and the upper-bound becomes larger.

Furthermore, for $C_{\min} = 7$ the upper bound delay and simulation results are close, while for $C_{\min} = 5$, the gap is larger. The reason is that with $C_{\min} = 7$, in most of the duty cycles, the derived $C(t)$ is equal to $C_{\min}$. However, $C_{\min} = 5$ leads to $C(t) > C_{\min}$ more frequently.

Moreover, as can be observed, $C_{\min} = 7$ achieves smaller delay compared to the $C_{\min} = 5$. Since larger $C_{\min}$ imposes to assign more time-slots to the LTE network. Therefore, at each duty cycle, more number of packets are served which leads to shorter delays for U-LTE users. However, for case of $N_L = 16$, the same amount of delay is achieved for both values of $C_{\min}$. Since for this case, LTE network is more loaded, therefore in most of the duty cycles, we have $C(t) > C_{\min}$, meaning that the output of the scheduling is not dependent on $C_{\min}$.

Fig. 6, by increasing $N_L$, LTE throughput increases as well. The reason is that since more number of packets are generated, less time-slots are left idle. Moreover, although more number of time-slots are assigned to the LTE network for $C_{\min} = 7$ but same throughput is achieved for two values of $C_{\min}$. The reason is that LTE network is underutilized, therefore adding more time-slots does not lead to greater throughput. However, for $C_{\min} = 5$ more time-slots are left for WiFi and since WiFi users are saturated, the increased time-share leads to larger throughput.
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Fig. 8: Average number of iterations vs $N_u$

D. Computational Complexity

Here, we investigate the average number of iterations required for Algorithm 1 to converge. The results shown in Fig. 8 are obtained for $A_L = A_W = \{0.8\}_4, \{0.5\}_{N_u/2-4}$, where $N_u = N_L + N_W$. Furthermore, for this scenario, we set $\eta = 2$ time-slots, the convergence parameter $\varsigma = 0.05$ and the same setting for channel parameters as subsection V.A. As observed, the average number of iterations grows only linearly with $N_u$.

VI. CONCLUSION

In order to satisfy the increasing demand for mobile traffic, LTE operation over unlicensed bands has been proposed. In this paper, we consider the scenario that both LTE and WiFi systems share the same unlicensed band. In such a setting, the main challenge for U-LTE deployment is that the performance of WiFi system should not degrade significantly. In order to address this issue, we consider a coordinated approach in which both systems are connected to a central network entity. This entity manages the channel access between these two systems such that the overall spectrum efficiency is improved, while the WiFi performance does not fall below a certain level. In order to reach this goal, a duty-cycle-based approach is used, in which the time is divided into duty cycles and the exclusive share of each system is dynamically optimized by the network entity. It is shown that the developed algorithm can ensure a minimum throughput requirement for WiFi while maximizing the total throughput. Furthermore, we obtain an upper-bound for average delay of LTE users. Using this analysis, we can derive minimum number of LTE users that can be admitted by the network while their delay requirements are met.
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APPENDIX

A. Proof of Theorem 1

Assuming that \((X', Z')\) is the optimal solution for \(\Theta_{N_L}' = a_{N_L}'\), we have

\[ X'\Theta_{N_L}' < X'\Theta_{N_L}'' \]  \hspace{1cm} (44)

where \(\Theta_{N_L}' \geq a_{N_L}'\). Following that, we can conclude that the total throughput obtains for \(\Theta_{N_L}''\) at \((X', Z')\) is greater or equal to the total throughput of \(\Theta_{N_L}'\) at \((X', Z')\). Thus, for \(\Theta_{N_L}''\), the optimal solution \(X''\) is

\[ X'' \geq X' \]  \hspace{1cm} (45)

Which means that for \(X'' > X'\), we have \(X''1 > X'1\). Furthermore, \(X''1 = D''\) and \(X'1 = D'\), which leads to \(D'' > D'\) or equivalently, \(D'' > C_{\min}\).

B. Proof of Theorem 2

Proof by contradiction: Let assume that

\[ \exists n'' : x_{n''} = 1 \text{ and } \exists n'' : x_{n''} = 0 \text{ and } \theta_{n''} < \theta_{n''} \]  \hspace{1cm} (46)

Also, let \(\mathbf{z}'\) be a suboptimal solution for the optimization problem in which \(x_{n'} = a_{n'}\), \(\forall n \in N_L\) except for \(n \in \{n', n''\}\), in which \(x_{n'} = 0\) and \(x_{n''} = 1\). Consequently, we have

\[ X^*\Theta < X'\Theta \]  \hspace{1cm} (47)

and since \(X*1 = X'1\), therefore we derive same WiFi parameter for both \(X^*\) and \(X'\). This means that the total throughput of \((X^*, Z^*)\) is larger than \((X', Z')\), which contradicts the fact that \((X^*, Z^*)\) is the optimal solution.
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