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Abstract

High-level multireference computations on electronically excited and charged states of tetracene are performed, and the results are analyzed using an extensive wavefunction analysis toolbox that has been newly implemented in the MOLCAS program package. Aside from verifying the strong effect of dynamic correlation, this study reveals an unexpected critical influence of the atomic orbital basis set. It is shown that different polarized double-ζ basis sets produce significantly different results for energies, densities and overall wavefunctions, with the best performance obtained for the atomic natural orbital (ANO) basis set by Pierloot et al. Strikingly, the ANO basis set does not only reproduce the energies but also performs exceptionally well in terms of describing the diffuseness of the different states and of their attachment/detachment densities. This study, thus, underlines the fact that diffuse basis functions are needed for an accurate description of the electronic wavefunctions but also shows that, at least for the present example, it is enough to include them implicitly in the contraction scheme.

1 Introduction

Recent years have seen a surge in the development of multireference methods and it is possible nowadays to compute the electronic structure of large systems containing many active electrons, interacting orbitals, and quasi-degenerate states.\textsuperscript{1–7} However, the results of such calculations crucially depend on the appropriate choice of the wavefunction parameters, such as the one-electron basis set, the active orbital space, and the inclusion of dynamic
correlation. Also more specific parameters, that are not even in principle amenable to systematic improvement, such as the empirical IPEA shift in complete active space perturbation theory (CASPT2)\textsuperscript{8} or approximate extensivity corrections in multireference configuration interaction can strongly affect the calculations.\textsuperscript{9–11} Tuning the parameters usually occurs in a brute-force approach where the parameters are varied until the energies coincide with a computational or experimental reference. More refined protocols, see e.g. Ref. 12, are only applied rarely.

For successfully performing multireference computations it is essential to obtain a detailed understanding of the wavefunctions produced. However, this can be a formidable challenge, requiring patience as well as expert knowledge, since it is often necessary to disentangle the effects of many interacting electronic configurations and orbitals. And even if a qualitative understanding of the wavefunctions can be obtained, it is problematic that much of the discussion relies on subjective reasoning, e.g. manual assignment of orbital character. Consequently, if something goes wrong, it is difficult to identify the underlying methodological issues. To overcome this problem, it is highly desirable to have well-defined quantitative analysis methods able to provide deeper insight into the wavefunctions produced in modern multireference calculations.

Recently, some of us have developed the software library LIBWFA,\textsuperscript{13} which provides quantitative and visual wavefunction analysis tools allowing to study diverse phenomena, such as localization and charge transfer of electronic excitations,\textsuperscript{14} double excitation character,\textsuperscript{15} and secondary orbital relaxation.\textsuperscript{16} In addition, an exciton analysis formalism has been introduced\textsuperscript{17} that provides detailed real space insight into excitation processes and allows to analyze excited states in terms of correlation\textsuperscript{18} and entanglement.\textsuperscript{19} These methods have been employed successfully to study diverse processes such as exciton formation in conjugated polymers,\textsuperscript{20,21} charge transfer in donor-acceptor compounds,\textsuperscript{22,23} electronic excitations in transition metal complexes,\textsuperscript{24} core excitations,\textsuperscript{25} and two-photon absorption.\textsuperscript{26} However, in all this previous work only single-reference methods were employed. Within this work, the wavefunction analysis procedures are extended to a multireference framework. To this aim we constructed an interface between the LIBWFA library and the program system MOLOCAS. Using this new interface it is possible to analyze multireference wavefunctions constructed at the complete and restricted active space self-consistent field (CASSCF/RASSCF) levels of theory, including state mixing effects derived from multistate perturbation theory (MS-CASPT2).

The new analysis methods are used here to provide detailed insight into various charged and excited states of tetracene and to see how their description is affected by the computational methodology. Tetracene is chosen as a representative of the polyacenes, a substance class playing a central role in modern organic electronics as versatile organic semiconductors\textsuperscript{27} and field-effect transistors.\textsuperscript{28} The application of polyacenes in photovoltaics\textsuperscript{29,30} and especially their suitability for singlet fission\textsuperscript{31–33} has attracted significant attention. Aside from a wide range of experimental studies,\textsuperscript{34–36} computation plays a crucial role in elucidating the electronic structure properties that form the basis for the exceptional performance of polyacenes in organic electronics. The urge to explain these properties has inspired numerous contemporary investigations of polyacene excited states, their charge transport characteristics as well as their ground-state properties. The singlet and triplet excited states of polyacenes\textsuperscript{37–40} including double excitations\textsuperscript{41–43} and charge transfer (CT) states\textsuperscript{44,45} as well as the ionization potentials and electron affinities,\textsuperscript{46,47} charge transport properties,\textsuperscript{48–51} and excited states of the radical cations\textsuperscript{41} have been investigated. The neutral ground states possess unexpected properties and have been scrutinized with the aim of determining unpaired electrons and multireference character.\textsuperscript{4,42,43,52–56} Specifically, in the case of singlet fission a range of electronic structure computations\textsuperscript{57–61} and dynamics simulations\textsuperscript{62,63} were carried out. Singlet fission is a particularly challenging case for electronic structure theory as
it requires an accurate description of the locally excited singlet and triplet, as well as the charge transfer states to provide a correct description of the relevant channels, i.e. the direct and charge transfer mediated mechanisms.

A particularly challenging aspect in the description of the excited states of polyacenes is that the results critically depend on the electronic structure method used. Previously, an accurate treatment of dynamic electron correlation has been shown to be required for wavefunction based methods\textsuperscript{60,64} and an inclusion of non-local exchange for time-dependent density functional theory (TDDFT).\textsuperscript{37,39,65} In the present study, it is shown that also the one-electron basis set plays a crucial role in the description of the lowest singlet and triplet excitation energies, as well as the ionization potential (IP) and electron affinity (EA) of tetracene.

2 Wavefunction Analysis

Methodology

We employ different strategies to characterize electronic wavefunctions in order to understand what changes between different electronic states and how the results of computations are affected by the methodology. First, we investigate the overall spatial extent of the electron distribution in order to quantify how the electron density contracts or expands with the removal or addition of an electron. For this purpose, the root-mean-square (RMS) size of the electron density $\rho$ is computed as

$$\sigma_\rho^2 = N^{-1} \int \rho(r)(\vec{x} - \vec{m}_\rho)^2 dr , \quad (1)$$

where $N$ is the number of electrons and $\vec{x}$ is a vector containing the Cartesian coordinates. The vector $\vec{m}_\rho$ pointing to the center of electronic charge is defined as

$$\vec{m}_\rho = N^{-1} \int \rho(r)\vec{x} dr . \quad (2)$$

Eq. (1) is evaluated in terms of its individual components

$$\sigma_\rho^2 = \sigma_{\rho,x}^2 + \sigma_{\rho,y}^2 + \sigma_{\rho,z}^2 . \quad (3)$$

These terms are in turn computed as

$$\sigma_{\rho,x}^2 = N^{-1}\text{tr}(\mathbf{D}_{xx}) - [N^{-1}\text{tr}(\mathbf{D}_{x})]^2 \quad (4)$$

where $\mathbf{D}$ is the density matrix of the state of interest, and $\mathbf{M}_x$ and $\mathbf{M}_{xx}$ are the dipole and quadrupole moment integrals. To put this quantity in perspective, it is worth noting that for a hydrogen atom the $\sigma_{\rho,x}, \sigma_{\rho,y},$ and $\sigma_{\rho,z}$ values are per definition 1 Bohr radius.

A possible downside of the above analysis is that it is dominated by the bulk of the electrons, which do not undergo changes during an electronic transition. Therefore, as a second option, we analyze the one-particle difference density matrix (1DDM) of the state of interest with respect to the neutral ground state, which is a more sensitive measure for changes in the electronic structure. The 1DDM is constructed by subtracting the density matrix of the ground state $\mathbf{D}^{00}$ from the one of the excited state $\mathbf{D}^{II}$.

Subsequently the attachment/detachment analysis of Head-Gordon \textit{et al.}\textsuperscript{66} can be performed. This procedure starts with a diagonalization of the difference density matrix

$$\mathbf{W}^T(\mathbf{D}^{II} - \mathbf{D}^{00})\mathbf{W} = \text{diag}(\kappa_1, \kappa_2, \ldots) \quad (5)$$

where the $\kappa_i$ are the eigenvalues of the 1DDM, and $\mathbf{W}$ is the matrix containing the eigenvectors, termed natural difference orbitals (NDOs).\textsuperscript{15} The NDOs can be used to visualize the excitation process\textsuperscript{67} similarly to the natural transition orbitals (NTO) while also accounting for many-body and orbital-relaxation effects.\textsuperscript{16,24} The detachment density matrix $\mathbf{D}_D$ is obtained by considering the negative eigenvalues of the 1DDM

$$d_i = \min(\kappa_i, 0) \quad (6)$$

and transforming back to the initial orbital basis

$$\mathbf{D}_D = \mathbf{W}\text{diag}(d_1, d_2, \ldots)\mathbf{W}^T . \quad (7)$$

Likewise, the attachment density $\mathbf{D}_A$ is con-
structured from the positive eigenvalues using
\[ a_i = \max(\kappa_i, 0) \quad (8) \]
\[ D_A = W \text{diag}(a_1, a_2, \ldots) W^T. \quad (9) \]

After these transformations, it is possible to visualize the attachment and detachment densities in coordinate space, which is done below.

The traces of the attachment and detachment matrices
\[ p_D = -\text{tr}(D_D) = -\sum_i d_i \quad (10) \]
\[ p_A = \text{tr}(D_A) = \sum_i a_i, \quad (11) \]
called promotion numbers,\textsuperscript{66} count the total number of detached and attached electrons. For a neutral excitation \( p_D \) is equal to \( p_A \) while in the case of an ionization process, the difference corresponds to the number of electrons gained or lost. In addition, it is possible to quantify the number of orbitals involved in the attachment and detachment processes using the detachment and attachment participation ratios (PR) defined as\textsuperscript{15}
\[ \text{PR}_D = \frac{p_D^2}{\sum_i d_i^2}, \quad \text{PR}_A = \frac{p_A^2}{\sum_i a_i^2}. \quad (12) \]

The PR\(_D\) value is equal to 1, if there is only one non-vanishing eigenvalue (\( d_1 = p_D \)). In the case of \( k \) non-vanishing eigenvalues of equal magnitude the PR\(_D\) value is equal to \( k \). For more general cases PR\(_D\) and the analogous PR\(_A\) can be understood as an effective number of involved orbitals in the detachment and attachment processes. For a related discussion see Ref. 19.

As a final descriptor, we quantify the spatial extent of the attachment and detachment densities in analogy to Eq. (1), using, e.g., for the \( x \)-component of the attachment density
\[ \sigma_{A,x}^2 = p_A^{-1} \text{tr}(D_A M_{xx}) - \left[ p_A^{-1} \text{tr}(D_A M_x) \right]^2 \quad (13) \]
and analogous equations for the other Cartesian components and the detachment density.

One should note that the above methods rely on operator integrals and analyses of eigenvalue spectra. Since no population analysis methods are used here, the approach is particularly well-suited to evaluate the effects of different basis sets in an unbiased manner.

### 3 Computational Details

Computations were performed using \( D_{2h} \) symmetry with the tetracene molecule located in the \( xy \)-plane and the long molecular axis arranged along the \( y \)-axis. The geometry of tetracene was optimized in the ground state at the MP2/def2-TZVP level of theory and kept fixed for all subsequent computations (see Table S1 for the coordinates). Complete active space self-consistent field (CASSCF)\textsuperscript{68} single-point computations were performed using 12 active \( \pi \)-orbitals (\( 3 \times b_{2g}, 3 \times b_{3g}, 3 \times a_u, 3 \times b_{1u} \)) occupied by 11, 12, and 13 electrons for the cationic, neutral, and anionic states, respectively. All computed states are characterized uniquely by either spatial symmetry, spin or particle number. Therefore, no state averaging was performed but all states were computed with respect to their individually optimized orbitals. Dynamic correlation effects were incorporated by second-order perturbation theory (CASPT2).\textsuperscript{8} For the IPEA shift,\textsuperscript{69} two different values, 0 and 0.25 a.u., were investigated. The Cholesky decomposition of the two-electron repulsion integrals was employed.\textsuperscript{70}

![Scheme 1: Molecular structure of the tetracene molecule and definition of the coordinate axes.](image)
6-31G\(^*\)(0.25,0.15) as introduced by Kroon-Batenburg\(^73\) and popularized by Hobza and coworkers,\(^74\) three additional double-\(\zeta\) basis sets SVP,\(^75\) cc-pVDZ,\(^76\) and ANO-S-VDZP,\(^77\) and the increasingly larger basis sets aug-cc-pVDZ,\(^78\) ANO-L-VTZP,\(^79\) aug-cc-pVTZ.\(^78\) For the following discussion it is important to notice that the five polarized double-\(\zeta\) basis sets have the same number of contracted basis functions (see Table 1) and that, consequently, their computational cost is identical aside from the initial computation of the AO integrals. At the same time, these basis sets differ significantly in the number and coefficients of the primitive basis functions and, thus, in the wavefunctions produced. It is worth noting that ANO-S-VDZP includes primitive \(s\) and \(p\) basis functions with exponents of \(\zeta = 0.055\) and 0.043 a.u. that are about as diffuse as the diffuse \(s\) and \(p\) functions of aug-cc-pVDZ, and that the most diffuse \(d\) functions of ANO-S-VDZP (\(\zeta = 0.092\) a.u.) are even more diffuse than in the aug-cc-pVDZ case. On the other hand, these diffuse exponents are only included implicitly in the ANO-S-VDZP contraction scheme and their role is not immediately clear. The question whether ANO-S-VDZP does indeed behave similarly to a diffuse basis set will be investigated below by considering energies, wavefunctions, and densities.

The wavefunctions were analyzed using the methods described in Section 2 by employing the newly created interface between the wavefunction analysis library LIBWFA\(^13\) and the MOLCAS program package.\(^80\) This interface works through exchanging all relevant data in the form of an HDF5 (hierarchical data format) file, thus allowing for a flexible and modular approach of the analysis and post-processing steps. Technically, the IDMs were computed through the CAS state interaction method\(^81\) as implemented in the RASSI program of the MOLCAS suite. The calculations were performed using a development version of the MOLCAS 8.1 package, and the functionality described will be made available within the open-source OPENMOLCAS package in the near future. Post-processing was achieved through the MOLPY\(^82\) and THEODORE\(^83\) codes. Plotting of densities was performed by means of the dgrid code\(^84\) in connection with the VMD program package.\(^85\)

Aside from density matrix analyses, we use wavefunction overlaps to compare the CASSCF wavefunctions constructed over different basis sets, following Ref. 86. This formalism starts by computing the overlaps between the AOs of the different basis sets and continues by computing the overlap between molecular orbitals (MO) of the two computations. Subsequently, for every pair of bra and ket Slater determinants, it is necessary to compute the determinant of the matrix containing all mutual MO overlaps. This last step can be exceedingly expensive requiring, e.g., the computation of \(4.6 \times 10^{10}\) such terms for CASSCF(12,12) singlet states. To overcome this computational bottleneck, the algorithm proposed in Ref. 87 was employed, which allows for the extensive use of recurring intermediates and, thus, makes such calculations feasible. The corresponding code is distributed as a part of the SHARC molecular dynamics suite.\(^85\)–\(^90\)

4 Results

In this work, we investigate the effects of different wavefunction parameters on the energies and wavefunctions of charged and neutral states of tetracene. Specifically, we consider all possible states obtained through one-electron processes involving the formal highest occupied molecular orbital (HOMO) and the lowest unoccupied MO (LUMO). This gives rise to the singlet and triplet coupled neutral excitations: the \(S_1(L_u)\) and the \(T_1\) state, both of \(B_{3u}\) symmetry, as well as the ground state of the cation of \(A_u\) symmetry (\(D_0^+\)) and the ground state of the anion of \(B_{3g}\) symmetry (\(D_0^-\)). The choice was made for these four states due to their close relations in a one-electron picture as well as the fact that these states are invoked in the different mechanisms used to explain singlet fission.

In the following we consider the excitation energies of the singlet and triplet states, denoted \(\Delta E(S_1)\) and \(\Delta E(T_1)\), as well as the ionization potential (IP) and electron affinity (EA). In ad-
Table 1: Basis sets used in this study: contraction scheme for the C and H atoms, total number of primitive/contracted basis functions, and primary literature references.

<table>
<thead>
<tr>
<th>Basis set</th>
<th>C</th>
<th>H</th>
<th>Total</th>
<th>Refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-31G</td>
<td>(10s4p)/[3s2p]</td>
<td>(4s)/[2s]</td>
<td>444/186</td>
<td>71</td>
</tr>
<tr>
<td>6-31G**</td>
<td>(10s4p1d)/[3s2p1d]</td>
<td>(4s1p)/[2s1p]</td>
<td>570/312</td>
<td>71,72</td>
</tr>
<tr>
<td>6-31G**(0.25,0.15)</td>
<td>(10s4p1d)/[3s2p1d]</td>
<td>(4s1p)/[2s1p]</td>
<td>570/312</td>
<td>73</td>
</tr>
<tr>
<td>SVP</td>
<td>(7s4p1d)/[3s2p1d]</td>
<td>(4s1p)/[2s1p]</td>
<td>516/312</td>
<td>75</td>
</tr>
<tr>
<td>cc-pVDZ</td>
<td>(9s4p1d)/[3s2p1d]</td>
<td>(4s1p)/[2s1p]</td>
<td>552/312</td>
<td>76</td>
</tr>
<tr>
<td>ANO-S-VDZP</td>
<td>(10s6p3d)/[3s2p1d]</td>
<td>(7s3p)/[2s1p]</td>
<td>966/312</td>
<td>77</td>
</tr>
<tr>
<td>aug-cc-pVDZ</td>
<td>(10s5p2d)/[4s3p2d]</td>
<td>(5s2p)/[3s2p]</td>
<td>762/552</td>
<td>76,78</td>
</tr>
<tr>
<td>ANO-L-VTZP</td>
<td>(14s9p4d3f)/[4s3p2d1f]</td>
<td>(8s4p3d)/[3s2p1d]</td>
<td>1896/708</td>
<td>79</td>
</tr>
<tr>
<td>aug-cc-pVTZ</td>
<td>(11s6p3d2f)/[5s4p3d2f]</td>
<td>(6s3p2d)/[4s3p2d]</td>
<td>1344/1104</td>
<td>76,78</td>
</tr>
</tbody>
</table>

Two derived quantities will be discussed. Firstly, the fundamental gap is computed

\[ E_{\text{gap}} = \text{IP} - \text{EA} \]  

(14)

which represents the energy required to remove an electron from one tetracene molecule and place it at a second molecule at infinite distance. When \( E_{\text{gap}} \) is available, the energy of a CT state can be estimated as

\[ E_{\text{CT}}(R) = E_{\text{gap}} - \frac{1}{R} \]  

(15)

where \( R \) is the separation between the molecules, cf. Ref. 91. In this sense, knowing \( E_{\text{gap}} \) allows one to predict whether a method will yield appropriate energies for CT states without having to perform a supermolecular excited state calculation. As a second quantity of interest, we compute the characteristic energy for singlet fission as

\[ E_{\text{att}} = 2 \times \Delta E(T_1) - \Delta E(S_1) \]  

(16)

A positive \( E_{\text{att}} \) corresponds to endothermic singlet fission (in a vertical approximation) while a negative value corresponds to an exothermic process.

Table 2 collects the energies discussed above computed for a number of methods. Specifically, we investigate the effect of three parameters in CASPT2 computations, (i) the active space, (ii) the one-electron basis set, and (iii) the IPEA shift.\(^{69}\) In addition, the general influence of dynamic correlation is discussed by comparing the CASPT2 to the CASSCF results. The highest level used here, CASPT2(12,12)/aug-cc-pVTZ gives excellent agreement with the experiment if an IPEA shift of 0.25 a.u. is used. The \( S_1 \) energy, as well as the EA and IP are within 0.1 eV of the experimental gas-phase reference. To the best of our knowledge, no experimental gas-phase reference for the \( T_1 \) state was reported so far. If one assumes that, similarly to the singlet, the gas-phase triplet energy is about 0.5 eV above the energy in the crystal then the agreement is also good in this case.

Lowering the active space to the CASPT2(6,6)/aug-cc-pVTZ level has a notable effect only on the \( T_1 \) state, which is shifted up by 0.2 eV. This increase, however, leads to a significantly enhanced characteristic energy for singlet fission, \( E_{\text{att}} = 0.88 \) eV. Next, the effects of lowering the basis set to the polarized double-\( \zeta \) level are investigated considering the 6-31G** and ANO-S-VDZP basis sets. Both basis sets contain the same number of contracted basis functions and thus require the same effort in the CASSCF and CASPT2 steps. However, drastic differences are found between those two basis sets. In the case of the ANO-S-VDZP basis set all values stay within 0.25 eV of the aug-cc-pVTZ reference whereas significantly enhanced errors are observed for 6-31G**. While the errors for \( \Delta E(S_1) \) (0.35 eV) and the IP (0.5 eV) still produce qualitatively reasonable results, the EA is underestimated by 0.9 eV yielding only a barely positive value at all. The errors in the
Table 2: Energies (given in eV) of neutral and charged states of tetracene computed using different methods: Excitation energies of the first singlet and triplet excited states \( \Delta E(S_1), \Delta E(T_1) \), ionization potential (IP), electron affinity (EA), fundamental gap \( E_{\text{gap}} \), and characteristic energy for singlet fission \( E_{\text{stt}} \).

<table>
<thead>
<tr>
<th>Method</th>
<th>IPEA</th>
<th>Basis set</th>
<th>( \Delta E(S_1) )</th>
<th>( \Delta E(T_1) )</th>
<th>IP</th>
<th>EA</th>
<th>( E_{\text{gap}} )</th>
<th>( E_{\text{stt}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>0.25</td>
<td>aug-cc-pVTZ</td>
<td>2.88(^a), (2.32(^b))</td>
<td>1.62</td>
<td>6.92</td>
<td>0.99</td>
<td>5.93 (\text{d}^c)</td>
<td>0.49 (\text{d}^c)</td>
</tr>
<tr>
<td>CASPT2(12,12)</td>
<td>0.25</td>
<td>aug-cc-pVTZ</td>
<td>2.76</td>
<td>1.81</td>
<td>6.93</td>
<td>1.01</td>
<td>5.92 (\text{d}^c)</td>
<td>0.88 (\text{d}^c)</td>
</tr>
<tr>
<td>CASPT2(6,6)</td>
<td>0.25</td>
<td>ANO-S-VDZP</td>
<td>2.87</td>
<td>1.64</td>
<td>6.78</td>
<td>0.74</td>
<td>6.04 (\text{d}^c)</td>
<td>0.41 (\text{d}^c)</td>
</tr>
<tr>
<td>CASPT2(12,12)</td>
<td>0.25</td>
<td>6-31G**</td>
<td>3.11</td>
<td>1.74</td>
<td>6.42</td>
<td>0.10</td>
<td>6.32 (\text{d}^c)</td>
<td>0.25 (\text{d}^c)</td>
</tr>
<tr>
<td>CASPT2(12,12)</td>
<td>0.00</td>
<td>aug-cc-pVTZ</td>
<td>2.37</td>
<td>1.22</td>
<td>6.77</td>
<td>1.13</td>
<td>5.64 (\text{d}^c)</td>
<td>0.08 (\text{d}^c)</td>
</tr>
<tr>
<td>CASSCF(12,12)</td>
<td>-</td>
<td>aug-cc-pVTZ</td>
<td>4.12</td>
<td>1.76</td>
<td>6.18</td>
<td>-0.73</td>
<td>6.90 (\text{d}^c)</td>
<td>-0.60 (\text{d}^c)</td>
</tr>
</tbody>
</table>

\(^a\)Refs 37,92: estimated vertical gas-phase excitation,
\(^b\)Ref. 93: 0-0 transition (crystal),
\(^c\)Ref. 94: vertical gas-phase IP,
\(^d\)Ref. 95: gase-phase EA.

IP and EA partially cancel, but also \( E_{\text{gap}} \) is overestimated by 0.4 eV with the 6-31G** basis set, meaning that according to Eq. (15) the energy of CT states would be overestimated by this amount. Omitting the IPEA shift, which is included in the CASPT2 zeroth-order Hamiltonian by ad hoc reasoning,\(^69\) yields quite notably altered results. The \( S_1 \) and \( T_1 \) energies are shifted down by 0.4 eV while also the IP and EA are affected. Incidentally, the unscaled CASPT2(12,12) data agree with the values reported from measurements in the solid state\(^93\) but this should only be seen as a coincidence. The most dramatic effect is observed in the CASSCF case, i.e. when omitting dynamic correlation. In this case the \( S_1 \) energy and EA are shifted by more than 1 eV, the IP is altered by 0.7 eV and only the \( T_1 \) energy remains roughly constant. While the IP and EA are shifted in the same direction, a stronger effect on the EA leads to a rise of \( E_{\text{gap}} \) by 1.0 eV compared to CASPT2. Thus, CASSCF and related methods, which do not include dynamic correlation, can strongly overestimate the energies of CT states. A related effect has been discussed for the configuration interaction singles method.\(^96\)

Summarizing the challenges in the computation of the different states of tetracene: An inclusion of dynamic correlation is necessary even for qualitatively meaningful results and the precise way to do so, i.e. the value of the IPEA shift, can still introduce errors of 0.5 eV. Notably, also the choice of the AO basis set plays an unexpectedly strong role. As the effect of dynamic correlation\(^64\) as well as the IPEA shift\(^11\) have been addressed recently in related systems, we will focus on the effects of the basis sets.

Excitation energies as well as the IP and EA were computed for the basis sets listed in Table 1 at the CASPT2(12,12) level. The results are plotted in Figure 1. In Figure 1 (a), the \( S_1 \) and \( T_1 \) energies are shown for different basis sets. For the chosen order of the basis sets a steep decline of the \( S_1 \) energies is observed while the \( T_1 \) energies are more or less constant. The values for the 6-31G basis set, which is the only one that does not include polarization functions, are unsurprisingly separated strongly from the remaining values. It is, however, remarkable that also between the different polarized double-\( \zeta \) basis sets (i.e. going from 6-31G** to ANO-S-VDZP) a decrease of 0.28 eV in excitation energies is observed. Interestingly, this difference is larger than the change of 0.13 eV observed when going from ANO-S-VDZP to aug-cc-pVTZ, which is probably close to the basis-set limit. The 6-31G**(0.25,0.15) basis set, which uses modified \( d \)-function exponents, provides significantly improved \( S_1 \) energies when compared to the original 6-31G** basis set. However, it is also worth pointing
out that this improvement comes at the cost of shifting up the total CASPT2 energy by 0.5 a.u. (cf. Figure S5). Strong basis-set effects are also observed in the case of the IP (Figure 1 (b)). The unpolarized 6-31G basis is separated from the remaining results, but also the polarized 6-31G** and 6-31G**(0.25,0.15) basis sets are quite far away from the basis-set limit, underestimating the IP by 0.5 and 0.4 eV, respectively. By comparison the SVP and cc-pVDZ results are significantly better, lying within about 0.3 eV of the aug-cc-pVTZ result. ANO-S-VDZP and the larger basis sets move to within 0.15 eV of this result. The EA [Figure 1 (c)] shows similar trends as compared to the IP although the errors are more severe. The 6-31G basis set fails to produce a positive EA at all while in the case of 6-31G** the electron is only loosely bound by 0.10 eV. The results are somewhat improved in the case of 6-31G**(0.25,0.15), SVP, and cc-pVDZ, yielding an EA of about 0.4 eV, which is, however, still less than half of the converged value. Figure 1 reveals a significant increase in performance when moving to the ANO-S-VDZP basis set (possessing the same number of contracted basis functions as the last four basis sets discussed), obtaining an EA of 0.86 eV, which is already close to the aug-cc-pVTZ result of 0.99 eV.

As a next step, we investigate the convergence of the wavefunctions with respect to the basis set following the strategies developed in Refs 86,87. For this purpose, the CASSCF(12,12) wavefunctions constructed with the different basis sets are projected against the aug-cc-pVTZ reference and the corresponding weights (i.e. the squared overlap values) are plotted in Figure 2. Starting from the right, it is observed that the ANO-L-VTZP wavefunctions are almost identical to the aug-cc-pVTZ ones for all five states with squared overlaps around 0.995 indicating that these are indeed almost converged results. In the case of aug-cc-pVDZ and ANO-S-VDZP the squared overlap values are again very uniformly distributed around 0.97 and 0.96, respectively. For the basis sets with a smaller number of primitive basis functions, the lines separate. Generally, the ground state

Figure 1: Vertical excitation energies (a), ionization potential (b), and electron affinity (c) of tetracene computed at the CASPT2(12,12) level (IPEA=0.25) using various basis sets.
of the cation ($D_0^+$) is described best while the agreement for the ($D_0^-$) state is worst. Among the neutral states, the $S_1$ description is worse compared to the $S_0$ and $T_1$. Out of the polarized double-$\zeta$ basis sets the worst agreement is found for the 6-31G** (0.25,0.15) basis set. The $S_0$, $S_1$, and $T_1$ are clustered around 0.90 whereas the $D_0^+$ and $D_0^-$ states are significantly lower at 0.66 and 0.70, respectively. Figure 2 illustrates the advantage of the ANO-S-VDZP basis set from a different point of view: It does not only provide correct energies, but also the wavefunctions are described well providing a description that is consistent between all types of states and almost as good as the significantly larger aug-cc-pVTZ basis set.

Further insight into the properties of the wavefunctions is obtained by computing the RMS size of the electron density. The overall size ($\sigma_{\rho}$) and its $z$-component are plotted in Figure 3 (a) and (b). Figure 3 (a) confirms the expected trends: The wavefunction of the anion ($D_0^-$) is most diffuse, with an RMS size of 3.562 Å at the aug-cc-pVTZ level,
while the neutral states show intermediate values (∼3.554 Å) and the cation is most compact (3.548 Å). The effect of the basis set in Figure 3 (a) is rather small amounting to less than one tenth of a percent relative deviation for the overall RMS size. This insensitivity follows from the fact that the relevant differences disappear in two different averaging procedures: (i) averaging over all the electrons, and (ii) summing over the $x, y, z$ coordinates. Whereas point (i) will be addressed below using the attachment/detachment density analysis, we address point (ii) here by analyzing only one Cartesian component of $\sigma_{\rho}$. The $x$ and $y$-components of $\sigma_{\rho}$, which extend along the molecular plane (cf. Figure 1), are to a large part trivially determined by the atomic positions whereas the $z$-component ($\sigma_{\rho,z}$) directly measures how far the electron density extends into space away from the molecular plane. Therefore, $\sigma_{\rho,z}$ is chosen for further analysis, and it is plotted for the different states and basis sets in Figure 3 (b). In this case a somewhat different picture as opposed to the previous case is obtained. The 6-31G**(0.25,0.15) results are generally the lowest while the ANO-S-VDZP results are the highest. This finding illustrates again that basis sets of the same form, i.e. polarized double-$\zeta$, can produce quite different wavefunctions and densities. Interestingly, the 6-31G**(0.25,0.15) basis set, which possesses specifically added diffuse basis functions, yields the most compact densities while ANO-S-VDZP, a basis set without explicit diffuse basis functions, yields the most diffuse densities. These findings show that it is not easy to predict the performance of a basis set based on qualitative considerations alone and highlight the importance of the interplay between the different basis functions. Another interesting observation is that the $S_0$ and $T_1$ states possess almost equivalent $\sigma_{\rho,z}$ values for all basis sets considered while the $S_1$ state is always notably more diffuse. This increase in diffuseness is in agreement with enhanced basis set effects for the $S_1$ state as observed in Figure 1. Finally, it should be noted that the lines in Figure 3 (b) are almost parallel. This means that despite the notable variations between the different basis sets, the general trends are consistent.

<table>
<thead>
<tr>
<th>Detachment</th>
<th>Attachment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_D = 1.41$, $PR_D = 2.84$</td>
<td>$p_A = 1.41$, $PR_A = 2.64$</td>
</tr>
<tr>
<td>$p_D = 1.29$, $PR_D = 2.72$</td>
<td>$p_A = 1.29$, $PR_A = 2.70$</td>
</tr>
<tr>
<td>$p_D = 2.03$, $PR_D = 5.44$</td>
<td>$p_A = 1.03$, $PR_A = 22.3$</td>
</tr>
<tr>
<td>$p_D = 1.04$, $PR_D = 22.3$</td>
<td>$p_A = 2.04$, $PR_A = 5.35$</td>
</tr>
</tbody>
</table>

Figure 4: Attachment and detachment densities for different neutral and charged electronic states of tetracene computed at the CASSCF(12,12)/aug-cc-pVTZ level of theory, isovales: 0.004 (solid), 0.0013 (transparent).

A downside of the analysis of $\sigma_{\rho}$ is that it is computed as an average over all electrons including also the ones contained in core and $\sigma$ orbitals. Thus, from Figure 3 alone it is not possible to judge whether the discrepancy between the different basis sets derives from the orbitals active in the excitation and ionization processes or from inactive ones. To obtain a more detailed insight into the electrons active in the excitation and ionization processes, an attachment/detachment density analysis according to Eq. (5) is performed. Figure 4 shows the attachment and detachment densities of the $S_1, T_1, D_0^+$ and $D_0^-$ states computed with respect to the $S_0$ state.
densities into NDOs is given in the supporting Figures S1-S4. In a one-electron picture the detachment densities of the $S_1, T_1$ and $D_0^+$ states would all be the same, corresponding to the HOMO, while the one for the $D_0^-$ state should vanish. Similarly, the attachment densities of the $S_1, T_1$ and $D_0^-$ states should correspond to the LUMO while the one for the $D_0^+$ state should vanish. This is clearly not the case as all the attachment and detachment densities possess distinct features.

First, it is interesting to observe the promotion numbers (Eqs (10) and (11)), which count the total number of electrons rearranged. These amount to 1.41 and 1.29 in case of the singlet and triplet neutral excitations. In the case of the cationic state $D_0^+$ the number of detached electrons ($p_D$) amounts to 2.03 meaning that aside from the electron actually taken away, another 1.03 electrons are rearranged in the process. A very similar picture is found for the $D_0^-$ state. The important conclusion is that none of these processes should be understood as a simple one-electron process but that also the rearrangement of secondary orbitals plays a significant role. To count the number of the orbitals involved, we use the PR$_D$ and PR$_A$ measures defined in Eq. (12). In the case of the singlet and triplet states, these values are consistently around 2.7. This can be interpreted in the sense that in all cases there is one dominant NDO, i.e. the HOMO or LUMO, in addition to some secondary contributions from other $\pi$-orbitals (cf. Figures S1 and S2).

In the case of the $D_0^+$ and $D_0^-$ states the PR$_D$ and PR$_A$ values are significantly enhanced. This derives from the fact that also a large number of $\sigma$ orbitals are involved as can be seen in Figure 4 and more clearly in Figures S3 and S4, which show all the involved orbitals. The underlying process corresponds to a rearrangement of the electron density along the CH bonds, i.e. in the case of the cation the electrons are pulled inwards while they are pushed outwards for the anion.

From a technical perspective it is worth noting that the rearrangement effects are particularly apparent because the orbitals for each state are optimized individually. In the case of a common set of orbitals, created for example by Hartree-Fock or state-averaged CASSCF, such relaxation effects would have to be included in the form of orbital excitations. This requires sufficiently flexible wavefunction models and failing to do so can have detrimental effects. For example, it was found in the case of an iridium complex that state-averaged CASSCF systematically underestimated orbital relaxation accompanying metal-to-ligand CT transitions whereas the single-reference algebraic diagrammatic construction ADC(2) strongly overestimated it.\(^{24}\)

![Figure 5](image.png)

Figure 5: Spatial extent of the detachment densities of different neutral and charged electronic states of tetracene computed at the CASSCF level for various basis sets: (a) overall value, (b) $z$-component.

The variation of the promotion number $p_A$
with respect to the basis set is plotted in Figure S6 showing that this value stays fairly constant only increasing slightly with the more flexible basis sets. By contrast, the RMS sizes show some more notable alterations. This analysis in the case of the detachment density is presented in Figure 5. Considering, first, the spherically summed quantity $\sigma_D$, shown in Figure 5 (a), the general order $S_1 < T_1 < D_0^- < D_0^+$ is observed for all basis sets. The values are fairly constant across the different basis sets and only in the case of the $D_0^-$ state there is a spike for 6-31G**(0.25,0.15) and a jump occurring between the ANO-S-VDZP and aug-cc-pVDZ basis sets. It should be noted, however, that the detachment density of the $D_0^-$ state results entirely from orbital relaxation effects and is composed of a large number of individual NDO contributions [cf. Figure S4 (a)] and can thus not be easily interpreted.

A different vantage point is provided by viewing only the $z$-component [Figure 5 (b)], i.e. only the component of the density that extends away from the molecular plane. In this case, the jump in the value of the $D_0^-$ state is more pronounced, going from 0.56 Å (cc-pVDZ) through 0.72 Å (ANO-S-VDZP) to about 0.80 Å for the larger basis sets. A similar jump, occurring between the cc-pVDZ and ANO-S-VDZP basis sets is also observed for the $D_0^+$ state. This jump indicates a qualitative change in the behavior: For the more compact basis sets, the $D_0^-$ state is clearly separated from the rest, while in the case of the more diffuse basis sets it approaches the neutral states and the $D_0^+$ state is separated. Interestingly, the ANO-S-VDZP basis can account (at least in part) for the increase in diffuseness observed for the larger basis sets.

The same analysis is presented for the attachment densities in Figure 6. The trends are very similar to those of Figure 5: in the case of the total RMS size $\sigma_A$ only slight increases with increasing basis set size are found and again a spike for 6-31G**(0.25,0.15) is seen. Stronger effects are again found for the $z$-component. Again, these values are significantly enlarged for the $D_0^+$ and $D_0^-$ states. An interpretation of these results is not straightforward owing to the

![Figure 6: Spatial extent of the attachment densities of different neutral and charged electronic states of tetracene computed at the CASSCF level for various basis sets: (a) overall value, (b) $z$-component.](image)
fact that large numbers of orbitals are involved in the relevant detachment and attachment processes. However, an important general conclusion can be drawn: Ionization and electron attachment processes are more complex than one might presume at first sight, as they cannot be simply described by the removal/addition of one single electron from/to one orbital. A large number of orbitals are rearranged in the process and the precise description of this rearrangement requires large and flexible basis sets.

As a final comment it is fair to point out that not all properties of the wavefunctions are as sensitive to the basis set as the ones discussed above. For example, the effective number of unpaired electrons characterizing the natural orbital eigenvalue spectrum, which was used extensively in Refs 40,54,97 to characterize polyradical formation in polyacenes and related systems, is almost independent of the basis set for all five states considered here (Figure S7).

5 Discussion

The present study illustrates the challenges in describing different states of polyacenes. Not only dynamic correlation effects are important but also basis-set effects play a crucial role strongly affecting the different states. These challenges will certainly resurface in computations of dimers or larger aggregates, only that a detailed method comparison, such as performed here, is not feasible for such cases. Therefore, the results obtained here serve as a starting point for studies of processes such as charge transport, excitation energy transfer or singlet fission in polyacenes. Singlet fission is a particularly challenging process due to the fact that not only energies of the local singlet and triplet states have to be described well but also of the CT states in order to investigate their role in a superexchange mechanism.\textsuperscript{31,62,98} In this context, comparison of different computational methods (Table 2) reveals that an uncorrelated treatment will overestimate the $S_1$ energy by more than 1 eV thus wrongly predicting an exothermic singlet fission process in tetracene ($E_{st} < -0.60$ eV) while at the same time placing the CT states too high in energy by 1 eV ($E_{gap} = 6.90$ eV). But even if dynamic correlation is included properly, an unfortunate choice of the basis set can move the relevant energies by 0.5 eV. This study showed, furthermore, that the variations in energies are accompanied by non-trivial variations in the wavefunctions.

An important result of this study was the superior performance of the ANO-S-VDZP basis set over other polarized double-$\zeta$ basis sets. This superiority was not only present for the energies but also in the cases of wavefunction overlaps and various density-matrix-based descriptors including the diffuseness of the wavefunctions. For many of the properties considered, a similar performance was found between the ANO-S-VDZP and aug-cc-pVDZ basis sets. Taking a closer look at the exponents of the primitive basis functions in these basis sets, it is observed that these are indeed similar. The major difference between these basis sets is that diffuse basis functions are added explicitly, i.e. as a contracted basis function containing only one primitive exponent, in the case of aug-cc-pVDZ while they are included implicitly in the contraction scheme of the ANO-S-VDZP basis set. The present study thus highlights the importance of diffuse basis functions (cf. Refs 78,99). A detailed consideration of energies, densities, and wavefunctions suggests that for many properties it suffices to include diffuse functions implicitly in the contraction scheme (assuming that a proper parameterization is chosen).

6 Conclusions

The lowest singlet and triplet excited states of tetracene, as well as the ground state of its cation and anion were investigated using high-level multireference methods in connection with detailed wavefunction analysis protocols. Different basis sets were investigated within the CASPT2 method finding a clear superiority of the ANO-S-VDZP basis set over other polarized double-$\zeta$ basis sets in the description of the energies as well as the overall wavefunction.
overlaps. Using a newly implemented wavefunction analysis toolbox in the program system MOLCAS, the attachment and detachment densities were analyzed in detail, demonstrating, again, the superior performance of the employed ANO-S-VDZP basis set.

In a broader sense, this work illustrates that detailed wavefunction analysis protocols can provide new insight into the merits and shortcomings of the employed computational methods by illuminating intricate details of the computed wavefunctions. In the future, it will be interesting to study the influence of other wavefunction parameters such as the active orbital space and the level of dynamic correlation using similar analysis methods, and to compare the results of different quantum chemical methods.
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