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Abstract

Long-Term Evolution (LTE) technology has several features that make it an attractive alternative to be used in vehicle-to-infrastructure communications for intelligent transportation systems. However, before LTE can be widely used in this context, a number of analysis must provide convincing evidence that critical network functions (e.g. resource allocation strategies) yield adequate performance. To this end, in this work, we introduce a Markov-chain based model for LTE downlink channel quality, a prime factor affecting performance. Our model comes from the analysis of a large number of measurements of LTE Cell-Specific Reference Signals that were collected through a crowdsourcing application on a motorway in the UK. The model is intended to be used in performance evaluation studies and we exemplify its use with a case study, where we estimate the downlink transmission capacity of an LTE network. We also discuss other potential applications.
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1. Introduction

Analysis of Long-Term Evolution (LTE) for vehicle-to-infrastructure (V2I) communications has become an important research area in recent years. This interest arises from the advantages of LTE in comparison with 802.11p in terms of ubiquitous deployment, large cell-coverage and continuous development by the 3rd Generation Partnership Project (3GPP) \cite{1, 2}.

An important performance-related parameter in LTE is the quality of the downlink channel. In LTE, downlink-channel quality estimations are performed through measurements of a type of control signals called...
Cell-Specific Reference Signals (CRS) [3]. To estimate the channel quality, an LTE User Equipment (UE) measures the Signal to Noise Ratio of CRS (CRS-SNR) and converts such reading to a value of Channel Quality Indicator (CQI). This CQI value is reported to the base station of the LTE operator (known as eNodeB), where it is used by a scheduling algorithm to perform resource allocation and link adaptation procedures.

Given the relevance of these procedures, a methodology for evaluating the effect of CQI values on the performance of scheduling algorithms for V2I communications is required. To this end, a model that characterizes the CQI values reported by mobile UEs in vehicular environments has yet to be developed. For this reason, the main objective of this paper is to introduce a downlink-channel quality model, which could be used to evaluate the performance of resource allocation algorithms in LTE for V2I communications.

Creation of such a model requires a prior step consisting of collecting a large number of measurements of LTE downlink performance, to be recorded by mobile UEs in vehicular environments. One method to collect such data is to make use of application-specific systems (i.e., hardware and software) in extensive measurement campaigns. This is the approach that was used in available studies [4–10]. In an alternative way, commonly used smartphones can also be used to collect measurements in a distributed and cooperative manner. This is the basis of the crowdsourcing-based approach for data collecting and it is becoming a feasible alternative due to the wide availability of smartphones with adequate computing power, low cost and reasonable measurement accuracy [11]. However, extracting valid measurements from crowdsourced data in vehicular environments, and specially under high mobility conditions, is not a straightforward task. For this reason, the first contribution of this paper is to propose an analysis methodology of CRS measurements collected through a crowdsourcing application to evaluate the performance of LTE for V2I communications.

Not only do available studies make use of specialized systems for data gathering, but they also focus on analyzing measurements of downlink channel quality without proposing a model. In order to address this limitation, the second contribution of this paper is to provide a novel method to model channel quality for UEs in a vehicular environment by means of a finite-state Markov chain (FSMC). The FSMC is used to model the CQI levels obtained from CRS-SNR measurements collected through a crowdsourcing application, which, to the best of our knowledge, has not been explored before.

The rest of the paper is organized as follows. Section 2 discusses related literature. In Section 3, the measurement methodology is described. In Section 4, the method to model CQI by means of an FSMC is presented and the results are discussed in Section 5. In Section 6 a model to estimate the downlink transmission capacity is derived. In Section 7 this model is combined with the results from the FSMC to estimate the downlink transmission capacity in the analyzed scenario. Finally, Section 8 discusses potential applications and limitations of the FSMC and Section 9 presents the conclusions.
2. Related work

Due to the current popularity of smartphones, several works have applied the crowdsourcing-based approach for data collection. These data are used, in turn, for the analysis and modeling of different performance indicators of cellular communication systems. None of these models, however, is intended to represent downlink channel quality.

In [12], a crowdsourcing application was developed and made available to android users for collecting throughput and packet flow measurements of an LTE network. In this study, collected measurements exhibited high variability in throughput of cellular networks as a consequence of buffering and queuing processes. These results show that crowdsourced measurements can be used as feedback when configuring network protocols or implementing operator policies.

Other works have made use of crowdsourced measurements to explore how diverse factors affect throughput in cellular networks. For instance, authors in [13] studied how received signal strength, geographical location of users and time of day are related to throughput. This piece of work also shows that evaluating network performance, in terms of throughput, requires a comprehensive analysis in order to provide results that are accurate enough and thus, can be used to assess and improve network performance.

The work reported in [14] also analyzed crowdsourced measurements to explore the relationships between the throughput achieved by end users and factors such as time of day, signal strength and signal to noise ratio. In this work, measurements are used to create a linear regression model for predicting downlink throughput. Similar to [13], obtained results show that predicting throughput is not a straightforward task. However, it shows that, in comparison with the rest of collected parameters, the signal to noise ratio measured by UEs is far more correlated to downlink throughput.

When analyzing the performance of the LTE downlink for V2I communications, several pieces of research have proposed the use of measurements collected either through specialized hardware/software or applications installed in smartphones.

In [4], the downlink-channel performance is analyzed through measurements of signal strength, signal to noise ratio and throughput collected by UEs moving at a speed of 80 km/h, under low traffic conditions and considering a network optimized for benchmarking. During the analysis, good channel conditions were observed, resulting on an average downlink throughput of 33 Mb/s when Multiple Input Multiple Output (MIMO) 2×2 was implemented. This analysis demonstrates that, for UEs in vehicular environments, signal to noise ratio remains as the most influencing factor in both uplink and downlink throughput of LTE users.

A similar analysis can be found in [5], where a comparison in terms of channel quality and throughput is performed between UEs moving at a speed of 70 km/h and static UEs. In this study, measurements are collected by a single user under unspecified load conditions, which compromise the reliability of the measured downlink performance. However, the results do provide a valuable comparison between the performance of
mobile and static UEs, which as expected, shows that UEs in the static setup experienced considerably better channel conditions leading to up to 70% more throughput (17 Mb/s) when compared with mobile UEs (10 Mb/s).

A more recent study can be found in [6], where an LTE-Advanced (LTE-A) network was evaluated under different load conditions and at a lower speed (50 km/h) than the ones considered in [4] and [5]. In the study, channel quality and throughput were assessed while carrier aggregation (an LTE-A feature) was implemented with two carriers of 10 MHz and 15 MHz. During the test, each carrier achieved an average throughput of 17 Mb/s and 30 Mb/s, respectively. In a similar way to other studies, this work shows how channel quality and downlink performance are degraded under mobility conditions.

Other studies have focused on different performance indicators of LTE for V2I communications based on the analysis of collected measurements. This is the case of [7], where coverage and handover are evaluated, and [8], where delay is analyzed for multimedia applications. Moreover, other works have proposed the use of measurements for modeling certain characteristics of the communication channel. For instance, in [9] the performance of MIMO antennas is evaluated whereas in [10] a model for assessing the impact of shadowing in vehicular environments was obtained.

3. Measurement methodology

This section describes various aspects related to the data collection as well as other additional considerations that were taken into account in order to make the collected measurements suitable for analysis.

3.1. Description of the vehicular environment and collection method

The dataset used in this research was collected during six months (from June to November 2015) through the crowdsourcing platform OpenSignal. OpenSignal provides an app as well as a website for collecting and retrieving network performance statistics, respectively. The app records the performance statistics of connections between mobile UEs and the eNodeB. The website, in turn, provides aggregated statistics presented in the form of coverage maps.

In the collected dataset there were measurements from all available operators in the surveyed area. However, for this study, from the original dataset we extracted the subset corresponding to the operator with the largest number of CRS measurements, thus producing a new dataset with approximately 300,000 measurements.

From the selected subset, samples were filtered as described below based on the location reported by UEs at the moment of the measurement. The location was obtained by the UEs either by using the built-in GPS or by triangulation of known eNodeBs. From the collected samples, only users with a reported location constrained to be on the M1 motorway were considered. The M1 motorway is a south-north route with a
length of 193.6 miles (311.6 kilometers) that connects London to Leeds. Figure 1 shows the map of the M1 motorway.

![Figure 1: Map of M1 motorway [15].](image1.png)

In Figure 2, a 1.3 km section of the motorway with approximately 1650 samples is shown. The location precision of the samples is illustrated by circles, with smaller circles representing a more accurate location estimation.

![Figure 2: M1 section of approximately 1.3 km long. Road layout (left). Approximately 1650 measurements (right). [15].](image2.png)
In Figure 2, a few houses can be observed at the north-west of the section. However, scenarios like this were not usual in the analyzed motorway. This is due to the fact that planning laws for motorways in the UK prevent buildings from being built close to major roads as a measure to avoid the negative effects of noise and pollution on people’s health.

Regarding the location-related characteristics of the measurements, two comments are worth mentioning. First, the great majority of measurements were most likely collected by UEs in vehicles, since pedestrians have very limited access to motorways. And second, the measurements were collected from vehicles that were either moving at average speeds for motorways or temporarily stopped in traffic jams.

3.2. Collected data

As previously mentioned, the dataset corresponding to the selected operator originally consisted of approximately 300,000 records of CRS measurements. These data were processed as explained below.

Each one of the records in the dataset contained several parameters related to the measured CRS. Among these parameters, the CRS-SNR was selected to be studied considering that it is the main parameter involved in channel quality estimation. The observed values for CRS-SNR were found to lie within the interval $-20$ dB to $30$ dB. Although the range for this parameter is not defined in the standard, measurements performed in other studies such as in [5] and [6] agree with these values.

The time and location of the measurements were also specified in the records. They contained timestamps rounded to the nearest minute and location in terms of latitude and longitude. In order to show the temporal characteristics of the measurements, Figure 3 (left) presents the time distribution of the collected samples, where it can be seen that the majority of measurements were taken during working hours, with peaks in the morning (7 to 9 a.m.) and in the evening (4 to 6 p.m.) during the rush hours.

As for location, Figure 3 (right) provides the number of measurements collected in each km along the motorway. From this figure, it can be observed that apart from London, which is the major city in the UK, there is a roughly similar number of measurements per km.

3.3. Filtering method

The original dataset was provided and pre-filtered by OpenSignal according to the geographic location of the measurements. Therefore, only samples with coordinates (latitude and longitude) constrained to be within a range of 200 meters from each side of the motorway were considered. This range corresponds to the smallest resolution (in terms of location) that can be provided by the OpenSignal platform.
From this dataset, the records from the selected mobile operator were filtered to avoid inconsistencies and improve the reliability of the results. In order to carry out this filtering process, location, type of connection of the UE, and CRS-SNR values were validated as described below.

First, only measurements from mobile users were considered. For this reason, the samples located within a range of 200 meters near the 12 service stations of the M1 motorway [16] were excluded. It was considered that these samples came from users that were either on a fixed location or moving at relatively slow speeds.

In addition, the type of connection (Wi-Fi or mobile) reported by the UEs was also analyzed. All samples from users reporting a Wi-Fi connection at the time of the measurement were not considered. The reason is that it is likely that these users were located at a fixed location and therefore, the CRS-SNR was not measured from a moving vehicle.

Finally, CRS-SNR values falling out of the normal operating range were discarded. For this purpose, the results in [5] and [6] were used as a reference since the standard does not define this range. Outliers in CRS-SNR values were likely logged during handovers between LTE and other radio access technologies.

Filtering was applied to all measurements collected during the time span mentioned above. It is important to mention that subsets of data corresponding to different periods of time were also analyzed and no significant differences among the statistical properties of the compared subsets were found.

After applying the filtering method just described, 92,525 records of measurements scattered over 16,000 different locations on the motorway were obtained. The following section describes how this dataset was used to model the signal quality measured by mobile UEs along the analyzed motorway.

4. CQI modeling using a finite-state Markov chain

This section describes the methodology for modeling the CQI using a FSMC. For the sake of clarity, this method is discussed in three parts. First, a method for resampling the original CRS-SNR measurements,
in order to obtain regularly spaced sampling points, is explained. Then, the mapping between resampled
CRS-SNR measurements and CQI levels is described. Finally, the process to obtain the FSMC is presented.

4.1. Resampling method

In order to model the CQI trace by means of an FSMC, the original CRS-SNR measurements were resampled
at regularly spaced points along the road. This procedure was necessary since we had no control of the
crowdsourcing application and therefore, no control over the time or position at which a user created a
record. Here we describe a way to cope with this problem.

In the first step, the motorway was divided into \( r \) regularly spaced zones of the same area. The area
of these zones was chosen as to contain a number of samples large enough to allow the extraction of its
statistical properties and also considering that all points within each zone should share similar statistical
properties. For this reason, the diameter of each zone in all cases was set to 1 km, yielding a total of 310
zones.

From the 310 zones that were created, 241 of them had 50 or more samples. In these cases, we theorized
that the distribution of observed values within zone \( n \) (where \( n = 1, \ldots, r \) ) could be represented by using
a Gaussian distribution whose mean value \( \mu_n \) and variance \( \sigma_n^2 \) could be estimated from the observations
corresponding to that zone. We used this statement as the null hypothesis to be tested by the Kolmogorov-
Smirnov test [17] to determine the goodness of fit of our assumption in each zone. The results showed that
225 out of the 241 zones passed the test, at the 0.05 significance level, meaning that they contained samples
with CRS-SNR values that can be considered to come from a Gaussian distribution. Based on these results,
each one of these zones, with more than 50 samples, was modeled as a Gaussian distribution. This process
allowed us to preserve the statistical properties of each section of the motorway.

In the case of zones with less than 50 samples their mean and variance were not estimated from the
sample set. In such cases both statistical descriptors were interpolated from adjacent zones as follows.

Let \( X_1, Z \) and \( X_2 \) be three random variables representing the statistics of three contiguous zones, being
\( Z \) the one in the middle whose PDF is unknown. Let us also consider that \( X_1 \) and \( X_2 \) are Gaussian whose
parameters are known, that is \( X_1 \sim N(\sigma_1^2) \) and \( X_2 \sim N(\sigma_2^2) \). It is proposed to consider that the
statistical properties of \( Z \) can be estimated as the average of \( X_1 \) and \( X_2 \), i.e.

\[
Z = \frac{X_1 + X_2}{2}. \quad (1)
\]

It can be easily shown, from the theory of jointly Gaussian random variables [18], that \( Z \) is also Gaussian
(i.e., \( Z \sim N(\sigma_Z^2) \)) with mean

\[
m_Z = \frac{1}{2} m_1 + \frac{1}{2} m_2 \quad (2)
\]
and variance

\[ \sigma_Z^2 = \frac{1}{4} \sigma_1^2 + \frac{1}{2} \text{COV}(X_1, X_2) + \frac{1}{4} \sigma_2^2. \]  

(3)

In this way, the parameters of \( Z \) can be estimated from the ones corresponding to adjacent zones.

This procedure was applied to zones with less than 50 samples surrounded by zones with more than 50 samples. In total 38 zones were interpolated in this way, which in addition to the 241 zones mentioned before, accounted for 90% of the total length of the motorway.

In cases where two or more consecutive zones with less than 50 samples were found (i.e., 31 zones), it was assumed that LTE coverage was unavailable. In the analysis, these zones were assigned the SNR for CQI 0, which is used by UEs to report the out-of-coverage state.

Having modeled each zone, the resampling was performed considering a total of \( m \) regularly spaced sampling points \( S_i \) for \( i = 1, \ldots, m \) for the entire motorway. The resampling distance was set to 20 meters, yielding a total of 50 CRS-SNR samples per zone and, therefore, 15500 CRS-SNR samples in total. Each one of these points represents a single CRS-SNR measurement, as illustrated in Figure 4.

Each one of these samples was then mapped to a corresponding CQI level. The process to map CRS-SNR to CQI is described in the following section.
4.2. CRS-SNR to CQI mapping

In LTE, parameter CQI is reported by the UE to the eNodeB to indicate the quality of the communication channel. These reports are used by the scheduling algorithm at the eNodeB to perform link adaptation through adaptive modulation and coding.

In order to perform link adaptation, the algorithm selects the Modulation and Coding Schemes (MCSs) for the Transport Blocks (TBs) to be allocated to the UE based on its reported CQI. The MCSs are selected to maximize the throughput and to maintain the Block Error Rate (BLER) below the 10% threshold to comply with the LTE standard [19].

There is a total of 16 CQI levels (0 to 15) defined in the standard, where each level represents a quantized version of the SNR measured at the antenna port of the UE. From the 16 possible levels that parameter CQI can take, 1 and 15 represent the worst and the best channel qualities, respectively. In addition, CQI 0 corresponds to the out-of-range state [19]. In our analysis, it has been considered that a UE reporting CQI 0 cannot support an LTE connection.

In a similar way to CQI, there is a range of 29 MCSs (0 to 28), where each MCS represents a unique combination of modulation and coding rate. Within this range, MCS 0 and MCS 28 correspond to the worst and best combinations (performance-wise), respectively.

Available modulation methods in LTE for data transmission are QPSK, 16QAM, and 64QAM. The coding rate, on the other hand, depends on other parameters such as the size of the TB, the number of bits for cyclic redundancy check and the number of resource elements (REs) available for data transmission [19]. The MCSs and their corresponding modulation methods can be seen in Table 1 [19].

<table>
<thead>
<tr>
<th>MCS</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation method</td>
<td>QPSK</td>
<td>16QAM</td>
<td>64QAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: MCSs and modulation methods in LTE [19].

The process that the UE implements to estimate the CQI is not established by the LTE standard and therefore, it is open to chipset manufacturers [6]. Since this process is not clearly defined, we have followed the methodology described in [20] as a reference to estimate the CQI values required by the FSMC. The process to map CRS-SNR values to CQI levels described in [20] is carried out in three steps. In the first step, an averaging window is applied to the CRS-SNR measured at the UE. In the second step, the averaged CRS-SNR is mapped to an MCS. Finally, in the third step, the MCS is converted to a CQI level.

In our analysis, an averaging window of five CRS-SNR measurements was applied in order to reduce variations in the measurements. By using the average CRS-SNR to estimate the CQI, inaccurate MCS allocations are avoided and consequently the BLER is reduced. The average CRS-SNR value was then mapped to an MCS. For this purpose, the modulation curves presented in Figure 5 were used. The modulation curves describe the relation between SNR and BLER for each MCS.
By using Figure 5, the average CRS-SNR was mapped to all MCSs and thus, the BLER of each MCS was estimated. From all MCSs, only those with a BLER below the 10% threshold were considered as viable options. From viable MCSs, the one with the highest performance was chosen to maximize throughput.

Finally, after a specific MCS was obtained, the mapping from MCS to CQI was performed. For this process, the tables found in [20], describing the equivalence between the 29 MCSs and the 16 CQI levels, were used. In cases where the average CRS-SNR was below the SNR threshold for MCS 0, the CRS-SNR was mapped to CQI level 0 and considered as the out-of-range state. This process was repeated for all averaged values of CRS-SNR to obtain their corresponding CQI levels.

4.3. Markov modeling

To model the evolution of reported CQI values, a FSMC is proposed. The model is developed under the assumption that the CQI values can be characterized as a discrete random process $X = \{X_m; m \in \mathbb{N}\}$ that complies with the Markov property. This property establishes that the probability of the system being at a given state $j$ at index $m + 1$, is conditioned only on the knowledge that the process is at state $i$ at index $m$, and therefore, independent of all previous states [21].

In this case, to assume that this property holds is equivalent to consider that the space distribution of observed CQI values is such that the probability of measuring a certain CQI value in a nearby location along a route only depends on the value observed at the present location. Note that the chain index in this case represents position instead of time, which is the most frequent case.

For the proposed Markov model, a finite state space $S_{cqi} = \{0, 1 \ldots 15\}$ is defined, where each state represents one of the 16 levels of CQI (0 to 15). Moreover, in order to define the transition probability
between states $i$ and $j$, i.e. $P_{i,j}$, this FSMC is considered to be space-homogeneous, therefore its transition probabilities are independent of the actual value of $m$ and thus, $P_{i,j}$ can be defined as

$$P_{i,j} = P(X_{m+1} = j|X_m = i); \forall i, j \in S_{cqi}. \quad (4)$$

In order to consider the probabilities of all possible transitions between the states of the model, a transition probability matrix $P_{cqi}$ is defined as

$$P_{cqi} = \begin{bmatrix}
    P_{0,0} & \ldots & P_{0,15} \\
    \vdots & \ddots & \vdots \\
    P_{15,0} & \ldots & P_{15,15}
\end{bmatrix}; \forall i, j \in S_{cqi}. \quad (5)$$

Recall that the transition probability matrix $P_{cqi}$ is a stochastic matrix, meaning that the total sum of the transition probabilities for state $i$, represented by the $i$th row of matrix $P_{cqi}$, must be equal to 1. Therefore,

$$\sum_{j=0}^{15} P_{i,j} = \sum_{j=0}^{15} P(X_{m+1} = j|X_m = i) = 1; \forall i \in S_{cqi}. \quad (6)$$

The transition probability matrix $P_{cqi}$ could also be represented by means of a state transition diagram [22], with vertices representing the states within the finite state space $S_{cqi}$ and edges representing the transition probability $P_{i,j}$ between states $i$ and $j$.

In order to obtain the transition probabilities $P_{i,j}$ from the resampled data, the following procedure was applied. The number of times CQI changed from state $i$ to state $j$ was counted (i.e., $n_{i,j}$) when considering two consecutive sampling points along the road (i.e., $m$ and $m+1$) and this procedure was repeated for all sampling points depicted in Figure 4. Thus, the set of transition probabilities $P_{i,j}$ were computed as

$$P_{i,j} = \frac{n_{i,j}}{\sum_{i=0}^{15} n_{i,j}}; \forall i, j \in S_{cqi}. \quad (7)$$

5. Results from FSMC modeling and analysis

The set of transition probabilities were found as described above. The resulting transition probabilities $P_{i,j}$ for all states $i$ and $j$, of the transition probability matrix $P_{cqi}$, are shown in Table 2.

From the probability matrix $P_{cqi}$ it can be seen that the use of averaged CRS-SNR measurements causes the CQI levels to remain the same or move only to nearby levels, as expected in a usual situation. As a result of this, the higher values of transition probabilities are the ones close to the main diagonal in Table 2.
In contrast, the probability of CQI changing two or more levels from its current value is considerably lower as it can be observed from the transition probabilities outside such main diagonal.

<table>
<thead>
<tr>
<th>CQI level</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.718</td>
<td>0.081</td>
<td>0.079</td>
<td>0.085</td>
<td>0.033</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.24</td>
<td>0.144</td>
<td>0.194</td>
<td>0.244</td>
<td>0.139</td>
<td>0.039</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.126</td>
<td>0.159</td>
<td>0.183</td>
<td>0.325</td>
<td>0.134</td>
<td>0.065</td>
<td>0.004</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.054</td>
<td>0.048</td>
<td>0.077</td>
<td>0.384</td>
<td>0.253</td>
<td>0.023</td>
<td>0.006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.011</td>
<td>0.014</td>
<td>0.02</td>
<td>0.115</td>
<td>0.453</td>
<td>0.298</td>
<td>0.068</td>
<td>0.018</td>
<td>0.002</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.001</td>
<td>0.002</td>
<td>0.006</td>
<td>0.024</td>
<td>0.143</td>
<td>0.502</td>
<td>0.226</td>
<td>0.073</td>
<td>0.022</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.001</td>
<td>0.001</td>
<td>0.005</td>
<td>0.047</td>
<td>0.175</td>
<td>0.485</td>
<td>0.192</td>
<td>0.089</td>
<td>0.004</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.011</td>
<td>0.058</td>
<td>0.153</td>
<td>0.534</td>
<td>0.224</td>
<td>0.015</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.006</td>
<td>0.039</td>
<td>0.23</td>
<td>0.542</td>
<td>0.135</td>
<td>0.043</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.001</td>
<td>0.009</td>
<td>0.084</td>
<td>0.227</td>
<td>0.505</td>
<td>0.144</td>
<td>0.027</td>
<td>0.002</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.011</td>
<td>0.015</td>
<td>0.397</td>
<td>0.387</td>
<td>0.133</td>
<td>0.016</td>
<td>0.005</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.004</td>
<td>0.011</td>
<td>0.225</td>
<td>0.17</td>
<td>0.463</td>
<td>0.094</td>
<td>0.029</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.108</td>
<td>0.338</td>
<td>0.39</td>
<td>0.061</td>
<td>0.019</td>
<td>0.014</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.071</td>
<td>0.153</td>
<td>0.294</td>
<td>0.4</td>
<td>0.047</td>
<td>0.035</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.003</td>
<td>0.333</td>
<td>0.381</td>
<td>0.286</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.111</td>
<td>0.111</td>
<td>0.445</td>
<td>0.333</td>
</tr>
</tbody>
</table>

Table 2: Transition probability matrix $P_{cqi}$.

As an example of the information provided in matrix $P_{cqi}$, it can be mentioned that the first row presents the transition probabilities for CQI level 0, which is used by the UE to report the out-of-coverage state. The value of 0.718 for CQI level 0 means that a UE without LTE coverage is more likely to remain in the same state in the next sampling point.

Furthermore, it is interesting to note that some transition probabilities in the main diagonal, i.e. $P_{i,i}$, are significantly higher than the other probabilities in the same row. Thus, the CQI value is very likely to remain in the same value for the next sampling point. This is more noticeable for CQI levels 4 through 9, meaning that a UE is more likely to have a stable LTE connection when reaching these CQI levels.

By observing the characteristics of the transition probability matrix $P_{cqi}$, it can also be inferred that the process can move back and forth among all states belonging to $S_{cqi}$ in an arbitrary (random) number of steps. Therefore, it can be concluded that the FSMC is irreducible and its steady state probabilities can be calculated [22]. The steady state probabilities for the transition probability matrix $P_{cqi}$ can be calculated through

$$\pi_{cqi} = \lim (P_{cqi})^n \text{ when } n \to \infty.$$  

(8)

For a large enough $n$, the results are presented in Table 3.
In the steady state probability vector $\pi_{\text{cqi}}$, the probability for CQI level 0 is particularly relevant. As mentioned above, CQI 0 is reported by the UE to indicate the out-of-coverage state. Therefore, the value for the steady probability of this level could be interpreted as the outage probability of the LTE connection. In the analyzed scenario, this accounts for 1.8%.

The steady state probability values for the upper levels of CQI can also be observed in Table 3. For CQI levels 10 through 15, the total probability is around 9%. This would mean that there is less than 10% probability that a UE can achieve the highest levels of throughput in the downlink. This is a logical outcome, since these levels are only achieved when a UE is really close to the eNodeB and the propagation conditions are ideal in terms of noise and interference.

It is also worth pointing out that the steady state probability values for CQI levels 4 through 9 account for around 85% of the total probability. This result suggests that most of the coverage along the motorway is good enough to maintain stable LTE connections.

For the sake of clarity, the whole methodology that was followed for processing the collected data is summarized by means of the flowchart shown in Figure 6. In the section to follow, a theoretical model to compute the downlink transmission capacity is presented. Such model is then used in combination with the transition probabilities of the CQI FSMC shown in Table 2 to present a case study that estimates the transmission capacity in the analyzed scenario.

<table>
<thead>
<tr>
<th>CQI level</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>0.018</td>
<td>0.007</td>
<td>0.009</td>
<td>0.029</td>
<td>0.069</td>
<td>0.129</td>
<td>0.144</td>
<td>0.199</td>
<td>0.193</td>
<td>0.114</td>
<td>0.051</td>
<td>0.026</td>
<td>0.008</td>
<td>0.003</td>
<td>0.001</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: Steady state probability vector $\pi_{\text{cqi}}$.  

![Figure 6: Modeling-methodology flowchart.](image-url)
6. Downlink transmission capacity model

In this section, a theoretical model for estimating the transmission capacity of the LTE downlink channel is described. The purpose of this model is twofold. On one hand, it allows us to obtain the maximum transmission capacity of the downlink channel in the analyzed scenario. On the other hand, the model illustrates how the FSMC can be used for benchmarking resource allocation algorithms, in scenarios where V2I networks could be deployed in the near future.

In order to properly describe the proposed model, in what follows we provide an overview of some required concepts related to channel estimation and adaptive modulation and coding.

6.1. Channel estimation and adaptive modulation and coding

LTE makes use of adaptive modulation and coding. That is, the scheduling algorithm at the eNodeB dynamically adapts the modulation and coding rate based on channel estimations performed by the UE. As a result of this, the data rate continuously changes depending on the quality of the channel experienced by the UE.

The UE estimates the quality of the communication channel by measuring the Signal to Noise Ratio (SNR) of the received signal. Then, the estimated channel quality is reported to the scheduling algorithm at the eNodeB in the form of a CQI level.

On the eNodeB side, the scheduling algorithm uses the reported values of CQI to adapt the modulation and coding rate for the Resource Blocks (RBs) to be granted to the reporting UE.

The selection of the adequate combination of modulation and coding rate can be based on a combination of the reported CQI, the category of the reporting UE, specific quality of service policies and available resources at the moment of either resource request or allocation [23]. From all these factors, parameter CQI is the only one that quantifies the quality of the communication channel.

Available modulation methods in LTE for data transmission are QPSK, 16QAM and 64QAM and each method supports the transmission of 2, 4 and 6 bits per OFDM symbol (as explained below an OFDM symbol is closely related to an RE), respectively. In the model, the modulation methods were associated to each CQI level based on Table 4.

<table>
<thead>
<tr>
<th>CQI level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation method</td>
<td>QPSK</td>
<td>16QAM</td>
<td>64QAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: CQI levels and modulation methods [19].

In addition, the coding rate is established based on a combination of a number of parameters. These parameters are: the number of bits required for Cyclic Redundancy Check (CRC), the Transport Block Size (TBS), the number of REs assigned to the Physical Downlink Shared Channel (PDSCH) and the
number of bits that can be transmitted per resource element ($B_{RE}$) [19]. In the model, the coding rates were associated to each CQI level based on Table 5.

<table>
<thead>
<tr>
<th>CQI level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code rate per 1024</td>
<td>78</td>
<td>120</td>
<td>193</td>
<td>308</td>
<td>449</td>
<td>602</td>
<td>378</td>
<td>490</td>
<td>616</td>
<td>466</td>
<td>567</td>
<td>666</td>
<td>772</td>
<td>873</td>
<td>948</td>
</tr>
</tbody>
</table>

Table 5: CQI levels and coding rates, based on [19].

As previously mentioned, the goal of this section is to estimate the transmission capacity of the downlink channel. For this reason, the model focuses on $PDSCH$, which is used by the eNodeB for transmission of dedicated traffic to UEs. A detailed analysis to estimate the amount of resources that can be allocated to $PDSCH$ is presented in the sections to follow.

6.2. Theoretical model definition

The model is intended to obtain the maximum transmission capacity of the downlink channel and was obtained by computing the resources available for $PDSCH$, which is used in LTE for transmitting user information. The resources are considered in terms of $RE$s, which are the smallest resource units in LTE and each one of them is composed of one 15 kHz subcarrier and one OFDM symbol.

The number of available $RE$s for $PDSCH$ is denoted as $PDSCH_{RE}$. To compute this quantity, the number of $RE$s allocated to all control channels in the downlink ($DCCH_{RE}$) are subtracted from the total number of $RE$s allocated to the entire downlink channel ($TD_{RE}$). Therefore, on a frame basis, parameter $PDSCH_{RE}$ can be computed as

$$PDSCH_{RE} = TD_{RE} - DCCH_{RE}.$$  (9)

6.2.1. $TD_{RE}$ computation

For the computation of $TD_{RE}$, resources have to be considered in both frequency and time.

Regarding frequency resources, the channel bandwidth in terms of the number of Resource Blocks (RBs) was considered. In LTE, the following six different channel bandwidth configurations are available: 1.4, 3, 5, 10, 15 and 20 MHz. This bandwidth configurations support a total of 6, 15, 25, 50, 75 and 100 RBs, respectively. The RB is the smallest allocatable unit in LTE and is composed of twelve 15 kHz subcarriers and up to 7 OFDM symbols.

As for time resources, the Cycle Prefix (CP) version was considered. It is worth pointing out that there is a normal and an extended version of CP. The normal version sets the size of each RB to 7 OFDM symbols ($RB_{NORMAL}$), whereas the extended version sets the size of each RB to 6 OFDM symbols ($RB_{EXTENDED}$).

After frequency and time resources are defined, the transmission mode has to be selected between Time Division Duplex (TDD) and Frequency Division Duplex (FDD). For the model, TDD was chosen as the
transmission mode. The reason for selecting TDD over FDD is that TDD allows us to select the proportion of resources to be allocated between downlink and uplink transmissions not only using a 10 ms frame, but also down to a 1 ms subframe. Thus, it allows a more precise selection of model parameters.

By selecting TDD, seven frame configurations can be chosen. Each configuration defines a different ratio of the number of subframes for downlink ($DL_{SF}$) to the number of uplink subframes ($UP_{SF}$) within a frame. As the proposed model computes the available resources for the downlink, only $DL_{SF}$ was considered.

TDD also requires the implementation of a Special Subframe (SS) for switching between downlink and uplink transmissions. Within the SS, there is a portion of OFDM symbols used for downlink ($DW_{PTS}$), uplink ($UP_{PTS}$) and a guard period ($GP$). TDD supports 9 and 7 SS configurations for the normal and extended version of CP, respectively. Given that the model is for downlink transmissions, only $DW_{PTS}$ symbols were considered.

The total number of REs allocated to the downlink channel on a frame basis $TD_{RE}$ was computed through

$$TD_{RE} = RB \times ((DL_{SF} \times RB_{NORMAL} \times 2) + DW_{PTS}) \times 12,$$

(10)

where $RB_{NORMAL}$ was selected to allocate an additional OFDM symbol per subframe. Moreover, in Eq. (10), numbers 2 and 12 come from considering 2 RBs per subframe and 12 subcarriers per RB, respectively.

### 6.2.2. DCCH$_{RE}$ computation

The computation of DCCH$_{RE}$ was performed by taking into account the number of REs required by each control channel at the physical layer.

To this end, the following physical downlink control channels were considered: Physical Downlink Control Channel (PDCCCH), Physical Broadcast Channel (PBCH), Physical Control Format Indicator Channel (PCFICH) and Physical Hybrid ARQ Indicator Channel (PHICH). In addition to these channels, Primary Synchronization Signals (PSS), Secondary Synchronization Signals (SSS) and CRS were also considered.

The number of REs required by the PDCCCH on a frame basis is defined as $PDCCCH_{RE}$ and can be obtained as

$$PDCCCH_{RE} = RB \times (CFI \times (DL_{SF} + SS)) \times 12.$$

(11)

In Eq. (11), CFI stands for Control Format Indicator. This parameter establishes that, in time domain, the number of OFDM symbols destined to the PDCCCH can be 2, 3 and 4 for 1.4MHz, whereas they can be 1, 2 and 3 for higher bandwidth configurations. In the frequency domain, the PDCCCH extends along the entire channel independently of the bandwidth configuration.

The number of REs required by the PBCH is defined as $PBCH_{RE}$. This parameter has a fixed value of 240 REs independently of the bandwidth configuration and it is transmitted every 4 frames. Therefore, in the model, $PBCH_{RE}$ was set to 240, on a frame basis.
Parameters $PCFICH$ and $PHICH$ were also considered in the model. However, the $RE$s required by these channels overlap with $PDCCH_{RE}$, and thus are already considered in Eq. (11).

Regarding $CRS$, the number of $RE$s on a frame basis is defined as $CRS_{RE}$ and was obtained through

$$CRS_{RE} = RB \times (DL_{SF} + SS) \times N \times 8 \times 3/4,$$

where $N$ represents the number of antennas at the eNodeB. For the model, $N$ was set to 1 (SISO mode). Moreover, numbers 8 and 3/4 represent the number of $CRS$ per $RB$ and an overlapping factor, respectively. This factor was introduced to take into account the $1/4$ of $RE$ that overlaps with the $PDCCH_{RE}$.

Finally, the number of $RE$s for $PSS$ and $SSS$ were also analyzed. However, these $RE$s, required by these signals, overlap with $PDCCH_{RE}$ in a similar way as $PCFICH$ and $PHICH$, and thus, were already considered in Eq. (11).

Having established the number of $RE$s required by each control channel at the physical layer, $DCCH_{RE}$ was computed, on a frame basis, by

$$DCCH_{RE} = PDCCH_{RE} + PBCH_{RE} + CRS_{RE}.$$  

In Eq. (13), the $RE$s for $PCFICH$, $PHICH$, $PSS$ and $SSS$ are not shown since they were already considered in Eq. (11) for $PDCCH_{RE}$.

6.2.3. Downlink transmission capacity computation

Having defined the computation of $TD_{RE}$ and $DCCH_{RE}$ in (10) and (13) respectively, $PDSCH_{RE}$ can be computed through Eq. (9) on a frame basis.

The obtained $PDSCH_{RE}$ can then be used to compute the downlink transmission capacity in bits per second ($DTC_{bps}$) through

$$DTC_{bps} = PDSCH_{RE} \times B_{RE} \times CR \times 1/(FD).$$

In Eq. (14), $B_{RE}$ is the number of bits that can be transmitted per $RE$, $CR$ is the coding rate and $FD$ represents the frame duration, i.e. 10 ms.

7. Downlink transmission capacity results

In this section, the LTE downlink transmission capacity is obtained for the M1 motorway based on the CQI levels generated by the FSMC. As stated before, this analysis is presented to illustrate how the results from the FSMC could be used for benchmarking resource allocation algorithms in vehicular environments.

For this purpose, the model described by Eq. (14) was combined with the CQI levels generated by the FSMC through the transition probabilities shown in Table 2. For the model described by (14), $PDSCH_{RE}$
was obtained based on Eq. (9) and the configuration parameters summarized in Table 6, whereas \( B_{RE} \) and \( CR \) were obtained based on the generated CQI levels and the values from Table 4 and Table 5, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bandwidth (MHz)</td>
<td>5, 10, 20</td>
</tr>
<tr>
<td>( CP ) version</td>
<td>Normal</td>
</tr>
<tr>
<td>Transmission mode</td>
<td>TDD</td>
</tr>
<tr>
<td>TDD frame configurations</td>
<td>1, 3, 5</td>
</tr>
<tr>
<td>Special subframe configuration</td>
<td>1</td>
</tr>
<tr>
<td>( PDCCH ) size (OFDM symbols)</td>
<td>1</td>
</tr>
<tr>
<td>Number of transmission and reception antennas</td>
<td>1 (SISO)</td>
</tr>
</tbody>
</table>

Table 6: Selected configuration parameters.

Based on the configuration parameters shown in Table 6, the minimum, maximum and mean downlink transmission capacity values in Mb/s were obtained for the analyzed scenario. These results are summarized in Table 7.

<table>
<thead>
<tr>
<th>Channel bandwidth (MHz)</th>
<th>TDD Configuration</th>
<th>SS Configuration</th>
<th>Min (Mb/s)</th>
<th>Max (Mb/s)</th>
<th>Mean (Mb/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.248</td>
<td>9.056</td>
<td>2.572</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0.369</td>
<td>13.472</td>
<td>3.833</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0.483</td>
<td>17.638</td>
<td>5.017</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0.504</td>
<td>18.388</td>
<td>5.222</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>1</td>
<td>0.746</td>
<td>27.220</td>
<td>7.735</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1</td>
<td>0.975</td>
<td>35.552</td>
<td>10.104</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>1.016</td>
<td>37.052</td>
<td>10.533</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>1</td>
<td>1.500</td>
<td>54.715</td>
<td>15.545</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>1</td>
<td>1.957</td>
<td>71.38</td>
<td>20.283</td>
</tr>
</tbody>
</table>

Table 7: Downlink transmission capacity for configuration parameters in Table 6.

In Table 7, it can be seen that for the same bandwidth e.g. 10 MHz, the mean transmission capacity approximately varies in steps of 2.5 Mb/s among the selected TDD configurations. This occurs due to the fact that the number of subframes allocated to the downlink direction increases from 4 for TDD configuration 1, to 6 and 8 for TDD configurations 3 and 5, respectively. Moreover, these results imply that the selected TDD configuration considerably impacts the final downlink transmission capacity.

Furthermore, Table 7 shows that, for the selected configuration parameters, the maximum transmission capacity that can be achieved is approximately 71 Mb/s. This peak value is achieved when the entire channel bandwidth, i.e. 20 MHz, is allocated and the best channel quality, i.e. CQI 15, is reported. However, scenarios where values close to this peak can be achieved are unlikely to occur and are only presented to show the maximum capacity that can be estimated by the model based on the CQI levels from the FSMC.

In order to perform a more detailed analysis, a subset of configuration parameters was selected. This subset of parameters is presented in Table 8. The rest of the configuration parameters are the same as the
ones previously presented in Table 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bandwidth (MHz)</td>
<td>10</td>
</tr>
<tr>
<td>TDD frame configuration</td>
<td>3</td>
</tr>
<tr>
<td>Special subframe configuration</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8: Subset of configuration parameters.

Based on the subset of configuration parameters presented in Table 8, the downlink transmission capacity in Mb/s was analyzed. For this purpose, Figure 7 shows the probability mass function for the downlink transmission capacity.

![Figure 7: Probability distribution for downlink transmission capacity and configuration parameters in Table 8.](image)

In Figure 7, a total of 15 values corresponding to the capacity that can be achieved by each of the 15 levels of CQI can be observed, where the leftmost and rightmost values correspond to CQI 1 and 15, respectively, whereas CQI 0 is not shown, since it represents the out-of-range state and therefore, it was not considered in the computation.

From Figure 7, the mean transmission capacity is 7.735 Mb/s (as can be seen in Table 7 for the corresponding configuration parameters). This value is considerably low compared with approximately 27 Mb/s that can be achieved when CQI level 15 is in use, as can be seen in the rightmost part of Figure 7. This relatively low mean transmission capacity should be expected in high mobility vehicular environments, where the channel quality experienced by UEs must be worse in comparison with the static case.

Another consequence of the low channel quality in the analyzed scenario is the low probability of achieving a higher transmission capacity. This can also be seen in Figure 7, where the probability for achieving a transmission capacity above 16 Mb/s is almost negligible in comparison with lower values.

In addition, statistics regarding the modulation methods that are utilized along the motorway were also
obtained. It turns out that utilization percentages for QPSK, 16QAM and 64QAM are 39%, 52% and 9%, respectively.

These results suggest that, as a consequence of the channel quality conditions in the analyzed scenario, the resource allocation algorithm implements the lowest modulation methods, i.e. QPSK and 16QAM, along 91% of the motorway in order to maintain the BLER below the 10% threshold. However, by implementing the lowest modulation methods, the downlink transmission capacity is considerably reduced as observed from the mean transmission capacity values presented in Table 7.

For the sake of clarity, the whole process to estimate the downlink transmission capacity in the analyzed scenario is summarized by means of the flowchart shown in Figure 8.

![Figure 8: Downlink transmission capacity estimation flowchart.](image)

In addition to this case study, the section to follow discusses other potential applications, as well as the limitations of the CQI-FSMC.

8. Uses and limitations of the CQI FSMC

8.1. Potential applications of the model

It can be recalled that the main goal of the proposed model is to contribute with the means required for benchmarking resource allocation algorithms in LTE for V2I communications. To do this, the model provides a fairly straightforward way of generating CQI reports with similar statistical properties to those generated by UEs in a vehicular environment.

As examples of algorithms that can be evaluated with this approach, we can mention Best CQI [24] and Proportional Fair [24]. These algorithms have different aims, Best CQI is intended to maximize throughput, whereas Proportional Fair tries to maintain an adequate balance between throughput and fairness. However, in both cases, a sequence of generated CQI reports from the model would allow us to assess their performance in vehicular applications.
Besides benchmarking of resource allocation schemes, a different application of the model could be analysis of link reliability for safety applications in V2I communications. In this case, reliability can be seen as the probability of CQI reports being above the lowest thresholds, e.g., CQI 2 or CQI 3, where link connectivity is prioritized over transmission capacity. The results would allow to analyze the probability of maintaining a V2I connection during a consecutive number of CQI reports, which is critical for safety applications in vehicular networks.

Another application worth mentioning is the estimation of the expected level of availability of link capacity for infotainment applications in V2I communications. For this type of applications, availability could be related to the probability of CQI reports being above a threshold that guarantees a minimum downlink channel capacity for a given number of consecutive reports. This information is relevant for deploying resource-intensive infotainment applications.

8.2. Limitations of the model

The data provided by the crowdsourcing application OpenSignal (i.e., to create experimental maps of cell coverage) up to a large extent matched with what was required by our study. However, since the application was not custom-made for our purposes, some desirable features for our study were not available in the data set. For instance, there were some surveyed areas that did not have an amount of samples large enough to fit a probabilistic model, so that some procedures, described above, had to be applied, where possible, in order to estimate the statistical distribution of samples in these cases. Another issue was that information regarding the speed of the vehicle was not included in the records, so that we had to make use of some heuristics in order to reasonably determine when the samples were collected by moving UEs.

The effect of these factors, just mentioned, on the accuracy of the model cannot be overlooked. A decrease in accuracy can arise, for instance, when no LTE coverage is assumed in the motorway sections which had a low number of samples. Another limitation of the model is that it does not capture different levels of mobility and their effect on both channel quality and system performance. This study is not possible without information regarding the speed of the vehicles. Therefore, the consequences of these limitations on the accuracy of the model have to be taken into account prior to its use in applications such as the ones described above.

9. Conclusions

This paper introduces a model intended to capture the statistical behavior of the Long-Term Evolution downlink channel quality for use in studies related to vehicle-to-infrastructure communications. It makes use of a Markov chain in order to represent how the channel quality indicator levels change from point to
point along a motorway. The model is flexible enough to be used in both theoretical analysis and simulation-based studies. Although it was developed from measurements corresponding to a specific time and location, it can be used to represent similar scenarios to the one herein described.

The proposed model was derived from the analysis of a large number of measurements, which were obtained by using the crowdsourcing-based approach. That is, measurements were recorded and contributed by real users driving along a motorway. As it is discussed in this paper, this approach has several advantages when compared to more traditional surveying techniques. In brief, since all users that download and use a crowdsourcing application in their smartphones become sensor nodes, this data collection strategy becomes highly cost-effective. Furthermore, crowdsourced data came from heterogeneous devices under diverse situations, so that this approach allowed us to observe the performance of LTE connectivity in real-world situations. However, great care has to be put into making the readings suitable for modeling and analysis. To this end, we present a methodology, which can be replicated by other works to make use of crowdsourced data.

We also discussed various potential applications of the proposed model such as benchmarking of scheduling algorithms and evaluation of performance indicators for safety and infotainment applications in vehicle-to-infrastructure communications.
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