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ABSTRACT

After the brief review on adaptive array processing, three fairly separate topics on the power inversion adaptive array are treated in this thesis. The first topic is the behaviour of a narrowband array using the stochastic gradient descent algorithm, with the environment assumed to rotate at constant velocity in the $\sin \theta$ domain. Conditions for steady state weight deviations and output power deterioration from optimal values due to the nonstationary environment are derived and are then used to determine the maximum scan rate of a radar sidelobe canceller. The second topic is the jamming rejection capability of a broadband array using tapped delay line processing. The results obtained are used for designing the tap spacing and number of taps of the delay lines as well as assessing, in terms of the number of variable weights, the relative advantage of the alternative broadband processing method using several narrowband array processors. The frequency distortions at various directions introduced by rejecting the jammers are also studied qualitatively. The third topic is the convergence behaviour of the broadband array when the stochastic gradient descent algorithm is employed. Comparison with the alternative broadband processing method is again given. A simple transformation preprocessor, independent of the external environment and capable of improving the convergence behaviour of using tapped delay line processing, is also derived.
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CHAPTER 1 REVIEW OF ADAPTIVE ARRAY PROCESSING

Before the development of chapter 2, this chapter will first give a brief review on adaptive array processing in general so as to form a framework for the three topics treated on the subject in this thesis. In the review, no attempt has been made to include all the possible references. This is due to the large number of related publications and furthermore, many detailed aspects in adaptive array processing, especially in connection with practical implementation, have not been studied or are still being actively researched at the time of writing.

The review is organized as follows. Section 1.1 discusses adaptive array processing in the framework of array processing. Section 1.2 traces the origin of adaptive array processing. Section 1.3 then classifies the important developments from three fundamental concerns in adaptive array processing. Section 1.4 discusses the "controls" commonly employed for achieving the adaptive processing. Finally, section 1.5 describes some experimental adaptive arrays and recent studies regarding more detailed aspects.

1.1 Within the Framework of Array Processing

In the context of signal processing, a receiving array is a number of transducing elements spatially distributed in a region, termed the aperture. The array output is formed by summing the weighted element outputs. Two common reasons for using a number of array elements are: (a) the aperture is too large to be fully filled so that sampling in the spatial domain is necessary and (b) the directional, frequency or other characteristics of the entire system have to be varied from time to time and this can easily be achieved by varying the element weights.
In conventional array synthesis\[^{[1,2]}\], the weights are designed a priori, perhaps using optimization procedures, with regard to the look direction, beamwidth, average sidelobe level, component accuracies and/or other similar parameters. The method obviously leads to pre-determined array responses that may not match the actual operating environment which is seldom known precisely a priori and is often time-varying. However, the performance of the conventional array is usually adequate when the interferences are roughly isotropically distributed. In the other extreme, array performance is most probably inadequate in situations where there are strong deliberate or accidental jammers whose leakage powers, even through the sidelobes, would increase the array output noise power to unacceptable level. Therefore, with the advent of high power ECM systems in recent years, increasing interest has been directed to the use of complex adaptive array processing techniques to improve performance.

Best array performance is obtained by employing the weights which maximize the performance criterion in question, subject to the feasible measurements and a priori knowledge regarding the environment. This is often referred to as "optimum array processing" in the literature. Obviously, if the environment is time-varying, the optimal weights are also time-varying so that in a practical realization, the weights have to be updated by an algorithm using the most recent measurements and a priori knowledge concerning the environment. This is "adaptive array processing". Due to the nonzero settling time of the adaptive algorithm as well as the replacement of old by new measurements in a stochastic environment, an adaptive array is never able to achieve optimum weighting in a nonstationary and most probably, even stationary en-
vironment. However, the array is able to track the changing environment and most likely maintains near-optimum performance. Other side benefits, such as compensation for component inaccuracies and transducer distortion effects, can also be obtained. Introductory material for adaptive array processing can be found in [3-8].

1.2 Origin

Historically, the concept of adaptive array processing was first conceived in the retordirective antenna arrays invented by Van Atta [9] and developed by others [10, 11] in the early 1950's and 1960's. Adaptivity in these arrays refers to the use of adaptive phase-cohering circuits so that a self-phased beam can be focused at a signal at unknown direction or position, provided that the element input noises are uncorrelated with one another. If this condition is satisfied, performance enhancement is obtained. In cases of severe jamming where the element input noises are highly correlated, however, there is no inherent adaptive protection.

The use of adaptive processing for rejecting interferences to improve performance then originated in the middle 1960's in many diverse fields. Some of the early initiative was taken in the radar sidelobe canceller of Howells [12], the adaptive filters and antenna arrays of Widrow [13-15], the adaptive equalizer of Lucky [16], the works by Byn [17], Merzcz [18] and Shor [19] on sonar arrays and the works by Capon [20] and Lacoss [21] on seismic arrays. Since these early systems were proposed, the development of adaptive array processing, especially in the area of communication antenna arrays, has been rapid and numerous papers have been appearing on the subject.
1.3 Classifications of Important Developments

To outline the important developments briefly and systematically, the various adaptive arrays of general interest in the literature are now classified into categories according to: (a) the way the a priori knowledge about the signal is utilized, (b) the adaptive algorithm and its implementation and (c) the performance criterion. From the discussion of section 1.1, these are the most fundamental concerns in adaptive array processing.

1.3.1 Classification (a) - the way the signal a priori knowledge is utilized

Adaptive arrays can be divided roughly into three categories in this section. The a priori knowledge about the signal is used to generate a reference input, highly correlated with the signal but almost uncorrelated with the interferences, in the early adaptive antenna arrays proposed by Widrow [11]. Thus, by adjusting the weights so that the array output approaches the reference input in a mean square sense, the interferences are rejected while the signal is preserved. Obviously, these arrays are of interest if the reference input can easily be derived as, for example, in coded communication systems.

In contrast, the adaptive arrays derived by Griffiths [22] and Prost [23] from that of Widrow as well as the early seismic arrays studied by Lasso [21] require a priori knowledge about the signal direction and possibly, the shape of the signal power density spectrum for formulating constraints on the weights to preserve the signal while minimizing array output power to reject the interferences. In [23], for instance, the weights are subject to a set of hard linear equality constraints so that the frequency
response at the look direction is pre-determined and do not vary with the updating of the weights. The term "hard constraint" is coined relative to the term "soft constraint" which means a constraint that can be violated with the amount of violation proportional to the "forces" set up in the algorithm forcing the weights to satisfy the constraint. One early difficulty in employing simple schemes like that just described is the cancellation of the signal even if there are slight mismatches between the actual signal characteristics, for example, direction\textsuperscript{24}, and that assumed to be known and used by the array. The problem is overcome by using additional constraints\textsuperscript{25-27} to decrease the sensitivity of the array towards such mismatches. This type of arrays is of most interest in radar, sonar and seismology where, apart from the direction, the signal structure is seldom known in detail a priori.

Lastly, the power inversion array, suggested by Zahm\textsuperscript{28} and Compton\textsuperscript{29}, only requires the signal power to be small for its operation. The array functions by the phenomenon that if optimum weighting is used, the output power component due to a jammer decreases roughly linearly with increase in the jammer's power. In situations where there are only two jammers, inversion of jammer power ratio or "power inversion" is obtained. Thus, acquisition of a weak signal in the presence of strong jammers is possible even without any other a priori knowledge about the signal. Having the simplest structure, the power inversion array is most attractive when the signal is weak or can easily be filtered out, as in frequency hopping systems. The early radar sidelobe canceller\textsuperscript{12} as well as later developments of the canceller by Appleba-
um[30] and Brennan[31] can be regarded as a special form of power inversion array with a carefully designed quiescent response.

1.3.2 Classification (b) - the adaptive algorithm and its implementation

With the adaptive algorithm, the weights will be updated and converge towards the optimal values. The convergence behaviour of the weights and the other parameters of interest is clearly one important characteristic of the algorithm. Note that due to the stochastic nature of the environment and the essential replacement of old by new data used in every algorithm to track the environment, the weights will not converge exactly to the optimal values but will undergo stochastic processes in the steady state, even in stationary environments[13,32]. First used by Widrow[13], "misadjustment" is a measure of the increase in output noise power due to the stochastic processes of the weights and is another important characteristic of the algorithm used. Not surprisingly, faster or better convergence behaviour can be achieved only at the expense of increasing misadjustment and vice versa, unless a superior algorithm can be employed. Evidently, in comparing the convergence behaviour from using various algorithms, the misadjustment should be kept constant.

Especially in the early adaptive arrays[12,15,19,21], the stochastic gradient descent algorithm has received the most interest so far. Analogue implementation with correlation loops and digital implementation have been proposed. The algorithm, however, has the disadvantage that the convergence behaviour is dependent on the external environment and can be very slow in some situations of severe jamming. Better convergence behaviour can be
obtained at the cost of changing the basic structure with various modifications, including hard-limiting\textsuperscript{[33]}, modifications of feedback loops\textsuperscript{[32,34]} and the use of preprocessors\textsuperscript{[35]}. On the other hand, simpler, cheaper but slower implementation can be achieved by using perturbation techniques\textsuperscript{[36]} in conjunction with search algorithms\textsuperscript{[37-39]}.

All these algorithms are sometimes referred to as closed-loop algorithms, in contrast to open-loop algorithms which do not use the array output and hence do not have any feedback loop. These latter more complex algorithms are much faster but require higher computation rates and with no feedback loop, have lost most of the side benefits of compensating for nonideal component characteristics. They are thus of most interest in sonar, seismology or radar when due to the low data rate, all-digital array processing is possible and component inaccuracy is not a problem. The algorithms based on the inversion of the sampled covariance matrix\textsuperscript{[40]}, Woodbury identity\textsuperscript{[41]} and Kalman filtering\textsuperscript{[42]} as well as that discussed in \textsuperscript{[43]} are some well known open-loop algorithms.

Of course, both closed- and open-loop algorithms can be employed together so that some of the advantages of both types of algorithms are obtained. An example is the algorithm based on the Newton-Raphson\textsuperscript{[44]} procedure.

1.3.3 Classification (c) - the performance criterion

Since the performance criterion depends on the signal characteristics and the purpose of the array, the classification here, being widely used in the literature, is closely related to that of subsection 1.3.1.

In the arrays proposed by Widrow\textsuperscript{[15]} and Griffiths\textsuperscript{[22]}, the
performance criterion is minimum mean square error. This cor-
responds, in the former arrays, with the minimization of mean
square error between the reference input and the array output
to reject interferences and is the reason for the terminology
"LMS (Least Mean Square) algorithm" used by Widrow to refer to
the use of the stochastic gradient descent algorithm in his
array.

In association with arrays employing constraints, another
widely used criterion is constrained minimization of output power.
This refers to the minimization of output power to reject the
interferences while the signal is preserved by the constraints.
When simple linear look direction constraints are used, the optim-
al weights resulting from this criterion are the same as those
from the criteria of maximum likelihood and maximum likelihood
ratio. The array is therefore sometimes said to use the latter
two criteria in such cases. Similar to Widrow, Frost[23] intro-
duced the terminology "CLMS (constrained LMS) algorithm" to refer
to using the stochastic gradient descent algorithm in his simple
linear look direction constrained array.

The last widely used criterion, especially in radar arrays
[12,30,31], is maximum signal to noise power ratio.

In [8,45,46], all these criteria are discussed, compared and
shown to define very similar optimal weights, especially when the
array is narrowband.

1.4 Controls for achieving the Adaptive Processing

In almost all adaptive arrays investigated in the litera-
ture, the control of the processing for the element inputs has
been achieved by using quadrature/complex weighting or variable
gain tapped delay lines\cite{15}. When the array is narrowband, full control of the array response can be obtained by using, behind each element, quadrature weights or with negligible difference, a 2-tap delay line with a quarter wavelength spacing at the centre frequency. When the array is broadband, however, the tapped delay lines should theoretically have infinite numbers of taps if full control is required. Alternatively, the array frequency band can be divided into an infinite number of "frequency bins", with the element inputs within the frequency bins being processed in parallel by using an infinite number of similar narrowband array processors. Of course, in practice, the number of taps and narrowband processors will be finite and should be as small as possible.

Other methods of controlling the processing in adaptive arrays are of course possible. In narrowband arrays, full control can also be achieved by using amplitude and phase weighting behind each element. Amplitude only\cite{47} and phase only\cite{48} weighting can also be used when the number of elements is large so that full control is cumbersome and not essential. Some techniques for reducing the number of weights without seriously impairing performance are discussed in \cite{49,50}. Furthermore, control of the processing via the Nolen beamforming\cite{35,51} and Davies null steering\cite{52} networks is also possible and can lead to better convergence behaviour. In broadband arrays, control of the processing based on the architecture of adaptive lattice filters\cite{53} has also attracted interest recently. Finally, note that though the discussion in previous sections was addressed principally to the two common processing structures of the last paragraphs, the fundamental concepts of adaptive array optimality are
applicable to all methods of controlling the processing. However, the detailed aspects, for example, implementations of algorithms, may well be very different for different processing structures.

1.5 Experimental Arrays and Detailed Aspects

Because of the intensive research in adaptive array processing in the past two decades, most of the fundamental theoretical concepts in the subject have been formulated. Recent publications therefore incline towards more detailed aspects or discussing experimental arrays. Some of the important published works in these areas will now be briefly discussed.

Two of the earliest experimental adaptive arrays based on reference inputs were described by Reigler [54] and Susan [55]. The latter array, though not very successful, was for use at UHF television stations and employed a perturbation algorithm. The former was a 2-element LMS array intended for RF communication purpose and was one of the earliest to demonstrate practically the advantages and feasibility of adaptive array processing. A similar more realistic 4-element array was subsequently described by Compton [56] who later modified it for use in PN-coded spread spectrum communication systems [57]. The fundamental characteristics of the LMS array were verified in these experiments which also led to the recognition of two practical difficulties: multiplier offset voltage [58] and reference loop phase shift [59]. The use of artificial noise [60] was suggested to overcome the former problem. Associated with arrays using reference inputs, some other detailed aspects studied include the grating nulls due to dif-
ferent element directional patterns\cite{61}, weight errors\cite{62} and the bandwidth of a 2-element tapped delay line broadband array\cite{63}.

With regard to arrays using constraints, Griffiths\cite{64} discussed an experimental application of the CLMS and his P-vector algorithms in an HF radar array. Furthermore, Giraudon\cite{65} discussed an experimental sonar array based on the Gram-Schmidt orthogonalization procedure, whereas Windram\cite{66} discussed a successful perturbation array for use at UHF television stations. The advantages of adaptive array processing were again illustrated from these experiments. With respect to more detailed studies, the accuracies required for D/A and A/D convertors, used in some closed-loop arrays before analogue weighting and open-loop arrays for digitizing element inputs respectively, were investigated by Hudson\cite{67}. The performance deterioration resulted from various distortion effects and component inaccuracies was studied by Vural\cite{68} and Cox\cite{69}.

The performance with respect to signal direction error of 2-element arrays using constraints, reference input and the principle of power inversion was compared by Compton\cite{70}.

In connection with many open-loop algorithms, the precision requirements for estimating the covariance matrix and subsequent computing of the optimal weights were discussed by Reed\cite{40}, Nitzeberg\cite{71} and Boroson\cite{72}.

The bandwidth of a narrowband Applebaum array was studied by Mayhan\cite{73} with regard to antenna distortion and channel mismatch effects.

In the field of RF at large, the choice of various implementations at present depends very much on the available device.
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technologies. Some general discussion in this area was given by Doctor \(^{[74]}\) and Masenten \(^{[75]}\).

Finally, Compton \(^{[76]}\) presented an overview of research on adaptive antenna arrays for communication purpose in the Ohio State University.
CHAPTER 2 INTRODUCTION

This thesis is concerned with three fairly separate topics on the power inversion array\[28,29\]. Each topic is properly introduced, discussed and concluded in each of chapters 3-5. After the brief review on adaptive array processing in the last chapter, the power inversion array of interest will first be discussed in more detail before the three topics are briefly introduced in this chapter.

2.1 The Power Inversion Array

In a general M-element power inversion array, the channel gain for one of the elements is held constant at unity, whereas those for the other elements are adaptively controlled, without any constraint, to minimize output power. This results in the phenomenon of power inversion mentioned in subsection 1.3.1. Intuitively, the purpose of having one element with constant processing gain is to prevent the trivial condition in which all the elements have zero processing gains and the output power is truly minimized at zero. Of course, regarding the input from the constant gain element as the reference input, the power inversion array can be viewed as a special case of Widrows’ arrays\[15\] which use reference inputs. Furthermore, the power inversion array can also be considered as one using constraints\[25\], the constraints being on the processing of the constant gain element.

The main advantage of the power inversion array over the other types of adaptive arrays lies in its simplicity. The simplicity is obtained since no inherent mechanism is used in the adaptive processing to preserve the signal. The array is therefore
of most interest in applications where the signal is small or can easily be filtered out before the adaptive processing so that the array, when attempting to reject the interferences by minimizing output power, is not responding to and so will not reject the signal. Uses of the power inversion array can thus be envisaged in, for example, spread spectrum systems where the signal's power is around or below receiver noise power, radar systems where no target return is present over most of the time and frequency hopping systems where the signal can easily be filtered out.

In communication applications, the array usually has identical elements with isotropic directional responses in the plane of interest. Furthermore, adjacent elements are usually spaced by the order of half a wavelength at the centre frequency. When used in radar, however, the power inversion array usually takes the form of a sidelobe canceller [30]. The element with constant processing gain is now a well-designed high-directivity antenna pointing towards the target returns, while the other elements are usually isotropic in the plane of interest with antenna gains roughly equal to the sidelobe gain of the high-directivity antenna. Moreover, adjacent element spacings are usually very much greater than half a wavelength at the centre frequency.

The power inversion array concerned in this thesis is shown in fig.2.1. As indicated, the M-element array is linear and equally spaced by d, with the end element on the left having constant unity processing gain. The reason for using the linear equally spaced array is simplicity and popularity, though many derivations in this thesis can easily be extended to arrays with other geometries. The reason for choosing one of the end elements but not the
Fig.2.1 The power inversion array concerned in this thesis.

Others to have constant processing gain is that if this is not so, the array may not be able to utilize its M-1 spatial degrees of freedom to reject M-1 directional jammers in certain situations. Consider, for example, a 3-element narrowband array in an environment consisting of only 2 directional jammers. If the directions of the jammers are such that the centre element has to have zero processing gain for the two jammers to be nulled together, then obviously, if the centre element has constant unity processing gain, the array cannot null the two jammers together. The array concerned is intended for communication purpose and thus, for simplicity, all the elements are assumed to be identical with isotropic directional responses in the plane of interest, except in section 3.10 where under the conditions discussed there, some of the results derived are applied directly to the sidelobe canceller.
Furthermore, without loss of generality, all the simulation results in this thesis will be for the element spacing of half a wavelength at the centre frequency.

For simplicity again, the array is assumed to be in an environment consisting of only \( N \) independent directional jammers and receiver noise. For proper operation, the number of elements is assumed to be greater than the number of jammers. The \( n \)th jammer's power and direction (initial direction in the rotating environment of chapter 3) will be denoted by \( s_n \) and \( \theta_n \) respectively, the convention for measuring direction being indicated by \( \theta \) in fig. 2.1. Receiver noise is assumed to be independent between elements and of power \( s_0 \). When the array is broadband, bandpass filtering is assumed to be used so that all the power density spectrums are zero outside the array frequency band from \((1 - B/2)f_0 \) to \((1 + B/2)f_0 \) where \( f_0 \) is the centre frequency and \( B \) the array relative bandwidth. For convenience, the array frequency band and relative bandwidth will simply be referred to as the band and bandwidth respectively. Note that because of the bandpass filtering, receiver noise will, in addition, be taken as having a flat power density spectrum across the whole band. The signal, assumed to be weak or filtered out before the adaptive processing, is neglected in this thesis which is not concerned with the behaviour or effects of all signal parameters. The discussion in the last and this paragraphs gives the usual assumptions made regarding the power inversion array and its operating environment and will be used in this thesis. Of course, there are also other assumptions associated with each topic and these will be discussed in the appropriate chapters. Note that for convenience, some of the symbols and terminologies
used in this thesis may have different meanings at different places. In cases where ambiguity arises, however, clarification will be given.

2.2 The Three Topics

To the knowledge of the author, the three topics concerned have not been studied before in the literature and the investigations presented in this thesis are original. Although the thesis treats only the array discussed in the last section, many of the problems investigated and proposal suggested are also relevant in adaptive array processing in general.

The first topic treated in chapter 3 concerns the behaviour and performance of the narrowband power inversion array in a non-stationary environment. For simplicity and mathematical tractability, the array is assumed to employ the widely used stochastic gradient descent algorithm and the nonstationarity is modelled by the jammers rotating with equal angular velocities in the sinθ domain. The practical significance of the nonstationarity is clearly that it corresponds roughly to the situation when the array is moved or rotated. The main reason for the study is that due to mathematical difficulties, the behaviour and performance of adaptive arrays have always been investigated assuming the environment is stationary, although the prime use of adaptive arrays is clearly to track time-varying environments. The main objective of the study is thus to provide insight in the latter situations.

Chapters 4 and 5 discuss two topics connected with the broadband implementation of the power inversion array. The two usual methods of achieving broadband adaptive array processing are by using several similar narrowband array processors in parallel or
by employing tapped delay lines\[15\]. The use of tapped delay lines, since first proposed, has not yet been studied in detail and the relative advantages of the two methods still remain unresolved. Chapter 4 investigates the ability of the tapped delay line power inversion array to reject jammers so that the tap spacing and number of taps required of the delay lines can be determined. Comparison with the other broadband processing method can then be made in terms of the number of variable weights needed. Chapter 5 investigates the convergence behaviour of the tapped delay line array so that comparison with that using the other broadband processing method can be made. The widely used stochastic gradient descent algorithm is assumed to be employed. In subsequent analysis, a transformation preprocessor depending only on the array parameters is derived and shown to lead to better convergence behaviour of the tapped delay line array.
3.1 Introduction

This chapter investigates the behaviour of the narrowband power inversion array in a nonstationary environment. Fig. 3.1 shows the narrowband array of interest. In addition to the assumptions of section 2.2, the array is assumed to employ complex weights, with the widely used stochastic gradient descent algorithm for updating. Furthermore, the jammers in the external environment are assumed to rotate with equal angular velocities in the sine domain. These assumptions concerning the array and nonstationarity are made mainly because of simplicity and mathematical tractability, although as discussed below, they are physically meaningful as well.

Due to mathematical tractability, almost all previous eval-
uations of adaptive algorithms and arrays have been based on the assumption that the operating environment is stationary. The theories and results derived using this assumption are relevant just after abrupt changes occur in the environment, as when the array is first switched on. However, when the movement of the jammers relative to the array is smooth and continuous, the assumption clearly does not apply. The main objective of the investigation is therefore to provide insight in the latter situation, when the stochastic gradient descent algorithm is employed on the narrowband power inversion array.

A related study by Widrow on the nonstationary characteristics of the adaptive LMS filter is given in [77]. The nonstationarity concerned in [77] for the adaptive filter, however, is different from that in the adaptive array situation. In [77], the nonstationarity is characterized by the optimal weights which are assumed to undergo stationary random processes uncorrelated with the stationary random process of the input. In the case of the adaptive array, the random input processes are nonstationary and determine also the random optimal weight processes.

The relative movement of the jammers can be due to the actual motions of the jammers and/or the motion of the array itself. The former situation can obviously be very complicated, since usually, each jammer can move independent of all the others. However, in applications like scanning radars or airborne communication systems where the arrays are mobile, it can be speculated that, since the jammers and arrays are normally separated by long distances, the motions of the arrays will be more significant than that of the jammers. Obviously, as smooth motion of the array
corresponds roughly to a rotation of the environment, the investigation is relevant in many practical situations.

This chapter is organized as follows. In section 3.2, the notations, terminologies and basic formulations associated with the algorithm and the array are discussed in general terms. The behaviour of the array in stationary environments is then studied in section 3.3 to introduce the usual methods used in analysing adaptive arrays and enable comparisons to be made later. Investigation in the rotating environment is given in sections 3.4-3.10. Following the mathematical formulation of the environment in section 3.4, the average weights and output power in the steady state are solved, in sections 3.5 and 3.6 respectively, and discussed in general terms. To complete the general discussion, section 3.7 discusses the transient convergence behaviour of the array to the steady state. The more interesting steady state behaviour is then studied in more detail in section 3.8 by solving some of the equations explicitly and using simulation results for the single-jammer situation. Similarly, section 3.9 discusses the multi-jammer situation. A direct application of the results to determine the maximum scan rate limitation of a radar sidelobe canceller is given in section 3.10 as a practical example. Conclusions are drawn in section 3.11.

Finally, the principal derivations and deductions of this chapter were published in [78].

3.2 Preliminary Discussion and Fundamental Formulations

In this section, the notations, terminologies and fundamental formulations associated with the stochastic gradient descent algorithm on the array of interest are discussed. The discussion
will be general and all the results and formulations are applicable to all stationary and nonstationary environments.

Firstly, using the notation in fig. 3.1, the input vector $X(k)$ and weight vector $W(k)$ will be defined in this chapter as

$$\begin{align*}
X(k)^T &= [x_1(k)^* \ x_2(k)^* \ \cdots \ x_{M-1}(k)^*] \\
W(k)^T &= [w_1(k)^* \ w_2(k)^* \ \cdots \ w_{M-1}(k)^*]
\end{align*} \tag{3.1a}$$

and

where $k$, $T$ and $*$ denote the $k$th sampling instant, complex conjugate transpose and complex conjugate respectively. Note that since complex weights are used, complex variables are employed. Also, for simplicity, discrete rather than continuous time formulation is used. Clearly, from the definitions in (3.1) and fig. 3.1, the array output is

$$y(k) = x_0(k) + W(k)^T X(k). \tag{3.2}$$

From (3.2), the output power for the weight vector $W(k)$ is

$$s_w(k) = y(k)^* y(k) = s_x(k) + W(k)^T R_0(k) + R_0(k)^T W(k) + W(k)^T R(k) W(k) \tag{3.3}$$

where

$$\begin{align*}
s_x(k) &= x_0(k)^* x_0(k), \quad \tag{3.4a} \\
R_0(k) &= x_0(k)^* X(k), \quad \tag{3.4b} \\
R(k) &= X(k) X(k)^T \tag{3.4c}
\end{align*}$$

and the overbar denotes ensemble average. Among the second order input statistics of (3.4), $R(k)$ will be referred to as the covariance matrix, in accordance with usual terminology. It can be shown\cite{31} that the gradients of the output power with respect to the weights are given by the gradient vector
\[ V_w(k) = 2R_0(k) + 2R(k)W(k) \quad (3.5) \]

which is obviously the same as
\[ V_w(k) = 2y(k)^*X(k). \quad (3.6) \]

Therefore, to minimize the output power to reject the jammers, the output must be uncorrelated with the input vector so that the gradient vector is zero. Clearly, this is in accordance with Wiener filter theory. The optimal weight vector for minimum output power is thus, from (3.5),
\[ W_{opt}(k) = -R(k)^{-1}R_0(k). \quad (3.7) \]

Substituting this into (3.3) gives the minimum or optimal output power as
\[ s_{opt}(k) = s_X(k) - R_0(k)^TR(k)^{-1}R_0(k) \]
\[ = s_X(k) + R_0(k)^TW_{opt}(k). \quad (3.8) \]

Evidently, from (3.7), the optimal weight vector depends on the second order input statistics of the environment. To maintain good performance in nonstationary environments, the adaptive array therefore has to periodically make measurements regarding the environment and utilize the information via an algorithm to update the weights. In discrete time formulation, the stochastic gradient descent algorithm used for this purpose can be written as
\[ W(k+1) = W(k) - ay(k)^*X(k) \quad (3.9) \]

where \( a \) is a positive constant, termed the feedback factor for the algorithm. From (3.6), the weight vector adjustment per sampling period can be seen to be a stochastic approximation of the gradient vector, scaled by minus the feedback factor to be in the dir-
ection of decreasing output power. Thus, on average at least, the algorithm, which is obviously named after these features, is always attempting, by adjusting the weights, to minimize the output power to reject the jammers.

Using (3.2) and (3.9), all the statistics concerning the behaviour of the array can be derived, at least theoretically, once the statistical properties of the inputs are specified. For ease of analysis, the inputs at different sampling instants are commonly and will be assumed to be independent. Since, from (3.9), the present weights depend only on inputs at previous sampling instants, this assumption clearly leads to the important independence of the inputs and weights at the same sampling instant.

The average weight vector is obviously one of the statistics of interest. With the weights and inputs at the same sampling instant being independent, its behaviour can be found by taking the ensemble average of (3.9) giving

\[
\mathbf{W}(k+1) = \mathbf{W}(k) - a\mathbf{y}(k)^*\mathbf{x}(k)
\]

\[
= \mathbf{W}(k) - a(\mathbf{x}(k)^*\mathbf{x}(k))^T\mathbf{W}(k) + (\mathbf{x}(k)^*\mathbf{x}(k))R_0(k)
\]

\[
= [I - aR(k)]\mathbf{W}(k) - R_0(k). \quad (3.10)
\]

Evidently, the average weight vector at any sampling instant can be calculated from this recursive equation using the second order input statistics and initial weight vector.

The other statistics of interest are the various components of the average output power. By taking the ensemble average of \(\mathbf{y}(k)^*\mathbf{y}(k)\) and again using the independence of the inputs and weights at the same sampling instant, the average output power is \(s(k) = \mathbf{y}(k)^*\mathbf{y}(k)\)
\[
\begin{align*}
&= x_0(k) x_0(k) + W(k)^T x_0(k) x(k) \\
&\quad + x_0(k) x(k)^T W(k) + W(k)^T x(k) x(k)^T W(k) \\
&= s_x(k) + W(k)^T R_0(k) + R_0(k)^T W(k) + W(k)^T R(k) W(k). \quad (3.11)
\end{align*}
\]

Note that this is the actual ensemble average output power and is different from the output power of (3.3). The latter is obviously for a "particular" and hence deterministic weight vector and thus, is applicable for a particular sample of the weight vector process. Defining \( \Delta W(k) \) as

\[
\Delta W(k) = W(k) - \overline{W(k)} 
\]

so that

\[
\overline{\Delta W(k)} = 0 \quad (3.13)
\]

and using the mathematical theorem

\[
\text{tr}(A^T B) = \text{tr}(B^T A) \quad (3.14)
\]

for two matrices \( A \) and \( B \) of the same dimensions, (3.11) becomes

\[
s(k) = s_y(k) + s_{\text{wt}}(k) \quad (3.15)
\]

where

\[
s_y(k) = s_x(k) + W(k)^T R_0(k) + R_0(k)^T W(k) + W(k)^T R(k) W(k) 
\]

and

\[
s_{\text{wt}}(k) = \Delta W(k)^T R(k) \Delta W(k) = \text{tr}[R(k) \Delta W(k) \Delta W(k)^T]. \quad (3.17)
\]

Clearly, the average output power is separated into two positive components. \( s_{\text{wt}}(k) \) is the component due to the noisiness of the weights about their average values resulting from the algorithm replacing, effectively, old with new inputs. For convenience, this will be referred to as weight variance noise. In contrast,
being equal to the output power of (3.3) if the particular weight vector \( W(k) \) is replaced by the average weight vector \( \overline{W(k)} \), \( s_y(k) \) is the component resulting from the average weight vector. Clearly, it will be equal to the average output power if there is no weight variance. Thus, for convenience, the term output power will henceforth be used to mean \( s_y(k) \). By substituting (3.7) and (3.8) into (3.16), the output power becomes

\[
s_y(k) = s_{opt}(k) + [\overline{W(k)} - W_{opt}(k)]^T R(k) [\overline{W(k)} - W_{opt}(k)]. \tag{3.18}
\]

Obviously, with \( s_{opt}(k) \) as the minimum output power possible, the second term is the component of output power due to the difference or "lag" of the average from the optimal weight vector. This lag results from the finite convergence rate of the algorithm so that for instance, perfect tracking of the optimal weights in nonstationary environments is not achieved, even on average in the steady state. From (3.18), the output power is expressed, in addition to the covariance matrix, in terms of the optimal output power, optimal and average weight vectors. Since the behaviour of these, as specified in (3.7), (3.8) and (3.10), depends only on the second order input statistics, the behaviour of the output power is also given from only the second order input statistics. In contrast, the weight variance noise of (3.17) depends also on the weight covariance matrix \( \Delta W(k) \Delta W(k)^T \) in addition to the covariance matrix.

To find the behaviour of the weight covariance matrix and hence, that of the weight variance noise, (3.10) is subtracted from (3.9) yielding, after substituting (3.7) and (3.12),

\[
\Delta W(k+1) = \Delta W(k) - a y(k)^* X(k) + a R(k) [W(k) - W_{opt}(k)]. \tag{3.19}
\]

Post-multiplying both sides with their own complex conjugate tra-
anspose and taking ensemble average, this is shown in appendix 3.

12.1 to give rise to

\[
\Delta W(k+1)\Delta W(k+1)^T = \Delta W(k)\Delta W(k)^T + \sigma^2 y(k)^* y(k) X(k) X(k)^T
\]

\[
- \sigma^2 R(k) \Delta W(k) + \Delta W(k)\Delta W(k)^T \] 

\[
= \Delta W(k)\Delta W(k)^T - \sigma^2 R(k) \Delta W(k) + \Delta W(k)\Delta W(k)^T \]

(3.20)

Theoretically, this is a recursive equation from which the weight covariance matrix at any sampling instant can be calculated from the statistics of the inputs. However, the equation is obviously very complex and in particular, fourth order statistics are involved in the second term. To decompose this term, the inputs are commonly and will be assumed to be zero mean complex Gaussian random processes so that all fourth order input statistics can be expressed in terms of second order statistics by using the mathematical theorem

\[
z_1 z_2 z_3 z_4 = (z_1 z_2)(z_3 z_4) + (z_1 z_4)(z_2 z_3)
\]

(3.21)

for four zero mean complex Gaussian random variables \(z_1, z_2, z_3\) and \(z_4\). Using this theorem, (3.20) is then shown in appendix 3.

12.2 to become

\[
\Delta W(k+1)\Delta W(k+1)^T = \Delta W(k)\Delta W(k)^T
\]

\[
+ \sigma^2 [s_y(k) + s_{\omega T}(k)] R(k) + \sigma^2 R(k) \Delta W(k) \Delta W(k)^T R(k)
\]

\[
- \sigma^2 R(k) \Delta W(k) \Delta W(k)^T R(k).
\]

(3.22)

This slightly simplified recursive equation, in which only second order input statistics are involved, can be used in conjunction with (3.17) to derive expressions for the weight variance noise.

Summarizing, the stochastic gradient descent algorithm has
been formulated mathematically on the narrowband power inversion array in this section. Because of the algorithm and the stochastic environment, the average output power consists of: (a) weight variance noise which is due to the variances of the weights about their average values and (b) output power which results from the average weights and is composed of the optimal output power plus a component due to the lagging of the average from the optimal weights. By using the common simplifying assumptions, general equations for determining the behaviour of the average weight vector and the various components of the average output power were derived.

3.3 Behaviour in Stationary Environments

Before studying the rotating environment, the behaviour of the array in stationary environments will first be investigated by using the formulations of the last section. Comparison can then be made later and the usual analysis in adaptive array processing can be introduced.

In stationary environments, all the input statistics are time-independent. The second order input statistics of (3.4) can thus be written as

\[ s_x(k) = s_x' \]  
(3.23a)
\[ R_0(k) = R_0 \]  
(3.23b)
and
\[ R(k) = R. \]  
(3.23c)

Using (3.7) and (3.8), the optimal weight vector and output power then become
\[ W_{\text{opt}}(k) = W_{\text{opt}} = -R^{-1}R_0 \]  
(3.24)

and

\[ s_{\text{opt}}(k) = s_{\text{opt}} = s_x - R_0^T R^{-1}R_0 \]  
(3.25)

which are also time-independent.

To study the behaviour of the average weight vector, (3.24) is substituted into (3.10) yielding

\[ \overline{W(k+1)} - W_{\text{opt}} = (I - \alpha R)(\overline{W(k)} - W_{\text{opt}}). \]  
(3.26)

With \( W(0) \) denoting the initial weight vector, this implies

\[ \overline{W(k)} = W_{\text{opt}} + (I - \alpha R)^k(W(0) - W_{\text{opt}}). \]  
(3.27)

Using the polar decomposition

\[ R = \sum_{m=1}^{M-1} h_m H_m^T \]  
(3.28)

where \( h_m, m=1, \ldots, M-1 \), is the \( m \)th largest eigenvalue of \( R \) with \( H_m \) as the corresponding normalized eigenvector, (3.27) can be written as

\[ \overline{W(k)} = W_{\text{opt}} + \sum_{m=1}^{M-1} e_m(k)H_m \]  
(3.29)

where \( e_m(k) \) is the component of \( \overline{W(k)}-W_{\text{opt}} \), the average weight vector lag, in the direction of \( H_m \) and converges according to

\[ e_m(k) = (1 - \alpha h_m)^k e_m(0). \]  
(3.30)

Evidently, in stationary environments, the average weight vector will eventually converge to the optimal weight vector. Specifically, if the average weight vector lag is expressed in component form with \( H_m \) as the \( m \)th of the \( M-1 \) basis vectors, then the \( m \)th component \( e_m(k) \) will converge, independent of the other components, to zero exponentially with a time constant of \(-1/\ln|1-\alpha h_m|\) sampl-
ing period. Obviously, the convergence is subject to $|1 - c h_m|$ being less than unity or since the sum of all the eigenvalues is equal to the trace of the covariance matrix,

$$a < \frac{2}{\text{tr}R}. \quad (3.31)$$

Due to weight variance noise, the feedback factor will be shown later to be limited to well below this bound. $a h_m$ will thus be much smaller than unity and the time constant for the convergence of $e_m(k)$ can be approximated by

$$\tau_m = \frac{1}{\ln|1 - c h_m|} = \frac{1}{c h_m} \text{ sampling period.} \quad (3.32)$$

By substituting (3.25), (3.28) and (3.29) into (3.18), the behaviour of the output power is easily expressed as

$$s_y(k) = s_{\text{opt}} + \sum_{m=1}^{M-1} h_m|e_m(k)|^2. \quad (3.33)$$

Obviously, the output power converges eventually to the optimal output power, with convergence behaviour also described by that of $e_m(k)$. Specifically, the difference between the output and optimal output power is given by the sum of $M-1$ components, the $m$th component having power $h_m|e_m(0)|^2$ initially and converging exponentially to zero with a time constant twice that of (3.32).

After the transient convergence period or in the steady state in stationary environments, the average weight vector will be equal to the optimal weight vector and with the output power given by the optimal output power, the average output power will compose of only the optimal output power plus weight variance noise. In these circumstances, (3.17) and (3.22) for determining the weight variance noise become

$$s_{\text{wt}}(k) = \text{tr}[R \Delta W(k) \Delta W(k)^T]. \quad (3.34)$$
\[
\begin{align*}
AW(k+1)AW(k+1)^T &= AW(k)AW(k)^T \\
&+ a^2(s_{opt} + s_{wt}(k))^2 + a^2RAW(k)AW(k)^TR \\
&- aRAW(k)AW(k)^T - aAW(k)AW(k)^TR.
\end{align*}
\] (3.35)

Evidently, the weight covariance matrix and weight variance noise will become time-independent in the steady state as \( k \) tends towards infinite. Therefore with \( k = \infty \) denoting steady state, (3.34) and (3.35) become

\[
\begin{align*}
s_{wt}(\infty) &= \text{tr}[RAW(\infty)AW(\infty)^T] \\
\
\end{align*}
\] (3.36)

and

\[
\begin{align*}
RAW(\infty)AW(\infty)^T + AW(\infty)AW(\infty)^TR &= \\
&s_{opt} + s_{wt}(\infty)^2 + aRAW(\infty)AW(\infty)^TR.
\end{align*}
\] (3.37)

Clearly, solving for the steady state weight variance noise from these two equations is still not easy. However, useful tight bounds for the noise can be obtained by taking the trace of (3.37) and using (3.36). This gives, after using also (3.14),

\[
(2 - \text{tr}R)s_{wt}(\infty) = as_{opt}^2 + \text{tr}[R^2AW(\infty)AW(\infty)^T].
\] (3.38)

Using (3.36) again and the mathematical theorem

\[
as_{min} \text{tr}B \leq \text{tr}(AB) \leq as_{max} \text{tr}B
\] (3.39)

for two positive definite hermitian matrices \( A \) and \( B \) with \( a_{min} \) and \( a_{max} \) as the smallest and largest eigenvalues of \( A \) respectively, the steady state weight variance noise is then easily seen to be bounded in the inequality

\[
\frac{\text{tr}R}{2 - c(\text{tr}R + h_{M-1})} \leq \frac{s_{wt}(\infty)}{s_{opt}} \leq \frac{\text{tr}R}{2 - c(\text{tr}R + h^T_1)}.
\] (3.40)
Clearly, for finite steady state weight variance noise, at least the denominator of the lower bound has to be greater than zero. This implies that the condition of (3.31) for the convergence of the output power and average weight vector will always be satisfied.

The term "misadjustment" was first introduced by Widrow[13] as a measure of weight variance noise, relative to optimal output power, in the steady state in stationary environments. In this thesis, misadjustment is defined in more general terms as

\[ M_{wt} = \frac{\text{steady state weight variance noise}}{\text{steady state output power}} \]  

(3.41)

so that it is still applicable in the rotating environment to be discussed. In stationary environments where the optimal and steady state output powers are equal, the misadjustment so defined agrees with that in [13] and is clearly within the bounds of (3.40). In almost all applications, the misadjustment desired is small, of the order of 10% say. The misadjustment can then be approximated, from (3.40), by

\[ M_{wt} = \frac{\mu tr R}{2} \]  

(3.42)

which implies that the feedback factor is well below the bound of (3.31) as mentioned.

From (3.32) and (3.42), increasing the feedback factor can be seen to lead to shorter time constants, hence faster convergence, at the expense of higher misadjustment and vice versa. By substituting (3.42) into (3.32) the convergence time constant is

\[ \tau_m = \frac{tr R}{2M_{wt} \mu} \text{ sampling period} \]  

(3.43)

Evidently, since the sum of all the eigenvalues is equal to the trace of the covariance matrix, slower transient convergence, at
constant misadjustment, is associated with larger spread of the
eigenvalues. This, in turn, is known to be associated with situ-
ations where the jammers are closed together and/or have large
range of powers. Finally, as the weight variance noise is relat-
ively small during the transient convergence period, the converg-
ence behaviour of the average output power will be roughly equal
to that of the output power. In addition to being difficult to
analyze, the behaviour of the weight variance noise during the
transient convergence period is therefore not of interest and th-
us is commonly and will not be discussed.

Summarizing, using the formulations of the last section,
the behaviour of the array in stationary environments has been
investigated in this section. In such environments, the output
power and average weights will converge to the optimal values in
the steady state as sums of exponentially decaying components with
time constants inversely proportional to the eigenvalues of the
covariance matrix. As given by (3.43), the time constants are
also inversely proportional to the misadjustment defined by (3.41),
illustrating the dilemma between fast convergence and high weight
variance noise. Moreover, slow convergence is associated with
large spread of eigenvalues and will be the case when the jammers
are closed together and/or have large range of powers.

3.4 Formulation of the Rotating Environment

Having analyzed the behaviour of the array in stationary en-
vvironments, similar investigation in the nonstationary rotating
environment will now be started by formulating the environment
mathematically in this section.

In an arbitrary nonstationary environment, study of the beh-
aviour of the array by solving analytically (3.10), (3.22) and the other associated equations will not be possible because of mathematical difficulties. However, by assuming that all the jammers in the environment rotate with equal angular velocities in the $\sin \theta$ domain, the nonstationary second order input statistics have particularly simple forms and thus at least some theoretical analysis can be expected to be possible. Mathematically, (3.4) is easily seen to have the form

$$e_x(k) = e_x'$$  \hspace{1cm} (3.44a)

$$R_0(k) = F^k R_0$$  \hspace{1cm} (3.44b)

and

$$R(k) = F^k R (F^k)^T = F^k R F^{-k}$$  \hspace{1cm} (3.44c)

where

$$F = \text{diag}(e^{j \Delta \phi}, e^{2j \Delta \phi}, \ldots, e^{(M-1)j \Delta \phi}),$$  \hspace{1cm} (3.44d)

$$\Delta \phi = \frac{2 \pi f_0}{c} \cdot \text{angular velocity in the } \sin \theta \text{ domain}$$  \hspace{1cm} (3.44e)

and $c$ is the wave velocity. The initial second order statistics at $k=0$, given by $e_x'$, $R_0$ and $R$, will be assumed to be the same as that given by (3.23) in stationary environments so that the results obtained in the rotating and stationary environments can be compared. Clearly, in the second order statistics formulated, the rotation of the jammers is described in terms of only the time-varying matrix $F^k$ with $\Delta \phi$ giving the rate of rotation. Note that $\Delta \phi$ can also be defined, equivalent to (3.44e), as the change in element to element phase of inputs per sampling period due to the rotation of the jammers. For convenience, this will be referred to as jammer phase rate. Obviously, the main concern of the study is to
investigate the variation of the behaviour of the array as the jammer phase rate varies.

3.5 Average Weight Vector in the Steady State

With the second order input statistics elegantly formulated, the steady state behaviour of the array appears intuitively and will be shown to be well defined. Specifically, this section will be concerned with the general derivations and discussion of the steady state average weight vector, while similar investigation of the steady state average output power will be given in the next section. For convenience, the average weight vector in the steady state will be referred to as the steady state weight vector, although even in the steady state, the weight vector is still a set of random processes.

Using (3.7), the optimal weight vector in the rotating environment is

\[ W_{\text{opt}}(k) = F_k W_{\text{opt}} = -F_k R_k^{-1} R_0. \]  \hspace{1cm} (3.45)

Note that, with \( F_k \) as the first and only time-varying factor, the directional pattern obtained using this weight vector rotates in synchronization with the jammers. This is because, for an observer rotating with the same velocities as the jammers so that the jammers always appear to arrive from their initial directions, the optimal directional pattern observed will be given by pre-multiplying the optimal weight vector by \( F_k \) and thus also appears to be stationary. For convenience, the term directional pattern will henceforth be used in this chapter to mean that observed by the rotating observer and so given by the "de-rotated" weight vector obtained from pre-multiplying the weight vector concerned by \( F_k \).
Due to the finite convergence rate of the algorithm, the optimal weight vector is not expected to be attained even on average in the steady state in the rotating environment. However, it seems reasonable to assume that, similar to the optimal weight vector, the steady state weight vector also gives rise to stationary directional pattern:

\[ W_s(k) = R^kW_s \]  \hfill (3.46)

where the subscript \( s \) denotes steady state. Substituting (3.46), (3.10) in the rotating environment becomes

\[ R^{k+1}W_s = R^k(I - aR)W_s - aR^kR_0 \]  \hfill (3.47)

which leads to

\[ W_s = (R + \frac{F - I}{a})^{-1}R_0. \]  \hfill (3.48)

Obviously, this time-independent solution for \( W_s \) proves the consistency of assumption (3.46).

With the initial environment represented by \( N \) jammers of powers \( s_n, n=1,\ldots,N \), at directions \( \theta_n \) plus receiver noise of power \( s_0 \), the initial second order input statistics can be expressed in more physical terms as

\[ s_x(0) = \sum_{n=0}^N s_n = s_0 + G^{T}Q \]  \hfill (3.49a)

\[ R_0(0) = \sum_{n=1}^N s_nQ_n = QAG \]  \hfill (3.49b)

and

\[ R(0) = s_0I + \sum_{n=1}^N s_nQ_nQ_n^T = s_0I + QAQ^T \]  \hfill (3.49c)

where

\[ Q = \begin{bmatrix} \mathcal{Q}_1 & \mathcal{Q}_2 & \cdots & \mathcal{Q}_N \end{bmatrix}, \]  \hfill (3.49d)
\[ Q_n^T = [e^{-j\phi_n}, e^{-2j\phi_n}, \ldots, e^{-(M-1)j\phi_n}] \]  
(3.49a)

\[ \phi_n = \frac{2\pi f_0 \sin \theta_n}{\lambda} \]  
(3.49b)

\[ G^T = [1, 1, \ldots, 1] \]  
(3.49c)

and

\[ \Lambda = \text{dia}(s_1, s_2, \ldots, s_N) \]  
(3.49d)

Obviously, in (3.49a-c), the terms with suffix \( n = 1, \ldots, N \) give the second order statistics due to the \( n \)th of the \( N \) jammers, while the terms with suffix \( 0 \) give those due to receiver noise. Using the matrix inversion theorem

\[ (A + C^TBC)^{-1} = A^{-1} - A^{-1}C^T(CA^{-1}C^T + B^{-1})^{-1}CA^{-1} \]  
(3.50)

for three compatible matrices \( A, B \) and \( C \), (3.45) and (3.46) are then shown in appendix 3.12.3 to become

\[ W_{\text{opt}}(k) = F^kW_{\text{opt}} = s_0(s_0I)^{-1}Q[F^T(s_0I)^{-1}Q + \Lambda^{-1}]^{-1}Q \]  
(3.51)

and

\[ W_s(k) = F^kW_s = F^D(s_0I)^{-1}Q[F^T(s_0I)^{-1}Q + \Lambda^{-1}]^{-1}Q \]  
(3.52)

where

\[ D = s_0I + \frac{F - I}{a} \]

\[ = s_0I + \text{dia}(\frac{e^{j\phi}}{a} - 1, \frac{e^{2j\phi}}{a} - 1, \ldots, \frac{e^{(M-1)j\phi}}{a} - 1). \]  
(3.53)

Since the jammer phase rate will be small, \( D \) can be approximated by

\[ D = s_0I + \frac{j\phi}{a} \text{dia}(1, 2, \ldots, M-1). \]  
(3.54)

Clearly, (3.52) for the steady state weight vector can be obtained from (3.51) for the optimal weight vector by replacing \( s_0I \) with \( D \). Therefore, from (3.54), the steady state weights can be deduced to
start to deviate from their optimal values when the jammer phase rate has increased to the critical value of

\[ \Delta* = \frac{a \sigma_0}{M-1} \]  

(3.55)

so that the largest element deviation in \( D \) from \( s_0 \) is equal to \( s_0 \).

3.6 Average Output Power in the Steady State

In addition to the average weight vector, the other statistics of most concern in the steady state are the various components of the average output power. These will now be discussed in this section.

Substituting (3.45) into (3.8), the optimal output power in the rotating environment is

\[ s_{opt}^{(k)} = s_{opt} = s_x - R_0^T R^{-1} R_0 = s_x + R_0^T w_{opt} \]  

(3.56)

which is time-independent. In more physical terms, this is shown in appendix 3.12.4, using (3.49) and (3.51), to be

\[ s_{opt} = s_0(1 + ||w_{opt}||) + \sum_{n=1}^{N} \frac{||Q_T(s_0 I)^{-1} Q + \Lambda^{-1} I||_n^2}{s_n} \]  

(3.57)

where, with ||\( A \)|| and \( [A]_n \) as the Euclidean norm \( A^T A \) and the nth element of the vector \( A \) respectively, the first term is the optimal output power component due to receiver noise, while the nth of the \( N \) terms under the summation is the component due to the nth jammer.

Substituting (3.46) into (3.16), the steady state output power in the rotating environment is

\[ s_y^{(s)} = s_x + W_s^T R_0 + R_0^T W_s + W_s^T RW_s \]  

(3.58)

which is also time-independent. Again, as discussed in appendix 3.12.4, this can be expressed, using (3.49) and (3.52), in more physical terms as
where the first term is the steady state output power component due to receiver noise, while the nth term under the summation is the component due to the nth jammer. For convenience, these components of the steady state output power due to the jammers and receiver noise will be referred to as residue powers. Comparing (3.57) and (3.59) indicates that the output power, unlike that in stationary environments, is not equal to and hence greater than the optimal output power even in the steady state.

Intuitively, in accordance with faster convergence behaviour in stationary environments, the array appears to be less vulnerable to the rotation of the jammers if the feedback factor and hence the critical jammer phase rate of (3.55) is increased. However, as in stationary environments, the feedback factor is limited by the desired amount of steady state weight variance noise which will now be derived using the same analysis as in stationary environments. In the rotating environment, (3.17) and (3.22) for determining the weight variance noise become, after using (3.14),

\[
s_{yt}(k) = s_{0} + \|W \| + \sum_{n=1}^{N} \frac{1}{s_{n}} \left[ (Q^{T}Q^{-1} + W^{-1})^{-1} \right]_{n}^{2} \quad (3.59)
\]

and

\[
F^{-k-1} \Delta W(k+1) \Delta W(k+1)^{T} F^{k+1} F^{-1} = F^{-k} \Delta W(k) \Delta W(k)^{T} F^{k} + a^{2} [s_{y}(k) + s_{yt}(k)] R + a^{2} R [F^{-k} \Delta W(k) \Delta W(k)^{T} F^{k}] R
\]

\[
- a R [F^{-k} \Delta W(k) \Delta W(k)^{T} F^{k}] R
\]

Evidently, the matrix \(F^{-k} \Delta W(k) \Delta W(k)^{T} F^{-k}\) is the weight covariance matrix after de-rotating the weight vector. Clearly, as \(k\) tends towards infinity in the steady state so that the output power
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attains its constant steady state value, the de-rotated weight covariance matrix and weight variance noise, as given by (3.60) and the recursive equation of (3.61), will become time-independent, though this implies that the actual weight covariance matrix will be time-varying. Thus, taking the trace of (3.61) and using (3.14) and (3.60) gives

\[(2 - \alpha^2)\sigma_w^2(\omega) = \alpha^2 \sigma_y^2(\omega) \Gamma_R + \alpha \sigma [R^{2-1} \Delta W(k) \Delta W(k)']^T \kappa \]  

(3.62)

where \( k \) tends towards infinity. Note that (3.60) and (3.62) have the same forms as the corresponding equations (3.36) and (3.38) respectively in stationary environments. Hence, using the same arguments for deriving (3.40) from (3.36) and (3.38) as well as the definition for misadjustment in (3.41), (3.60) and (3.62) lead to

\[\frac{\alpha^2 \sigma_R}{2 - \alpha (\sigma_R + \sigma^2)} \leq M_{\sigma^2} = \frac{\sigma_w^2(\omega)}{\sigma_y^2(\omega)} \leq \frac{\alpha^2 \sigma_R}{2 - \alpha (\sigma_R + h)} \]  

(3.63)

Thus, for small misadjustment, the misadjustment can again be approximated, using (3.49c,e), by

\[M_{\sigma^2} = \frac{\alpha^2 \sigma_R}{2} = \frac{\alpha^2 (M-1)}{2} \sum_{n=0}^{N} \sigma_n \]  

(3.64)

which is clearly the same as (3.42) in stationary environments.

From the discussion in the last two paragraphs, the array obviously has better performance if the environment is stationary. Note that as used here and henceforth in this chapter, array performance refers to the ability of the array to reject the jammers as measured by the average output power in the steady state. Thus, array performance deterioration refers to where the steady state average output power has increased significantly above the
optimal value. Evidently, with roughly the same misadjustment as
in stationary environments, performance deterioration in the rot-
ating environment is the result of significant increase in steady
state output power due to the lag of the steady state from the
optimal weight vector. Any increase in steady state output power
is, of course, a combination of: (a) increase in receiver noise
residue power due to increase in the Euclidean norm of the steady
state weight vector and/or (b) increase in jammers' residue powers
due to the inability of the array to track the rotating jammers.
As expected intuitively and to be demonstrated in later sections,
the receiver noise residue power do not change much as the jammer
phase rate increases and thus, significant increase in steady st-
ate output power or performance deterioration is the result of
the latter factor. Since the only difference between the terms
in (3.57) and (3.59) associated with the same jammer is in the
matrices $D$ and $s_0 I$, the jammers' residue powers can be deduced,
similar to the steady state weight vector, to start increasing
from their optimal values when the jammer phase rate has increa-
sed to the critical value of (3.55). However, note that (3.55)
only gives the jammer phase rate at which the steady state weights
and jammers' residue powers start to deviate from their optimal
values. As will be explained more clearly in later sections, pe-
formance deterioration usually starts at jammer phase rate much
greater than the critical value of (3.55).

By substituting (3.64), (3.55) becomes

$$
\Delta \Phi = \frac{2M_{\text{wt}}}{(M-1)^2} \left( \sum_{n=0}^N s_n \right) = \frac{2M_{\text{wt}}}{(M-1)^2 ENR}
$$

(3.65)

where $ENR$ denotes the element to receiver noise power ratio.
Clearly, the critical jammer phase rate for steady state weight and jammers' residue power deviations is roughly proportional to misadjustment and inversely proportional to the ENR. This agrees with the intuitive thought that the ability of the array to track the rotating jammers will improve if either the feedback factor is increased at the expense of higher misadjustment or corresponding to a decrease in ENR, the jammers' powers are decreased so that the accuracies required of the nulls in tracking the jammers can be decreased. The critical jammer phase rate of (3.65) is also roughly proportional to the square of the number of elements. Intuitively, this is because when the number of elements increases, both the misadjustment and the rate of change of the environment seen by the array, measured from the end elements say, increase.

Summarizing, the steady state behaviour of the array in the rotating environment, as derived and discussed generally in this and the last sections, was found to be well-defined. Specifically, the optimal output power, steady state output power and weight variance noise are time-independent with both the optimal and steady state weight vectors defining stationary directional patterns. Furthermore, the critical jammer phase rate of (3.55) was derived for deviation of steady state weights and jammers' residue powers from optimal values. However, apart from the weight variance noise, the other statistics concerned, as given by (3.51), (3.52), (3.57) and (3.59), cannot be expressed in more explicit forms unless some simplifying assumptions are made regarding the environment so that some of the matrices in these equations have special properties. This will be done in sections 3.8 and 3.9.
where more insight can be obtained.

3.7 Transient Convergence Behaviour

Before the more detailed investigation of sections 3.8 and 3.9, this section will complete the general discussion by studying briefly the transient convergence behaviour of the average weight vector and output power. Note that for the same reason as in stationary environments, the behaviour of the weight variance noise in the transient convergence period will not be discussed.

The transient convergence behaviour of the average weight vector can be found by subtracting (3.47) from (3.10).

Using (3.46) then gives

\[ \bar{W}(k+1) - W_s(k+1) = F^k(I - aR)F^{-k}[\overline{W(k)} - W_s(k)]. \]  

To find the condition for the convergence of the average weight vector, both sides are pre-multiplied by their own complex conjugate transpose yielding

\[ \|\bar{W}(k+1) - W_s(k+1)\|^2 = [\bar{W}(k) - W_s(k)]^TF^k(I - aR)^2F^{-k} \]  

\[ \cdot [\bar{W}(k) - W_s(k)]. \]  

With \( h_m, m=1, \cdots, M-1 \), as the normalized eigenvector associated with the \( m \)th largest eigenvalue \( h_m \) of \( R \), the corresponding eigenvalue and normalized eigenvector of \( F^k(I-aR)^2F^{-k} \) are obviously \( (1-ah_m)^2 \) and \( F^kH_m \) respectively. Thus, (3.67) is easily seen to be bound by

\[ \|\bar{W}(k+1) - W_s(k+1)\|^2 \leq \max_m\{(1 - a h_m)^2\}|\overline{W(k)} - W_s(k)| \]  

where \( \max_z(f(z)) \) specifies the maximum value of the function \( f(z) \) with respect to \( z \). Therefore, the convergence of the average weight vector is guaranteed if as in stationary environments, \( |1-ah_m| \) is less than unity or since the sum of all the eigenvalues of \( R \)
is equal to its trace,

\[ a \leq \frac{2}{\text{tr} R^*}. \] (3.69)

Again, as in stationary environments, this will be satisfied since for finite weight variance noise, the denominator in the lower bound of (3.63) has to be positive.

To further investigate the transient convergence behaviour of the average weight vector, the recursive equation of (3.66) is easily seen to give rise to

\[ F^{-k} [\bar{W}(k) - \bar{W}_S(k)] = [F^{-1}(I - aR)]^k [W(0) - W_S(0)] \] (3.70)

where \( W(0) \) is the initial weight vector. With \( l_m \) and \( p_m \) denoting its \( m \)th eigenvalue and the corresponding eigenvector respectively, the matrix \( F^{-1}(I-aR) \) can be decomposed as

\[ F^{-1}(I - aR) = P L P^{-1} \] (3.71)

where

\[ L = \text{dia}(l_1, l_2, \ldots, l_{M-1}) \] (3.72)

and

\[ P = [P_1 P_2 \cdots P_{M-1}]^* \] (3.73)

(3.70) then becomes

\[ F^{-k} [\bar{W}(k) - \bar{W}_S(k)] = PL^{-1} [W(0) - W_S(0)] \] (3.74)

where the l.h.s. is obviously the de-rotated lag of the average from the steady state weight vector. If this de-rotated average weight vector lag is written in component form as

\[ F^{-k} [\bar{W}(k) - \bar{W}_S(k)] = \sum_{m=1}^{M-1} p_m(k) p_m \] (3.75)

where \( p_m \) is the \( m \)th basis vector, the \( m \)th component \( p_m(k) \) is eas-
ily seen from (3.72), (3.73) and (3.74) to converge according to

\[ p_m(k) = l_m^k p_m(0). \]

(3.76)

To relate the eigenvalues and eigenvectors of \( F^{-1}(I-aR) \) to those of \( R \), \( F^{-1}(I-aR) \) can be approximated by

\[ F^{-1}(I - aR) = (I - aR) - j\Delta \text{dia}(1, 2, \ldots, M-1)(I - aR) \]

(3.77)
as \( \Delta \) will be small. With the last term being a perturbation matrix for the hermitian matrix \( I-aR \), the eigenvalues and eigenvectors of \( F^{-1}(I-aR) \) can be found by using the perturbation methods discussed by Wilkinson [80]. Specifically, in a first order approximation, the eigenvectors of \( F^{-1}(I-aR) \) is roughly equal to the corresponding eigenvectors of \( I-aR \) and hence \( R \):

\[ p_m = H_m. \]

(3.78)

Furthermore, the first order approximation for the mth eigenvalue of \( F^{-1}(I-aR) \) is \( H_m^T F^{-1}(I-aR) H_m \). Using (3.77), this is

\[ l_m = [1 - j\Delta H_m^T \text{dia}(1, 2, \ldots, M-1)H_m](1 - a\chi_m) \]

(3.79)
which is equal to \( 1-a\chi_m \), the mth eigenvalue of \( I-aR \), plus an imaginary perturbed component between \(-j\Delta \) and \(-(M-1)j\Delta \) that of \( 1-a\chi_m \).

With the eigenvalue and eigenvector relations of (3.78) and (3.79), the transient convergence behaviour of the average weight vector as described by (3.75) and (3.76) is obviously very similar to that by (3.29) and (3.30) in stationary environments. Specifically, if the de-rotated lag of the average from the steady state weight vector is expressed in component form with \( p_m \) or roughly \( H_m \) as the mth of the M-1 basis vectors, then the mth component \( p_m(k) \) will converge, independent of the other components, to zero exponentially with a time constant of \(-1/\ln|1_m|\) sampling period. Si-
nce \((M-1)\Delta \varphi\) and \(\Delta \varphi\) will be much smaller than unity, this time constant is, from (3.79),

\[
\tau_m = \frac{-1}{\ln|1 - \Delta \varphi|} = \frac{1}{\Delta \varphi} \text{ sampling period} \tag{3.80}
\]

which is obviously the same as (3.32) in stationary environments.

Note that since \(l_m\) is complex, the phase of \(p_m(k)\) can be seen from (3.76) to be rotating constantly by the phase of \(l_m\) per sampling period. This is clearly not so in stationary environments where the phase of the corresponding component \(e_m(k)\) does not change.

To investigate the transient convergence behaviour of the output power, (3.18) can be expressed more conveniently as

\[
s_y(k) = s_{opt}(k) + [\overline{W(k)} - W_s(k)] + \sum_{m=1}^{M-1} \left[ p_m(0)^* p_m(0)^T R(1_{m} - 1_{n})^k \right]
\]

\[
\quad + 2 \text{Re} \left\{ [\overline{W(k)} - W_s(k)]^T R(1_{m} - 1_{n}) \right\}
\]

(3.82)

Clearly, the first two terms together give the steady state output power as the other terms tend towards zero when the steady state is approached and the average becomes the steady state weight vector. Thus, substituting (3.45) and (3.46), (3.81) becomes

\[
s_y(k) = s_y(\infty) + [\overline{W(k)} - W_s(k)] R(k) \quad \tag{3.83}
\]

which gives, after further substituting (3.75) and (3.76),

\[
s_y(k) = s_y(\infty) + \sum_{m,n=1}^{M-1} [p_m(0)^* p_n(0)^T R(1_{m} - 1_{n})^k
\]

\[
\quad + 2 \text{Re} \left\{ [p_m(0)^* p_n(0)] R(1_{m} - 1_{n})^k \right\}
\]

\[
\quad + 2 \text{Re} \left\{ [p_m(0)^* p_n(0)] R(1_{m} - 1_{n})^k \right\}
\]

\[\quad + \sum_{m=1}^{M-1} 2 \text{Re} \left\{ [p_m(0)^* p_n(0)] R(1_{m} - 1_{n})^k \right\}
\]
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Obviously, since $\mathbf{p}_m$ is an eigenvector of $\mathbf{F}^{-1}(\mathbf{I}-\mathbf{aR})$ but not $\mathbf{R}$, the square-bracketed factors will not be exactly zero in general. Therefore, different from that in stationary environments, the transient convergence behaviour of the output power to the steady state value is described in (3.83) as the sum of many time-varying terms, each term representing a sinusoid whose envelope converges exponentially to zero. With initial powers given by the square-bracketed factors in (3.83), the sinusoids have frequencies given by the moduli of the phases of $\mathbf{l}_m^*\mathbf{l}_n$ for $n=1,\ldots,m$, and $\mathbf{l}_m^*$ per sampling period, while the corresponding time constants of the envelopes are $-1/\ln|\mathbf{l}_m^*\mathbf{l}_n|$ and $-1/\ln|\mathbf{l}_m|$ sampling period. Using the same arguments for deriving (3.80) from (3.79), the time constants are roughly $1/\mathbf{a}(\mathbf{h}_m^*+\mathbf{h}_n^*)$ and $1/\mathbf{a}h_m^*$ respectively. Clearly, the longest time constant is $1/\mathbf{a}h_{m-1}^*$ and from the discussion in section 3.4, is roughly twice the corresponding value in stationary environments. If the jammer phase rate is small so that the steady state approaches the optimal weight vector and $\mathbf{p}_m$ tends towards the $m$th eigenvector of $\mathbf{R}$, the sinusoids with nonzero frequencies, that is, except those corresponding to $\mathbf{l}=\mathbf{m}$, are easily seen from (3.83) to have initial powers approaching zero. Clearly, the above description for the transient convergence of the output power will then become that in stationary environments.

In summary, during the transient convergence period, the average weight vector, after de-rotating, converges in roughly the same way as in stationary environments. The output power, however, converges in more complicated fashion as a sum of many exponentially decaying sinusoidal components. Nevertheless, for small jammer phase rate, only the components with zero frequency are dominant and the convergence behaviour is roughly that in station-
nary environments. In any case, the convergence time constants are still roughly inversely proportional to the feedback factor and the eigenvalues of the covariance matrix. Therefore, the dilemma that increasing the feedback factor leads to faster transient convergence and better steady state tracking ability but at the expense of higher misadjustment can be deduced. Furthermore, as in stationary environments, slow convergence is evidently associated with large spread of eigenvalues and will be the case when the jammers are closed together and/or have large range of powers.

3.8 Single-Jammer Situation

Having generally investigated the behaviour of the array in the last three sections, this and the next sections will be concerned with obtaining more insight on the more interesting steady state behaviour by examining some typical simulation results and analytically, by making some realistic simplifying assumptions about the environment so that the important equations derived can be expressed more explicitly. Specifically, this section will investigate the single-jammer situation.

When only one jammer is present, the matrices $A$, $G$, $Q$, $Q^T(s_0I)^{-1}Q$ and $Q^TD^{-1}Q$ can be seen from (3.49d,e,s,h) and (3.53) to be given simply by $s_1$, $1$, $Q_1$, $(M-1)s_1/s_0$ and $tr(D^{-1})$ respectively. Thus, (3.51), (3.52), (3.57) and (3.59) become

$$W_{\text{opt}}(k) = F^{k}W_{\text{opt}} = \frac{-s_1F^{-1}Q_1}{(M-1)s_1 + s_0}, \quad (3.84)$$

$$W_s(k) = F^{k}W_s = \frac{-s_1F^{k}D^{-1}Q_1}{1 + s_1tr(D^{-1})}, \quad (3.85)$$
\[ s_{\text{opt}} = s_0 \left( 1 + \|W_{\text{opt}}\| \right) + s_1 \left( \frac{s_0}{(M-1)s_1 + s_0} \right)^2 \]  
\[ = s_0 \left( 1 + \frac{(M-1)s_1^2}{(M-1)s_1 + s_0} \right)^2 + s_1 \left( \frac{s_0}{(M-1)s_1 + s_0} \right)^2 \]

and

\[ s_y(\omega) = s_0 \left( 1 + \|W_{y}\| \right) + \frac{s_1}{\left[ 1 + s_1 \text{tr}(D^{-1}) \right]^2}. \]  
\[ (3.87) \]

Being the component of optimal output power due to the jammer, the second term of (3.86) is roughly inversely proportional to the jammer's power and is usually much smaller than the fairly constant first term due to receiver noise. This illustrates the power inversion property and the ability of the array to suppress the optimal output power components due to strong jammers to well below optimal output power. Included in both (3.85) and (3.87), the important factor \([1 + s_1 \text{tr}(D^{-1})]^{-1}\) is, from (3.54),

\[ [1 + s_1 \text{tr}(D^{-1})]^{-1} = [1 + \sum_{m=1}^{M-1} a_1 a_0 (\text{jm} \Delta \phi)_m^{-1}]^{-1}. \]  
\[ (3.88) \]

Clearly, this cannot be further simplified unless assumptions are made regarding the relative magnitudes of \(a_0\), \(a_1\) and \(\Delta \phi\). Since the cases of most interest correspond to where the jammer's power is greater than receiver noise power, the three most interesting and usual assumptions for simplifying (3.88) are

\[ (M-1)a_1 \gg a_0 \gg (M-1)\Delta \phi; \]  
\[ (3.89) \]

\[ \ln(2M-1)a_1 \gg 2\Delta \phi \gg 4a_0 \]  
\[ (3.90) \]

and

\[ \Delta \phi \gg 2\ln(2M-1)a_1 \gg a_0 \]  
\[ (3.91) \]

where the numerical factors 2, 4, \(M-1\) and \(\ln(2M-1)\) are sufficient.
for deriving approximate explicit solutions for (3.85) and (3.87). The significance of and the results obtained under these assumptions will now be discussed.

Under assumption (3.89), the jammer phase rate is below the critical value of (3.55) for steady state weight and jammers' residue power deviations from optimal values. The assumption therefore corresponds to the case where the jammer is rotating too slowly to give rise to any significant change in array behaviour and performance. Specifically, (3.85) and (3.87) are shown, using Maclaurin's theorem and neglecting second and higher order terms, in appendix 3.12.5 to become

\[ W_s(k) = \frac{-s_1^k}{(M-1)s_1 + s_0} \left[ I + \frac{\Delta \Phi}{\Delta s_0} \left( \frac{M-2}{2}, \frac{M-4}{2}, \ldots, \frac{2-M}{2} \right) \right] q_1 \]  

(3.92)

and

\[ s_y(\infty) = s_0 \left[ 1 + \frac{(M-1)s_1^2}{(s_1 + s_0)^2} \right] + s_1 \left[ \frac{s_0}{(M-1)s_1 + s_0} \right]^2. \]  

(3.93)

Note that second and higher order terms is used in this chapter to mean those relative to the first and so the largest term of the series concerned. Comparing (3.84) and (3.92) shows that the \( m \)th of the \( M-1 \) steady steady state weights is composed of the corresponding optimal weight plus a perturbed component. Relative to the optimal weight, the perturbed component is at phase quadrature and has relative magnitude of roughly \( |(M/2-m)\Delta \Phi/\Delta s_0| \). The maximum relative magnitude is hence roughly \( M\Delta \Phi/2\Delta s_0 \) or 1/2 at the critical jammer phase rate of (3.55) which is clearly physically relevant. Regarding the steady state output power of (3.93), the first and second terms due to receiver noise and the jammer respectively are obviously equal to the corresponding components.
of the optimal output power of (3.86) in this case.

Next, under assumption (3.91), (3.85) and (3.87) are shown in appendix 3.12.7, using the same analysis as deriving (3.92) and (3.93) in appendix 3.12.5, to be

\[ w_s(k) = \frac{jv_1 F_k}{\Delta \phi} \left[ \left( 1 + \frac{j \ln(2M-1) \alpha_s}{\Delta \phi} \right) \text{dia}(1, \frac{1}{2}, \cdots, \frac{1}{N-1}) \right] \]

\[ + \frac{jv_0}{\Delta \phi} \text{dia}(1, \frac{1}{M}, \cdots, \left[ \frac{1}{M-1} \right]^2) Q_1 \]

and

\[ s_y(\infty) = s_0 \left( 1 + \frac{2(M-1) \alpha_s}{M} \right)^2 + s_1. \]

Obviously, as the jammer phase rate increases, the steady state weights tend towards zero. Furthermore, as the first term of (3.95) due to receiver noise decreases towards receiver noise power, the steady state output power becomes that due to the first element of the array. Evidently, as implied in (3.91), for jammer phase rate greater than \(2 \ln(2M-1) \alpha_s\) and \(\alpha_0\), the jammer is moving too fast to be tracked so that in accordance with intuitive thought, the adaptive array tends towards adopting a policy of nonadaptation. Note that this case is not physically unrealistic.

In multi-jammer situations, the inequality \(\Delta \phi \leq 2 \ln(2M-1) \alpha_s\) implied by (3.91) can be satisfied as the feedback factor may be limited by the presence of other considerably stronger jammers to much smaller value than when only one jammer is present.

Finally, the intermediate and most interesting case under assumption (3.90) will now be discussed. Again, using the same analysis as deriving (3.92) and (3.93) in appendix 3.12.5, (3.85) and (3.87) are shown in appendix 3.12.6 to be

\[ w_s(k) = \frac{-F_k}{\ln(2M-1)} \left[ \left( 1 - \frac{jv_1}{\ln(2M-1) \alpha_s} - \frac{j2(M-1) \alpha_0}{M \ln(2M-1) \Delta \phi} \right) \right] \]
\[
\text{and }
\]
\[
s_y(\infty) = s_0\left(1 + \frac{2(M-1)}{M\ln(2M-1)}\right) + s_1\left[\frac{\Delta \phi}{\ln(2M-1)\alpha s_1}\right]^2.
\]

Obviously, the steady state weight vector is very different from the optimal one given by (3.84). Regarding the steady state output power, both the first and second terms of (3.97) due to receiver noise and the jammer respectively are easily seen to be greater than the corresponding components of the optimal output power of (3.86). Specifically, the jammer's residue power increases in proportion to the square of jammer phase rate and over the range of jammer phase rate specified by (3.90), can increase from 
\[
s_1\left[\frac{s_0}{\ln(2M-1)\alpha s_1}\right]^2
\]
to \(s_1/4\). Clearly, the lower bound is not very much greater than the optimal output power component due to the jammer in (3.86), while the upper bound is only 6dB below the jammer's power or residue power after the array has adopted the nonadaptation policy. Evidently, assumption (3.90) corresponds to the case where the tracking ability of the array is deteriorating significantly. Note that, with \(\ln(2M-1)\alpha s_1\) implied by (3.90), the increase in receiver noise residue power can be seen by comparing the first terms of (3.86) and (3.97) to be of the order of 10% or less of the optimal output power. Therefore, as mentioned, significant increase in steady state output power is due to the increase in jammer's residue power resulting from degradation in the tracking ability of the array. Very loosely, it can be considered that the steady state output power will start to increase significantly and the array performance will start to deteriorate if the jammer phase rate is increased above the
critical value of
\[ \Delta \phi = \ln(2M-1)\alpha(s_0,s_1)^{1/2} \] (3.98)

at which the jammer's residue power is roughly equal to receiver noise power. Of course, as used in [77], a more precise approach to find the condition for performance deterioration is first to determine the optimal feedback factor so that the steady state average output power is minimized. Assuming the optimal feedback factor is to be used, the condition can then be derived by specifying an acceptable increase, which will be of the order of weight variance noise, of the steady state average above the optimal output power. Essentially, the critical jammer phase rate found from this approach will correspond to where the jammer's residue power is at a value depending on misadjustment, optimal output power and other related parameters. Obviously, the replacement of this threshold value by simply receiver noise power leads to (3.98). Thus, being proportional to only the square root of receiver noise power which will not be very different from this threshold value, the critical jammer phase rate of (3.98) will be roughly equal to that obtained via the more precise approach mentioned and for simplicity, will be used in the investigation.

As a demonstrating example, fig.3.2 shows the variation of steady state behaviour with jammer phase rate for a 4-element array with -20dB receiver noise power and feedback factor of 0.0005. Having 0dB power, the jammer is chosen to arrive from 0° initially so that the space vector \( Q_1 \), from (3.49e,f), has unity elements. Figs.3.2a and b show the variation of the real and imaginary parts respectively of the elements of the steady state weight vector after de-rotating or ignoring the time-varying factor.
**Fig. 3.2a** Real parts of the de-rotated steady state weights.

**Fig. 3.2b** Imaginary parts of the de-rotated steady state weights.
Fig. 3.2c Steady-state output power and its components

Fig. 3.2d Steady state directional pattern

Fig. 3.2 Variation of steady state behaviour with jammer phase rate for a single-jammer situation. The array has 4 elements, -20dB receiver noise power and feedback factor of 0.0005, whereas the jammer has power 0dB and arrives from 0° initially.
Regions of jammer phase rate for the validity of the three assumptions of (3.89)-(3.91) are shown, in addition to the critical jammer phase rate of (3.55) for steady state weight deviations. Solid and broken lines are used for curves due to simulation and those obtained from analytic results derived under the three assumptions respectively. Obviously, good agreement can be seen between the two sets of curves. Note that the purpose of using the very small feedback factor of 0.0005 is to present the case under assumption (3.91). Fig.3.2c shows the variation of the steady state output power and its components. The two dashed lines drawn on the figure correspond to the critical jammer phase rates of (3.55) and (3.98). Again, the broken curves are due to the analytic results derived and can be seen to agree well with the corresponding solid simulation curves. From figs.3.2a-c, the steady state weights and jammer's residue power can be seen to start to deviate from their optimal values as the jammer phase rate increases above the critical value of (3.55), illustrating its physical relevance. Furthermore, as the jammer phase rate increases further, the receiver noise residue power do not vary much, though the steady state weights change considerably. In contrast, the jammer's residue power curve increases with gradient of 20dB per decade, in accordance with the proportionality to the square of jammer phase rate discussed under assumption (3.90), and gives rise to significant increase in steady state output power, hence performance deterioration, at roughly the critical jammer phase rate of (3.98) whose physical relevance is thus also illustrated. As the jammer phase rate increases still further, the steady state weights can be seen to tend towards zero eventually, resulting in the jammer's and receiver noise residue power.
curves to level off at the jammer's and receiver noise powers respectively. Note that from (3.55) and (3.98), the two critical jammer phase rates have ratio of \(M\ln(2M-1)/(s_1/s_0)^{1/2}\), which increases as the number of elements and the jammer to receiver noise power ratio increase, and are very different in this example. This difference can be seen from fig. 3.2c to be due to the suppression of the jammer's residue power to approximately 30dB below optimal output power at very small jammer phase rate. Fig. 3.2d shows the variation of the steady state directional pattern obtained from the steady state weight vector. The pattern corresponding to the smallest jammer phase rate is essentially the same as when the jammer is not moving. As the jammer phase rate increases, the depth of the null obviously decreases and its position shifts to the left. These changes can also be seen to accelerate with increase in jammer phase rate. Note that since the jammer is moving in the direction of increasing \(\theta\), the shifting of the null towards the left represents a lag of the null behind the jammer.

3.9 Multi-Jammer Situation

In this section, the more detailed investigation on the steady state behaviour of the array will be continued by studying the multi-jammer situation. Computer simulation will be used, but first, the important results in the single-jammer situation will be extended analytically.

As mentioned, expressing (3.52) and (3.59) in more explicit forms is not possible without making simplifying assumptions about the environment. In the multi-jammer situation, the most useful assumption is obviously that the space vectors \(Q_n\), \(n=1, \ldots, N\), for the jammers satisfy the orthogonal relation of
so that from (3.49d,e,f) and (3.53), the matrix $Q^{-1}_n Q$ is simply $\text{tr}(D^{-1})I$. Thus, (3.52) and (3.59) become, after using (3.49d,g,h) as well,

$$W_n(k) = \mathbf{r}_n \mathbf{w}_n = \sum_{n=1}^{N} \frac{-s_n F_n D^{-1} Q_n}{1 + s_n \text{tr}(D^{-1})}$$

and

$$s_y(\omega) = s_0(1 + \|W_n\|) + \sum_{n=1}^{N} \frac{s_n}{1 + s_n \text{tr}(D^{-1})} 2^*$$

Clearly, with assumption (3.99), the steady state weight vector is given by the sum of $N$ component vectors with forms as (3.85). Specifically, the $n$th component vector is the steady state weight vector from considering only the $n$th jammer in a single-jammer situation. The same is true for the second term of (3.101), the total jammer residue power, which is composed of $N$ components having forms as the jammer's residue power in (3.87). Evidently, all the discussion regarding the steady state weight vector and jammer's residue power in section 3.8 on the single-jammer situation is also applicable, by considering each jammer separately and independent of the others, in this simplified multi-jammer situation.

Corresponding to assumption (3.90) in the single-jammer situation, consider now the most interesting case expressed by

$$\ln(2M-1) a \min_n \{s_n \} \leq 2\Delta \leq 4a s_0$$

when, with $\min_n \{f(z)\}$ denoting the minimum value of the function $f(z)$ with respect to $z$, the tracking ability for all the jammers is deteriorating considerably. Since, in this case, the jammers'
residue powers have the same form as the second term of (3.97) under assumption (3.90) in the single-jammer situation, (3.101) becomes
\[ s_y(\omega) = s_0(1 + \|W\|) + \frac{\Delta \phi}{\ln(2M-1)} \sum_{n=1}^{N} \frac{1}{s_n} \] (3.103)

As will be illustrated later from simulation results, with the change in receiver noise residue power being relatively small, significant increase in steady state output power is the result of increase in jammers' residue powers. Therefore, with the same reason for deriving (3.98) in the single-jammer situation, array performance can be considered to start deteriorating when the jammer phase rate is increased above the critical value of
\[ \Delta \phi = \frac{N}{\ln(2M-1)} \left( \sum_{n=1}^{N} \frac{1}{s_n} \right)^{-1/2} \] (3.104)
at which the total jammer residue power is approximately equal to receiver noise power. Using (3.64) to eliminate the feedback factor, this becomes
\[ \Delta \phi = \frac{2 \ln(2M-1)}{M-1} \sum_{n=1}^{N} s_n^{-1} \left( \sum_{n=1}^{N} \frac{1}{s_n} \right)^{-1/2} \] (3.105)
and is dependent on the individual jammers' powers. In practical applications, the individual jammers' powers are most probably not known, although the total jammer power can be calculated from the measured element power. For a given total jammer power, (3.105) is easily seen to be minimized if the environment is composed of one strong jammer with as many weak jammers as possible. Furthermore, the weak jammers' powers should be as small as possible, but of course, should also be above the minimum value, \( s_{\text{min}} \), so that the array still suffers performance deterioration if it is
unable to track the weak jammers. With $s_{\text{min}}$ being much smaller than the strong jammer's power and the maximum number of weak jammers being $M-2$ when all the degrees of freedom of the array are fully utilized, the minimum value of (3.105) is approximately

$$\Delta \Phi = \frac{2 \ln(2M-1)M_{\text{wt}}(s_0 s_{\text{min}})^{1/2}}{(M-1)(M-2)^{1/2}} \left( \sum_{n=1}^{N} s_n \right)^{-1}. \quad (3.106)$$

To very roughly obtained a more useful expression for the "safety" jammer phase rate below which the array performance will not deteriorate regardless of the distribution of the jammers' powers, $s_{\text{min}}$ can be equated to $s_0$ yielding

$$\Delta \Phi = \frac{2 \ln(2M-1)M_{\text{wt}}}{(M-1)(M-2)^{1/2} \text{ENR}}. \quad (3.107)$$

Obviously, the equating of $s_{\text{min}}$ to $s_0$ for deriving the safety jammer phase rate is very similar to the equating of the total jammer residue power in (3.103) to $s_0$ for deriving the critical jammer phase rate of (3.104). However, the whole discussion in this paragraph is based on the assumption of (3.102) which implies that $s_{\text{min}}$ is greater than $4s_0/\ln(2M-1)$ and thus may not equal $s_0$. Despite this inconsistency, (3.107) will still be used in this chapter, as (3.106) is proportional to only the square root and thus fairly insensitive to the variation of $s_{\text{min}}$. Furthermore, if the array is able to track only the strong jammer, it seems reasonable that the increase in steady state output power of $(M-2)s_0$ due to the weak jammers can be regarded as approaching the minimum for performance deterioration. Note that the safety jammer phase rate of (3.107) is very similar to the critical jammer phase rate of (3.65) for steady state weight and jammers' residue power deviations from optimal values. Specifically, the ratio of the former
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to the latter is \((M-1)(M-2)^{-1/2}\ln(2M-1)\) which depends only on the number of elements and is less than 10 for arrays with less than 11 elements.

Having extended the important results obtained in the single-jammer situation, it should be noted that the orthogonal relation of (3.99), on which the whole discussion is based, will not be satisfied if \(Q_n\) and \(D\) have the forms as given in (3.49e) and (3.53) respectively. Despite this shortcoming, many deductions obtained will be shown, mainly by computer simulation, to be still valid, particularly if the array has extra degrees of freedom and the jammers are far apart. In any case, using (3.49d), the steady state weight vector of (3.52) can be written in general as

\[
W_s(k) = \sum_{n=1}^{N} \frac{-g_n s_n F^{K-D^{-1}} Q_n}{1 + s_n \text{tr}(D^{-1})}
\]  

(3.108)

where

\[
g_n = \left[ \frac{1 + \text{tr}(D^{-1})}{s_n} \right] \left[ (Q_n^{D^{-1}} Q + \Lambda^{-1})^{-1} \right]_n.
\]  

(3.109)

Obviously, except that each of the component vectors is now weighted by a complex scalar, (3.108) is the same as (3.100) which is obtained after assuming (3.99).

To obtain more insight, the multi-jammer situation will now be further investigated by using some typical simulation results. Fig.3.3a shows graphs of steady state output power and its components against jammer phase rate for a 4-element array with -40dB receiver noise power and feedback factor of 0.05. Two jammers of powers 0 and -20dB arrive initially from 10° and 40° respectively. The power inversion property of the array can be seen from the difference between the two solid jammers' residue power curves.
Fig. 3.3a Steady state output power and its components

Fig. 3.3b Steady state directional pattern

Fig. 3.3 Variation of steady state behaviour with jammer phase rate for a 4-element array with -40dB receiver noise and feedback factor of 0.05. Two jammers of powers 0 and -20dB arrive initially from 10° and 40° respectively. This is one typical example where the jammers are far apart and the array has extra degrees of freedom.
before they start to increase. This gives the ratio of the weak to the strong jammers' residue powers when the array has near-optimal behaviour as approximately 20dB and hence, roughly equal to the ratio of the strong to the weak jammers' powers. Also shown in fig.3.3a in broken lines are the variation of the jammers' residue powers when only one of the jammers is present. The slight difference between these broken curves with the corresponding solid curves obtained when both jammers are present illustrates that the two-jammer situation here is roughly a linear combination of two single-jammer situations. For clarity, the term residue powers will be used to refer to those obtained when all the jammers are present, unless stated otherwise. As shown in the figure, the dashed lines indicate the important theoretical jammer phase rates of (3.55), (3.104) and (3.107). Clearly, the jammers' residue power curves start to increase simultaneously at around the critical jammer phase rate of (3.55). As the jammer phase rate increases, these curves attain gradients of about 20dB per decade, corresponding to the jammers' residue powers being roughly proportional to the square of jammer phase rate. However, with virtually no change in receiver noise residue power, the array performance deteriorates only until the weak jammer's residue power curve has increased to where it is about to meet the steady state output power curve which, as a result, increases significantly at around the critical jammer phase rate of (3.104). As the jammer phase rate increases further, the steady state output power curve then follows the increase and later levelling off of the weak jammer's residue power curve. Note that this levelling off of the curve at around the weak jammer's power of -20dB implies that the
array is no longer able to track and null the weak jammer. Still further increase in jammer phase rate then causes the strong jammer's residue power curve to increase above the weak jammer's residue power curve so that the steady state output power curve finally follows the former curve. Note that roughly after the array performance has deteriorated, the receiver noise residue power starts to decrease and eventually approaches the receiver noise power of -40dB, indicating that the weight vector norm is decreasing and the array is tending towards adopting the nonadaptation policy. Clearly, in this scenario, the critical jammer phase rates of (3.55) and (3.104) are physically relevant, though the safety jammer phase rate of (3.107) is quite conservative. Fig.3.3b shows the variation of steady state directional pattern with jammer phase rate in this scenario. Evidently, the behaviour of the nulls (decreasing in depths and lagging behind the jammers) as the jammer phase rate increases is the same as that in the single-jammer situation of fig.3.2d. Also, as expected, the null for the weak jammer disappears first, at the jammer phase rate corresponding to where its residue power curve in fig.3.3a starts to level off at -20dB. Fig.3.4 shows the same set of curves as fig.3.3a, using also the same scenario but with the weak jammer having -30 instead of -20dB power. Obviously, all the general comments and description regarding fig.3.3a also apply to this figure. However, due to the decrease in the weak jammer's power, the intermediate levelling off of the steady state output power is lengthened and at a lower value. Array performance deterioration now begins at smaller jammer phase rate and the safety jammer phase rate of (3.107) is approached. Fig.3.5 shows the same set of curves as
Fig. 3.4 Variation of steady state output power and its components with jammer phase rate for the situation of fig. 3.3 except that the weaker jammer now has -30dB power. Comparing with fig. 3.3a shows the effect of decreasing the weaker jammer's power.

Fig. 3.5 Variation of steady state output power and its components with jammer phase rate for a 8-element array with -40dB receiver noise and feedback factor of 0.025. Three jammers of powers 0, -10 and -25dB arrive initially from 20°, 40° and -10° respectively. This more complex example is again typical of that when the jammers are far apart and the array has extra degrees of freedom.
Fig. 3.3a, but for a more complex 8-element, 3-jammer situation with -40dB receiver noise power and feedback factor of 0.025. The three jammers, of powers 0, -10 and -25dB, arrive initially from 20°, 40° and -10° respectively. Again, the independence of the jammers' residue powers, the relevance of the critical jammer phase rates of (3.55) and (3.104) as well as the general remarks regarding fig. 3.3a are demonstrated even in this more complex scenario. In general, the scenarios studied by figs. 3.3-3.5 represent examples in which the jammers are far apart and the array has extra degrees of freedom. In these situations, the theoretical deductions discussed under assumption (3.99) has been found to be valid and applicable, at least approximately.

Fig. 3.6a shows the same set of curves as fig. 3.3a except that the two jammers now arrive from 10° and 13° initially and both have powers -3dB. This scenario is one typical example when the array has extra degrees of freedom but the jammers are close together. By comparison, the steady state output power and its components have the same behaviour as that of fig. 3.3a apart from two differences. Firstly, for very large jammer phase rate after performance deterioration, the residue power curve due to the jammer at initially 13° decreases in gradient while that for the other jammer has a notch. Secondly, even for smaller jammer phase rate, the jammers' residue power curves are very much greater, though by roughly a constant margin, than the corresponding broken ones when only one of the jammers is present. Obviously, because of this, performance deterioration starts at jammer phase rate which is much smaller than the critical value of (3.104) and approaches, though not yet reached, the safety value of (3.107). The rather complex behaviour of the jammers' residue power curves
Fig. 3.6a Steady state output power and its components

Fig. 3.6b Steady state directional pattern

Fig. 3.6 Variation of steady state behaviour with jammer phase rate for the array of fig. 3.3 when two jammers, both of powers -3dB, arrive initially from 10° and 13°. This is one typical example where the jammers are closed together but the array still has extra degrees of freedom.
mentioned for large jammer phase rate can be better understood from the variation of steady state directional pattern with jammer phase rate shown in fig. 3.6b in this situation. As the jammer phase rate increases above the critical value of (3.55), the movements (decreasing in depths and shifting to the left) of the two nulls relative to the corresponding jammers are roughly equal and correspond to the 20dB per decade gradient of the jammers' residue power curves in fig. 3.6a. Further increase in jammer phase rate then causes performance deterioration after which the null at initially 10° starts to shift relatively faster to the left and disappears first while the other null is about half way between the two jammers. Intuitively, since the array is not able to form two nulls to track the jammers, it uses all its degrees of freedom to form one null in the middle of the two closely spaced jammers. As the jammer phase rate increases still further, this null shifts to the left and decreases in depth relatively slowly until it has passed the jammer at initially 10°, accounting for the decrease in gradients of the jammers' residue power curves. Obviously, when this null shifts pass the jammer at initially 10°, the residue power due to this jammer first decreases and then increases, resulting in the notch observed in the corresponding residue power curve.

Fig. 3.7 shows the same set of curves as fig. 3.3a, using, again, the same array but with three jammers of powers 0, -10 and -20dB arriving initially from 20°, 40° and 70° respectively. This is one typical example when the jammers are far apart but the array has no extra degree of freedom. Note that the behaviour of the steady state output power and residue powers is essentially the same as that of fig. 3.6a. In particular, when the weakest
Fig. 3.7 Variation of steady state output power and its components with jammer phase rate for the array of fig. 3.3 when three jammers, of powers 0, -10 and -20dB, arrive initially from 20°, 40° and 70° respectively. This is one typical example where the jammers are far apart but the array has no extra degree of freedom.

Jammer's residue power curve starts to level off at around -20dB indicating that the array is no longer able to track this jammer, the array uses its two degrees of freedom initially for rejecting this jammer to reject the other two jammers instead, resulting in the intermediate levelling off of their residue power curves.

This behaviour is virtually the same as the formation of one null between the jammers in the situation of fig. 3.6 and is also slightly noticeable in figs. 3.3a, 3.4 and 3.5. Many other scenarios in which the jammers are far apart/closed together and/or the array has no extra degrees of freedom have been studied. The results obtained will not be presented as no new characteristic concerning the array behaviour is observed.

One important observation from all the simulation results
is that if the jammers' residue power curves are increasing with jammer phase rate, they always tend to increase with gradients of roughly 20dB per decade. In particular, for jammer phase rate above roughly the critical value of (3.5) but before any of the jammers' residue power curves levels off or decreases, the curves always increase with gradient of about 20dB per decade. This can be explained theoretically by examining the matrix factor \((Q^TD^{-1}Q + \Lambda^{-1})^{-1}\) in (3.9). Using (3.49d,e,h) and (3.54), the \((p,q)\) element of the \(N\times N\) matrix \(Q^TD^{-1}Q + \Lambda^{-1}\) is

\[
[Q^TD^{-1}Q + \Lambda^{-1}]_{pq} = \frac{1}{s_p} + \sum_{n=1}^{N} \frac{1}{s_0 + jm\Delta \phi/q}, \quad p=q
\]

\[
\sum_{n=1}^{N} \frac{1}{s_0 + jm\Delta \phi/q}, \quad p\neq q
\]

Clearly, for \(\Delta \phi\) greater than \(\Delta s_0\) but much smaller than \(\Delta \min(s_n)\), this is roughly inversely proportional to \(\Delta \phi\) and thus the matrix \((Q^TD^{-1}Q + \Lambda^{-1})^{-1}\) is roughly proportional to \(\Delta \phi\). Evidently, in such cases, all the terms under the summation in (3.59) are roughly proportional to the square of jammer phase rate and hence, all the jammers' residue power curves increase with about 20dB per decade gradients.

Summarizing the deductions obtained in the detailed discussion of this and the last sections, array performance deterioration from significant increase in steady state output power has been found to be the result of increase in jammers' residue powers. As the jammer phase rate increases, the jammers' residue powers begin to increase simultaneously at the critical jammer phase rate of (3.5), where the steady state weights also start to deviate from their optimal values, and soon become proportional to the square of jammer phase rate. As the jammer phase rate increases further.
so that some of the jammers' residue powers become increasing less rapidly, the jammers' residue powers may start having complex behaviour which has to be accounted for by the shifting of nulls and the switching of degrees of freedom of the array from nulling weak to strong jammers. However, when the jammers are far apart and the array has extra degrees of freedom, the behaviour of the jammers' residue powers are quite independent and simple and roughly equal to that obtained in single-jammer situations when the corresponding jammers are present on their own. As a result, array performance deterioration starts at around the critical jammer phase rate of (3.104) which is usually much greater than the actual value in other situations. Finally, because of the ability of the array to suppress the strong jammers' residue powers, before they increase, to well below optimal output power, array performance deterioration usually starts at jammer phase rate much greater than the critical value of (3.55). However, there exists "worst" situations where the safety jammer phase rate of (3.107), being the minimum of (3.104) and closed to the critical value of (3.55) which is obviously the lowest upper bound before performance deterioration, is approached. From the simulation results examined, such worst situations are associated with scenarios in which: (a) the range of the jammers' powers is large and/or (b) the jammers are close together and/or the array has no extra degree of freedom. Clearly, the first two circumstances are also associated with situations when the array has slow transient convergence behaviour in the rotating and stationary environments.

3.10 Maximum Scan Rate Limitation of the Radar Sidelobe Canceller

The differences between the radar sidelobe canceller and the
power inversion array of fig. 3.1 have been discussed in section 2.2. Obviously, in terms of the second order input statistics, the former is the same as the latter if, in addition to both having the same geometries: (a) corresponding to element 1 in fig. 3.1, the high gain antenna in the radar sidelobe canceller is designed to have uniform sidelobe level, (b) all the jammers are in the sidelobes of the high gain antenna, which is a case of most interest, (c) the high gain antenna and the other elements, which are isotropic with the same antenna gains as the sidelobe gain of the high gain antenna, have equal receiver noise power and (d) the target returns in the look direction of the high gain antenna are small enough to be neglected. Provided these conditions are satisfied, all the results derived can be applied directly to the sidelobe canceller if it is further assumed that the constant rotational speed of the radar does not change the deductions significantly.

Thus, under the assumptions of the last paragraph, the safety jammer phase rate of (4.107) can be used directly to determine the maximum scan rate limitation of the radar sidelobe canceller. Consider an example of a 5-element, 20 wavelength spacing canceller with 10% misadjustment operating in a 40dB ENR environment. The safety jammer phase rate of (3.107) is then given by $4 \cdot 10^{-6}$ rad. per sampling period or 8 rad. per second if the radar has a wavelength of 1MHz and Nyquist sampling at 2MHz is used. Assuming further a scan sector of 180° so that as $\phi$ varies from $-90^\circ$ to $90^\circ$, the total change in element to element phase $\phi$, given by $2\pi f_0 \sin \theta / c$, is 80π rad., the maximum scan rate is obviously limited to about $8 / 80\pi$ or 1/30 scan per second.
3.11 Conclusion

Having analyzed the array behaviour in stationary environments, the nonstationary rotating environment was formulated elegantly in terms of the rate of rotation, the jammer phase rate, in this chapter. The steady state behaviour was then solved implicitly in general terms and found to be well defined. In particular, the weight variance noise, steady state and optimal output powers are time-independent, while the steady state and optimal weights define directional patterns which rotate in synchronization with the jammers. Furthermore, the steady state weights and jammers' residue powers start to deviate from their optimal values at the critical jammer phase rate of (3.55). Regarding the transient convergence behaviour, the average weights converge in similar manner as in stationary environments, though the output power may converge in more complicated fashion in, for example, having many more time constants. Theoretically and by using simulation results, the more interesting steady state behaviour was studied in more detail in the single-jammer situation, leading to the derivation of the critical jammer phase rate of (3.98) for array performance deterioration. Similarly, when the jammers are far apart and the array has extra degrees of freedom, the multi-jammer situation was found to be roughly a linear combination of single-jammer situations and the critical jammer phase rate of (3.104), with a minimum value given by the safety jammer phase rate of (3.107), was obtained for performance deterioration. In other situations, the steady state behaviour may be more complex and have to be explained by the shifting of nulls and the switching of degrees of freedom from nulling weak to strong jammers.
Furthermore, performance deterioration now usually starts at jammer phase rate much greater than the critical value of (3.104), though still below the safety value of (3.107). In any case, because of the ability of the array to suppress the strong jammers' residue powers to well below optimal output power for small jammer phase rate, performance deterioration usually begins at jammer phase rate much greater than the critical value of (3.55). However, when (a) the jammers are closed together and/or (b) the jammers have large range of powers and/or (c) the array has no extra degree of freedom, the safety jammer phase rate of (3.107), being closed to the critical value of (3.55), may be approached. Lastly, as an application example, using the safety jammer phase rate of (3.107), the maximum scan rate of a 5-element sidelobe canceller was found to be limited to about 1/30 scan per second.

3.12 Appendix

3.12.1 Derivation of (3.20)

Post-multiplying both sides of (3.19) with their own complex conjugate transposes and taking ensemble average gives

\[
\Delta W(k+1)\Delta W(k+1)^T = \Delta W(k)\Delta W(k)^T + a^2 y(k)^*y(k)X(k)X(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)W(k)^T \\
- a^2 y(k)^*X(k)W(k) - W_{opt}(k)X(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)X(k)^T \\
- a^2 y(k)^*X(k)W(k) - W_{opt}(k)X(k)^T \\
- a^2 y(k)^*X(k)W(k) - W_{opt}(k)X(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)X(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)W(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)W(k)^T \\
+ a^2 R(k)W(k) - W_{opt}(k)W(k)^T + a^2 R(k)W(k) - W_{opt}(k)W(k)^T. \\
\] (3A.1)

Since the weights are independent of the inputs at the same sampling instant, the ensemble average of \(y(k)^*X(k)\) is
\[ y(k) \star X(k) = x_0(k) \star X(k) + X(k)X(k)^T W(k) \]
\[ = R_0(k) + R(k)W(k) \frac{k}{-} \]
\[ = R(k) [W(k) - W_{opt}(k)] \quad (3A.2) \]

where \( W_{opt}(k) \) is given by (3.7). Similarly, with \( \Delta W(k) \) defined by (3.12), the ensemble average of \( y(k) \star X(k) \Delta W(k) \frac{T}{T} \) is

\[ y(k) \star X(k) \Delta W(k)^T = x_0(k) \star X(k) \Delta W(k)^T + X(k)X(k)^T W(k) \Delta W(k)^T \]
\[ = R_0(k) \Delta W(k)^T + R(k)W(k) \Delta W(k)^T \]
\[ = R_0(k) \Delta W(k)^T + R(k)W(k) [\Delta W(k)^T] + R(k) \Delta W(k) \Delta W(k)^T \frac{T}{T} \quad (3A.3) \]

Finally, substituting (3A.2) and (3A.3) into (3A.1) and using (3.13) then easily yields (3.20).

3.12.2 Derivation of (3.22)

Since, at any sampling instant, the inputs are complex Gaussian random variables independent of the weights, the ensemble average of the \((p,q)\) element of the \((M-1) \times (M-1)\) matrix \( y(k) \star y(k) \)
\( X(k)X(k)^T \) is, using (3.21) and ignoring the time index \( k \) for convenience,

\[ [y \star XX]^T_{pq} = (x_0 \star + X^TW)(x_0 + W^TX)[X]^T_{p}[X]^T_{q} \]
\[ = x_0^*x_0 p q + x_0^*x_0 p q \]
\[ + \sum_{m=1}^{M-1} (w_m^nx_m^nx_n^nx_n)^p \]
\[ = (x_0^*x_0)(x_0^*x_0 p q ) + (x_0^*x_0)(x_0^*x_0) \]
\[ + \sum_{m=1}^{M-1} (w_m^nx_m^nx_n^nx_n)^p \]
\[ = s_x^T \frac{T}{R} p q + [R_0]^p [R_0]^q + \frac{W^TRW[R]^T_{pq}}{R} \quad (3A.4) \]
Clearly, the ensemble average of \( \mathbf{y}(k) \mathbf{y}(k)^T \mathbf{X}(k) \mathbf{X}(k)^T \) is

\[
\mathbb{E}\{ \mathbf{y}(k) \mathbf{y}(k)^T \mathbf{X}(k) \mathbf{X}(k)^T \} = \mathbf{R}_{0}(k)^T \mathbf{R}_0(k) + \mathbf{R}(k) \mathbf{W}(k) \mathbf{W}(k)^T \mathbf{R}(k)
\]

Substituting (3.12) and using (3.11) and (3.13) then gives

\[
\mathbb{E}\{ \mathbf{y}(k) \mathbf{y}(k)^T \mathbf{X}(k) \mathbf{X}(k)^T \} = \mathbf{s}(k) \mathbf{R}(k) + \mathbf{R}(k) \mathbf{W}(k) \mathbf{W}(k)^T \mathbf{R}(k)
\]

Using (3.7) and (3.15), this becomes

\[
\mathbb{E}\{ \mathbf{y}(k) \mathbf{y}(k)^T \mathbf{X}(k) \mathbf{X}(k)^T \} = \mathbf{R}(k) \mathbf{W}(k) \mathbf{W}(k)^T \mathbf{R}(k)
\]

which, if substituted into (3.20), obviously gives rise to (3.22).

3.12.3 Derivation of (3.51) and (3.52)

By substituting (3.49b,c), (3.45) becomes

\[
\mathbf{W}_{opt}(k) = \mathbf{F}_w^k \mathbf{R}(k) = -\mathbf{F}^k (\mathbf{Q} \mathbf{Q}^T)^{-1} \mathbf{Q} \mathbf{Q}^T
\]

Using (3.50), this can be manipulated to give (3.51) as follows.

\[
\mathbf{W}_{opt}(k) = -\mathbf{F}^k (\mathbf{Q} \mathbf{Q}^T)^{-1} \mathbf{Q} \mathbf{Q}^T (\mathbf{Q} \mathbf{Q}^T)^{-1} \mathbf{Q} + \mathbf{L}^{-1})^{-1} \mathbf{Q}^T (\mathbf{Q} \mathbf{Q}^T)^{-1} \mathbf{Q} + \mathbf{L}^{-1}
\]

Similarly, by substituting (3.48) and (3.49b,c), (3.46) becomes
\[ W_s(k) = F_s^* W_s = -F_s^* (D + QAq^T)^{-1} QAG \] (3A.10)

where
\[ D = s_0 I + \frac{F - I}{a} \] (3A.11)
\[ = s_0 I + \text{diag}(\frac{e^{i\Delta \phi}}{a} - 1, \frac{e^{2i\Delta \phi}}{a} - 1, \ldots, \frac{e^{(M-1)i\Delta \phi}}{a} - 1). \]

Clearly, (3A.11) is the same as (3.53) and using the same manipulation which leads to (3A.9) on (3P.10) results in (3.52).

### 3.12.4 Derivation of (3.57) and (3.59)

The optimal output power component due to the nth of the N jammers is obviously given by (3.3) with \( W(k) \) being equal to \( W_{\text{opt}}(k) \) and the second order input statistics replaced by their components due to only the nth jammer. Thus, from (3.49a-c), this optimal output power component is

\[ s_n [1 + W_{\text{opt}}(k)^T F_k Q_n + (F_k Q_n)^T W_{\text{opt}}(k)] + W_{\text{opt}}(k)^T F_k Q_n \]
\[ \cdot (F_k Q_n)^T W_{\text{opt}}(k)] = s_n [1 + (F_k Q_n)^T W_{\text{opt}}(k)]^2. \] (3A.12)

With \( W_{\text{opt}}(k) \) given by (3.51), this becomes

\[ s_n [1 + (F_k Q_n)^T W_{\text{opt}}(k)]^2 \]
\[ = s_n [1 - Q_n^T (s_0 I)^{-1} Q Q^T (s_0 I)^{-1} Q + \Lambda^{-1} G 1]^2. \] (3A.13)

Defining \( K_n \) as

\[ K_n = \text{diag}(0, 0, \cdots, 0, 1, 0, 0, \cdots, 0) \] (3A.14)

and using (3.49e,g,h), (3A.13) becomes

\[ s_n [1 + (F_k Q_n)^T W_{\text{opt}}(k)]^2 = s_n [Q_n^T (s_0 I)^{-1} Q Q^T (s_0 I)^{-1} Q + \Lambda^{-1} G 1]^2 \]
\[ - G^T K_n [Q_n^T (s_0 I)^{-1} Q + \Lambda^{-1} G 1]^2 \]
\[ = s_n [G^T K_n \Lambda^{-1} G^T (s_0 I)^{-1} Q + \Lambda^{-1} G 1]^2 \]
\[ = s_n [\{Q_n^T (s_0 I)^{-1} Q + \Lambda^{-1} G 1\}^2. \] (3A.15)
Using (3.51), the optimal output power component due to receiver noise is clearly

\[ s_0 (1 + W_{\text{opt}}(k)^T W_{\text{opt}}(k)) = s_0 (1 + \| W_{\text{opt}} \|) \]

\[ (3A.16) \]

where \( \| A \| \) is the Euclidean norm of the vector \( A \). Combining (3A.15) and (3A.16) then gives rise to (3.57). Similarly, (3.59) is obtained by applying the same arguments discussed for \( W_{\text{opt}}(k) \) to \( W_s(k) \) of (3.52).

3.12.5 Derivation of (3.92) and (3.93)

With the inequality \( s_0 (M-1) \Delta \phi \) implied by (3.89), the summation in (3.88) can be approximated by using Maclaurin's theorem and neglecting second and higher order terms as

\[ \sum_{m=1}^{M-1} s_1 (s_0 + jm\Delta \phi)^{-1} = \sum_{m=1}^{M-1} \frac{s_1}{s_0} \left( 1 + \frac{jm\Delta \phi}{s_0} \right)^{-1} = \sum_{m=1}^{M-1} \frac{s_1}{s_0} \left( 1 + \frac{jm\Delta \phi}{s_0} \right) = \frac{(M-1)s_1 - js_1 (M-1)M \Delta \phi/2as_0}{s_0}. \]

Thus, (3.88) becomes

\[ (1 + s_1 \text{tr}(D^{-1}))^{-1} = \frac{(M-1)s_1 + s_0 - js_1 (M-1)M \Delta \phi/2as_0}{s_0} \cdot \]

\[ (3A.17) \]

Obvious, from (3.89), the imaginary term has magnitude less than unity. Hence, further use of Maclaurin's theorem with (3.89) and neglecting second and higher order terms gives

\[ (1 + s_1 \text{tr}(D^{-1}))^{-1} = \frac{s_0}{(M-1)s_1 + s_0} \left( 1 + \frac{js_1 (M-1)M \Delta \phi}{2as_0 [(M-1)s_1 + s_0]} \right) \]

\[ \left( 1 + \frac{jm\Delta \phi/2as_0}{(M-1)s_1 + s_0} \right) \cdot \]

\[ (3A.19) \]

By substituting (3.54) and (3A.19), the mth of the M-1 elements of
\( \mathbf{W}_s \), as given in (3.85), is thus
\[
[W_s] \equiv \frac{-s_1 Q_1}{(M-1)s_1 + s_0}(1 + \frac{i\Delta \phi}{2s_0})(1 - \frac{i\Delta \phi}{2s_0})^{-1} \quad (3\Delta.20)
\]

Using Maclaurin's theorem with \( s_0 \Delta \phi \) and neglecting second and higher order terms then yields
\[
[W_s] \equiv \frac{-s_1 Q_1}{(M-1)s_1 + s_0}(1 + \frac{i\Delta \phi}{2s_0})(1 - \frac{i\Delta \phi}{2s_0})^{-1} = \frac{-s_1 Q_1}{(M-1)s_1 + s_0}
\]
\[
[1 + \frac{(M-1)\Delta \phi}{2s_0}]^{-1} \quad (3\Delta.21)
\]

which, with (3.85), obviously gives rise to (3.92).

With \( Q_1 \) given by (3.49e), the Euclidean norm of \( \mathbf{W}_s \), from (3A.21), is
\[
\|W_s\|^2 = \frac{(M-1)s_1^2}{[(M-1)s_1 + s_0]^2} \quad (3\Delta.22)
\]

Note that if exact manipulation is used to find the Euclidean norm from (3A.21), a second order term will result from the first order term in (3A.21). However, since second and higher order terms have been neglected in (3A.21) and thus the Euclidean norm found from this equation cannot be more accurate than a first order approximation, the second order term is neglected and (3A.22) results. Similarly, the modulus square of \( [1 + s_1 \text{tr}(D^{-1})]^{-1} \), from (3A.19), is
\[
\|[1 + s_1 \text{tr}(D^{-1})]^{-1}\|^2 = \frac{s_0}{[(M-1)s_1 + s_0]^2} \quad (3\Delta.23)
\]

Clearly, substituting (3A.22) and (3A.23) into (3.87) leads to (3.93).

3.12.6 Derivation of (3.96) and (3.97)

Using Maclaurin's theorem with the inequality \( \Delta \phi \Delta s \) implied
by (3.90) and neglecting second and higher order terms, the summation in (3.88) can be approximated by

$$
\sum_{m=1}^{M-1} a_s m (a_0 - j m \Delta \phi)^{-1} = \sum_{m=1}^{M-1} \frac{a_s m}{(j m \Delta \phi)} (1 + \frac{a_s m}{j m \Delta \phi})^{-1}
$$

$$
= \sum_{m=1}^{M-1} \frac{a_s m}{(j m \Delta \phi)} (1 + \frac{a_s m}{j m \Delta \phi}) = \frac{a_s m}{j m \Delta \phi} \left( \sum_{m=1}^{M-1} \frac{1}{m} \right) + \frac{a_s^2 m^2 s_1}{\Delta \phi^2} \left( \sum_{m=1}^{M-1} \frac{1}{m^2} \right)
$$

$$
= \frac{\ln(2M-1)a_s m}{j \Delta \phi} + \frac{2(a_s m^2 s_1)}{M \Delta \phi^2}.
$$

By substitution, (3.88) becomes

$$
[1 + s tr((D^{-1})^{-1})]^{-1} = \frac{j \Delta \phi}{\ln(2M-1)a_s m} (1 + \frac{2(a_s m^2 s_1)}{M \ln(2M-1) \Delta \phi})
$$

From (3.90), both the second and third terms can be seen to have magnitudes less than 1/2. Therefore, using Maclaurin's theorem and neglecting second and higher order terms gives (3A.25) as

$$
[1 + s m tr((D^{-1})^{-1})]^{-1} = \frac{j \Delta \phi}{\ln(2M-1)a_s m} (1 - \frac{2(a_s m^2 s_1)}{M \ln(2M-1) \Delta \phi})
$$

By substituting (3.54) and (3A.26), the mth of the M-1 elements of W_s, as given in (3.85), is thus

$$
[W_s]_m = \frac{-Q \{ m \}}{\ln(2M-1)}\left(1 - \frac{j \Delta \phi}{\ln(2M-1)a_s m} - \frac{2j(a_s m^2 s_1)}{M \ln(2M-1) \Delta \phi}\right)
$$

Using Maclaurin's theorem with \Delta \phi a_s m and neglecting second and higher order terms then yields

$$
[W_s]_m = \frac{-Q \{ m \}}{\ln(2M-1)}\left(1 - \frac{j \Delta \phi}{\ln(2M-1)a_s m} - \frac{2j(a_s m^2 s_1)}{M \ln(2M-1) \Delta \phi}\right)(1 + \frac{j a_s m}{\Delta \phi})
$$

$$
= \frac{-Q \{ m \}}{\ln(2M-1)}\left(1 - \frac{j \Delta \phi}{\ln(2M-1)a_s m} - \frac{2j(a_s m^2 s_1)}{M \ln(2M-1) - 1} \right)
$$

- 80 -
which, together with (3.85), obviously gives rise to (3.96).

With the same arguments as in deriving (3A.22), the Euclidean norm of $W_s$, from (3A.28), is

$$
||W_s|| = \frac{1}{\ln(2M-1)} \left( \sum_{m=1}^{M-1} \frac{1}{m^2} \right) = \frac{2(N-1)}{M! \ln(2M-1)^2}
$$

(3A.29)
in a first order approximation. Similarly, the modulus square of $(1+s_1 \text{tr}(D^{-1}))^{-1}$ is, from (3A.26),

$$
||1+s_1 \text{tr}(D^{-1})||^{-1} = \left[ \frac{\Delta^\dagger}{\ln(2M-1)s_1} \right]^2
$$

(3A.30)

Clearly, substituting (3A.29) and (3A.30) into (3.87) leads to (3.97).

### 3.12.7 Derivation of (3.94) and (3.95)

By substituting (3A.24) which is derived under the inequality $\Delta^\dagger \approx \sigma_0$, also implied in (3.91), (3.88) becomes

$$
[1+s_1 \text{tr}(D^{-1})]^{-1} = [1 + \frac{\ln(2M-1)s_1}{\Delta^\dagger} + \frac{2(N-1)\sigma_0^2 s_1}{M! \Delta^\dagger^2}]^{-1}
$$

(3A.31)

Because of (3.91), the second and third terms can easily be seen to have magnitudes less than $1/2$. Hence, using Maclaurin's theorem and neglecting second and higher order terms gives (3A.31) as

$$
[1+s_1 \text{tr}(D^{-1})]^{-1} = 1 - \frac{\ln(2M-1)s_1}{\Delta^\dagger}
$$

(3A.32)

By substituting (3.54) and (3A.32), the $m$th of the $M-1$ elements of $W_s$, as given in (3.85), is then

$$
[W_s]_m = \frac{j\sigma_1 [Q^{-1}]_m}{\Delta^\dagger} \left( 1 + \frac{\ln(2M-1)s_1}{\Delta^\dagger} \right) (1 + \frac{\sigma_0}{\Delta^\dagger})^{-1}
$$

(3A.33)

Using Maclaurin's theorem with $\Delta^\dagger \approx \sigma_0$ again and neglecting second and higher order terms gives

$$
[W_s]_m = \frac{j\sigma_1 [Q^{-1}]_m}{\Delta^\dagger} \left( 1 + \frac{\ln(2M-1)s_1}{\Delta^\dagger} + \frac{\sigma_0}{\Delta^\dagger^2} \right)
$$

(3A.34)
which, with (3.85), obviously gives rise to (3.94).

With the same arguments as in deriving (3A.22), the Euclidean norm of \( W_s \), from (3A.28), is

\[
\| W_s \| = \left( \frac{a_{s_1}}{\Delta \Phi} \right)^2 \left( \sum_{m=1}^{N-1} \frac{1}{a_m^2} \right) \cdot \frac{2(M-1)(a_{s_1})^2}{N} \quad (3A.34)
\]

in a first order approximation. Similarly, the modulus square of \( |1 + s_1 \text{tr}(D^{-1})|^{-1} \), from (3A.32), is

\[
|1 + s_1 \text{tr}(D^{-1})|^{-1} |^2 = 1. \quad (3A.35)
\]

Substituting (3A.34) and (3A.35) into (3.87) then gives rise to (3.95).
4.1 Introduction

Fig. 4.1 The broadband tapped delay line power inversion array.

Fig. 4.1 shows the broadband tapped delay line power inversion array concerned. It is obtained from fig. 2.1 by replacing the processing behind each element with a tapped delay line having \( J \) taps and equal tap spacing \( \tau \). (The use of tapped delay line processing in broadband adaptive arrays was first suggested by Widrow\textsuperscript{[15]}. Another broadband processing method is to divide the whole band into several equal divisions and use one narrowband array processor to process the array inputs within each division.)
Thus, the broadband adaptive array becomes several similar narrowband adaptive arrays in parallel. For convenience, the term "alternative broadband processing" will be used to refer to this processing method which, together with tapped delay line processing, are the two most discussed processing techniques in broadband adaptive arrays.) Practically, the tap spacing used will not be greater than $\frac{1}{4}f_0$. For simplicity, this will be assumed so in the experimental study in this chapter. Since the objective of the power inversion array is to minimize output power, the weights $w_m, m=1,\ldots,(N-1)J$, in the figure will be optimal if the corresponding output power $s_y$ is at the minimum value of $s_{\text{opt}}$, the optimal output power. Two most obvious observations on the use of tapped delay line processing on the power inversion array are: (a) As with increasing the number of elements, if the number of taps increases, the optimal output power will not increase and most probably decreases. However, the amount by which it decreases will also decrease with increasing number of taps since obviously, the optimal output power cannot be less than receiver noise power. (b) Since the optimal output power will evidently increase with the bandwidth, so will the number of taps required if the optimal output power is to be kept roughly constant at a useful level.

With any signal processing system, it is of interest to know the variation of the best performance obtainable in various situations. This is particularly true for the array concerned here as well as for other systems employing tapped delay line processing, because from such information, the tap spacing and number of taps required can be determined for a certain designed bandwidth. Then, the bandwidth under which the use of 2-tap delay line or with negligible difference, quadrature weighting will be adequate
can be determined. Thus, it is possible to determine the number of narrowband processors required if the alternative broadband is used instead of tapped delay line processing. Furthermore, the relative advantage, in terms of the number of variable weights required, of the two broadband processing techniques can be compared. In this chapter, the best performance obtainable from the array concerned will be investigated, both theoretically in a qualitative manner and quantitatively using simulation results, in terms of the jamming rejection capability, in various situations. The investigation will be slightly biased towards situations where the best performance obtainable is "worse", as the results obtained will be applied for the mentioned practical purposes and designs which will be based on assuming that the best performance obtainable is to be adequate under all the possible environments. Since the jamming rejection capability, to be discussed shortly, is a measure averaged over the entire band, this chapter will eventually also study, qualitatively from simulation results, the distortion in frequency response at various directions due to rejecting the jammers.

In this chapter, the jamming rejection capability will be used in synonymous with the more technical term "Jammer Gain (JG)", defined as

\[
\text{Jammer Gain} = \frac{\text{optimal output power assuming no receiver noise}}{\text{element power assuming no receiver noise}}
\]  

(4.1)

Clearly, this is also the ratio of the component of output power from all the jammers to the total jammer power if the array utilizes all its ability to reject the jammers. This is therefore a measure of the ultimate ability of the array to reject the jammers. Since the power inversion array has the objective of minimi-
zing output power to reject the jammers, it is most appropriate to measure the best performance obtainable, which will be referred to as the performance henceforth in this chapter for convenience, by using the optimal output to receiver noise power ratio (ONR). Instead, as mentioned in the last paragraph, the JG will be used for this purpose because: (a) The ONR depends on one more parameter than does the JG. Specifically, corresponding to the jammer to receiver noise power ratios on which the ONR depends, the JG depends on the jammer power ratios. (b) Despite this, given the JG and element to receiver noise power ratio (ENR), it is possible to roughly estimate the ONR and so determine if significant improvement in ONR can be obtained by, say, increasing the number of taps. As will be explained in more detail in section 4.7, if the ENR is much greater than JG in dB, the ONR will be roughly equal to JG in dB and substantial improvement in ONR will be possible. On the contrary, if the ENR is less than JG in dB, then most probably, the ONR will not be much greater than unity and substantial improvement in ONR not possible. With the JG as the performance measure, the worst performance for a given array is obviously measured by the Maximum Jammer Gain (MJG), given by

\[
\text{Maximum Jammer Gain} = \max \text{ value of JG over the domain of number of jammers, jammers' directions, jammer power ratios and shapes of jammers' power density spectrums.}
\]

Clearly, in addition to the JG, the MJG will be of particular interest in this chapter since, as implied in the discussion in the last paragraph, the practical applications to be discussed will be with respect to the worst performance in the worst environment.

Regarding other detailed studies with similar objectives in the literature, Rodgers and Compton [63] first investigated the
performance of employing tapped delay line processing in broadband adaptive arrays. The study was based on a 2-element LMS array\[15]. The investigation by Mayhan\[73] was more general, but was concerned with only narrowband arrays. The results in both studies, though useful, are not applicable to the broadband power inversion array of interest here.

This chapter is organized as follows. Section 4.2 investigates the JG theoretically for small bandwidth by expressing the autocorrelation functions of the jammers' power density spectrums in power series of bandwidth. Although only qualitative deductions are obtained, the derivation is general and can easily be extended to other similar systems using tapped delay line processing. Sections 4.3, 4.4 and 4.5 then study, in a more detailed and quantitative manner using simulation results, the JG of the 2-, 3- and multi-element arrays respectively. Some of the theoretical deductions are verified and the three sections will be based on the assumption that all the jammers have flat power density spectrums across the whole band. The situations when this assumption does not hold are then similarly but briefly studied in section 4.6. In section 4.7, the results obtained are applied to the practical applications mentioned. Section 4.8 discusses qualitatively using simulation results the frequency distortion introduced by rejecting the jammers. Conclusions are drawn in section 4.9.

Finally, the principal derivations and deductions of this chapter were published in [81].

4.2 Theoretical Derivation

In this section, the JG will be studied theoretically by assuming small bandwidth and expanding the autocorrelation funct-
ions of the jammers' power density spectrums in power series of bandwidth. The results derived, though mainly qualitative in nature, are useful for providing valuable insight and explaining many of the quantitative simulation results obtained. Furthermore, most of the derivation can easily be extended to other similar tapped delay line processing systems.

4.2.1 Autocorrelation functions

To start off the investigation, the autocorrelation functions of the jammers' power density spectrums will be expanded in power series of bandwidth in this subsection. In accordance with the assumptions concerning the environment in section 2.2, fig.4.2a shows the power density spectrum $S_n(f)$ of the nth of the N jammers.

![Fig.4.2a](image)

**Fig.4.2a** The nth jammer's power density spectrum $S_n(f)$

![Fig.4.2b](image)

**Fig.4.2b** The spectrum $S_{0n}(f)$ corresponding to the nth jammer's power density spectrum $S_n(f)$

**Fig.4.2** The power density spectrum $S_n(f)$ and spectrum $S_{0n}(f)$ corresponding to the nth jammer. The spectrum $S_{0n}(f)$ gives the shape of the power density spectrum.
with power $s_n$ and arriving from direction $\theta_n$. The shape of this power density spectrum is depicted by the spectrum $S_{0n}(f)$ of fig. 4.2b with unity power and extending from $f=-1$ to $f=1$. For convenience and clarity, the term "spectrum" will henceforth be used in this thesis to mean the shape of the associated power density spectrum which depends also on the bandwidth and the corresponding jammers' or receiver noise power. From fig. 4.2, the power density spectrum $S_n(f)$ is obviously related to the spectrum $S_{0n}(f)$ by

$$S_n(f) = \frac{s_n}{B_0} [S_{0n}(\frac{2f - 2\theta_n}{B_0}) + S_{0n}(\frac{-2f - 2\theta_n}{B_0})].$$

(4.3)

The autocorrelation function $R_n(t)$ of the power density spectrum is therefore

$$R_n(t) = \int_{-\infty}^{\infty} S_n(f) e^{j2\pi ft} df = \sum_{n=-1}^{1} S_{0n}(f)[e^{j2\pi ft(1+Bf/2)} - e^{-j2\pi ft(1+Bf/2)}] df = S_n \int_{-1}^{1} S_{0n}(f) \cos[2\pi f_0 t(1 + \frac{Bf}{2})] df.$$ 

(4.4)

Expanding the factor $\cos[2\pi f_0 t(1+Bf/2)]$ in power series of bandwidth as

$$\cos[2\pi f_0 t(1 + \frac{Bf}{2})] = \cos 2\pi f_0 t \cos \pi Bf_0 tf - \sin 2\pi f_0 t \sin \pi Bf_0 tf \cos(2\pi f_0 t + \pi) + \frac{(\pi Bf_0 tf)^3}{3!} \cos(2\pi f_0 t + \pi) \cos(2\pi f_0 t) + \cdots$$

(4.5)

(4.4) then becomes

$$R_n(t) = s_n \sum_{p=0}^{\infty} \frac{(\pi Bf_0 tf)^p}{p!} \cos(2\pi f_0 t + \frac{p\pi}{2}).$$

(4.6)
where

\[ M_{pn} = \int_{-1}^{1} S_{on}(f) f^p df, \quad p=0, \ldots, \infty. \quad (4.7) \]

As given, \( M_{pn} \) is the pth moment of the spectrum \( S_{on}(f) \) about the origin and thus, is proportional to the pth derivative of the autocorrelation function of this spectrum at the origin. Evidently, \((4.6)\) is essentially a Maclaurin series expansion.

4.2.2 Output power component due to the nth jammer

Having expanded the autocorrelation functions of the jammers' power density spectrums in power series of bandwidth, the component of output power due to the nth of the N jammers will now be derived in this subsection as a sum of square terms by using the expansion.

![Fig. 4.3 The equivalent filter for the nth jammer.](image)

To the jammer, the array is equivalent to this filter.

To the nth jammer, the array of fig. 4.1 is equivalent to a general tapped delay line transversal filter, to be referred to as the nth jammer's equivalent filter for convenience, as shown in fig. 4.3. As indicated, \( T_{mn}, \quad m=1, \ldots, (M-1)J, \) is the total time delay from the input to the tapping point for the mth weight and can have any, including negative, value depending on the jammer's direction and tap spacing. Note that for clarity, the term "tap spacing" always refers to that of the tapped delay lines employed.
in the array and not to those of the equivalent filters. Defining
\( T_{0n} \) and \( w_0 \) as
\[ T_{0n} = 0 \]  \hspace{1cm} (4.8)
and
\[ w_0 = 1 \]  \hspace{1cm} (4.9)
for notational convenience, the output power component due to the
nth jammer is, from the equivalent filter, clearly
\[ s_{yn} = \sum_{m, l=0}^{(M-1)J} w_m w_l R_n(T_{mn} - T_{ln}). \]  \hspace{1cm} (4.10)
From (4.6) and using the binomial expansion, the factor \( R_n(T_{mn} - T_{ln}) \) is
\[ R_n(T_{mn} - T_{ln}) = s_n \sum_{p=0}^{\infty} \frac{M_n (\pi Bf_0)^p}{p!} \cos(2\pi f_0(T_{mn} - T_{ln}) + \frac{\pi p}{2})(T_{mn} - T_{ln})^p \]
\[ = s_n \sum_{p=0}^{\infty} \frac{M_n (\pi Bf_0)^p}{p!} \cos(2\pi f_0(T_{mn} - T_{ln}) + \frac{\pi p}{2}) \]
\[ \cdot \sum_{q=0}^{p} (-1)^q \binom{p}{q} T_{mn}^p T_{ln}^q \]
\[ = s_n \sum_{p=0}^{\infty} \sum_{q=0}^{p} \frac{M_n (\pi Bf_0)^p}{p! q! (p-q)!} T_{mn}^p T_{ln}^q \cos(2\pi f_0(T_{mn} - T_{ln}) + \frac{\pi (p-2q)}{2}). \]  \hspace{1cm} (4.11)
Using the mathematical theorem
\[ \sum_{z_1=0}^{\infty} \sum_{z_2=0}^{\infty} f(z_1, z_2) = \sum_{z_1, z_2=0}^{\infty} f(z_1 + z_2, z_2), \]  \hspace{1cm} (4.12)
where \( f(z_1, z_2) \) is a function of the indices \( z_1 \) and \( z_2 \), (4.11) be-
comes
\[ R_n(T_{mn} - T_{ln}) = s_n \sum_{p, q=0}^{\infty} \frac{M_n (\pi Bf_0)^{p+q}}{p! q!} T_{mn}^p T_{ln}^q \]
\[ \cdot \cos(2\pi f_0(T_{mn} - T_{ln}) + \frac{\pi (p-q)}{2}). \]
Substituting this into (4.10), the output power component due to
the nth jammer is therefore

\[ s_{yn} = s_n \sum_{p,q=0}^{\infty} M_{pqn}^0 \left( w_{cpn} w_{pqn} + w_{spn} w_{sqn} \right) \]

(4.14)

where

\[ w_{cpn} = \sum_{m=0}^{(M-1)J} w_m (Bf o T_{mn})^p \cos(2\pi f o T_{mn} + \frac{\pi p}{2}), \quad p=0, \ldots, \infty, \]

(4.15)

\[ w_{spn} = \sum_{m=0}^{(M-1)J} w_m (Bf o T_{mn})^p \sin(2\pi f o T_{mn} + \frac{\pi p}{2}) \]

(4.16)

and

\[ M_{pqn}^0 = \frac{\pi^{p+q}}{p!q!} \pi^{p+q} n^p q! \]

(4.17)

Evidently, \( w_{cpn} \) and \( w_{spn} \) are linear combinations of the weights and proportional to \( B^p \), with the suffix \( c \) and \( s \) signifying the cosine and sine factors respectively.

In matrix form, (4.14) can be written as

\[
\begin{bmatrix}
    w_{c0n} \\
    w_{c1n} \\
    \vdots \\
    w_{c(n-1)n} \\
    w_{s0n} \\
    w_{s1n} \\
    \vdots \\
    w_{s(n-1)n}
\end{bmatrix} \begin{bmatrix}
    M_{00n}^0 & M_{01n}^0 & \cdots \\
    M_{10n}^0 & M_{11n}^0 & \cdots \\
    \vdots & \vdots & \ddots \\
    M_{(n-1)0n}^0 & M_{(n-1)1n}^0 & \cdots
\end{bmatrix}
\begin{bmatrix}
    w_{c0n} \\
    w_{c1n} \\
    \vdots \\
    w_{c(n-1)n} \\
    w_{s0n} \\
    w_{s1n} \\
    \vdots \\
    w_{s(n-1)n}
\end{bmatrix}
\]

(4.18)
where $T$ denotes transpose. Since $M^0_{pqn}$, from (4.17), satisfies
\[ M^0_{pqn} = M^0_{qpn}, \tag{4.19} \]
the matrices in (4.13) with $M^0_{pqn}$ as elements are symmetrical and can be decomposed as
\[
\begin{bmatrix}
M^0_{00n} & M^0_{01n} & \cdots \\
0 & M^0_{10n} & \cdots \\
M^0_{11n} & \vdots & \ddots
\end{bmatrix}
= \frac{1}{M^0_{00n}}
\begin{bmatrix}
M^0_{00n} & M^0_{01n} & \cdots \\
0 & M^0_{10n} & \cdots \\
M^0_{11n} & \vdots & \ddots
\end{bmatrix}^T
+ \begin{bmatrix}
0 & 0 & 0 & \cdots \\
0 & M^1_{11n} & M^1_{12n} & \cdots \\
0 & M^1_{21n} & M^1_{22n} & \ddots
\end{bmatrix} \tag{4.20}
\]
where
\[
M^1_{pqn} = M^1_{qpn} = \frac{M^0_{pqn} - \frac{1}{M^0_{00n}}}{M^0_{00n}}, \quad p, q = 1, \ldots, \infty. \tag{4.21}
\]
Obviously, the decomposition depends on $M^0_{00n}$ being nonzero. That this is so can be seen from (4.7) and (4.17) which give $M^0_{00n}$ as unity. However, to decompose the last term of (4.20) in the same way, it is necessary to investigate the possible values that $M^1_{11n}$ may take. Deleting all except the first two rows and columns of (4.20) gives
\[
\begin{bmatrix}
M^0_{00n} & M^0_{01n} \\
0 & M^0_{00n}
\end{bmatrix}
= \frac{1}{M^0_{00n}}
\begin{bmatrix}
M^0_{00n} & M^0_{01n} \\
0 & M^0_{00n}
\end{bmatrix}^T
+ \begin{bmatrix}
0 & 0 \\
0 & M^1_{11n}
\end{bmatrix}. \tag{4.22}
\]
Consider now the quadratic form obtained from the l.h.s.:
\[
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}^T
\begin{bmatrix}
M^0_{00n} & M^0_{01n} \\
M^0_{01n} & M^0_{00n}
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}
= \frac{1}{p, q = 0}
z_p z_q M^0_{pqn}. \tag{4.23}
\]
Using (4.7) and (4.17), this becomes
\[
\frac{1}{p, q = 0}
z_p z_q M^0_{pqn} = \frac{1}{p, q = 0}
z_p z_q \int_{-1}^{1} S_{0n}(f) f^{p+q} df
= \frac{1}{p, q = 0}
\int_{-1}^{1} (\pi f)^{p+q} S_{0n}(f) df. \tag{4.24}
\]
Clearly, this is non-negative. Furthermore, since the square factor can only be zero (without \( z_1 \) and \( z_2 \) being zero together) at one frequency at most, the quadratic form will be positive definite unless the jammer's spectrum is composed of only one discrete narrowband component:

\[
S_{On}(f) = d(f - f_1) \tag{4.25}
\]

where \( d(\cdot) \) is the delta function and \( f_1 \) gives the frequency of the narrowband component. In this special case, \( H_{pqn}^O, p, q = 0, \ldots, \infty, \) is given, from (4.7) and (4.17), by

\[
H_{pqn}^O = \frac{\pi^{p+q+1}}{p!q!} d(f - f_1)f^{p+q}df = \frac{(\pi f_1)^{p+q}}{p!q!} \tag{4.26}
\]

and thus, (4.20) becomes simply

\[
\begin{bmatrix}
H_{00n}^O & H_{01n}^O & \cdots \\
H_{10n}^O & H_{11n}^O & \\
& & \\
& & \\
& & \\
& & \\
\end{bmatrix}
= \begin{bmatrix}
\frac{(\pi f_1)^O}{0!} & \frac{(\pi f_1)^{O-T}}{0!} & \\
\frac{(\pi f_1)^1}{1!} & \frac{(\pi f_1)^{1-T}}{1!} & \\
\end{bmatrix} \tag{4.27}
\]

which implies that the last term in (4.20) is zero. Apart from this special case, \( H_{11n}^1 \) will be positive since the quadratic form of (4.24) and hence (4.22) are positive definite. Therefore, the same decomposition for the l.h.s. can be applied to the last term of (4.20) yielding

\[
\begin{bmatrix}
H_{00n}^O & H_{01n}^O & \cdots \\
H_{10n}^O & H_{11n}^O & \\
& & \\
& & \\
& & \\
& & \\
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{H_{00n}} \begin{bmatrix}
H_{00n}^O & 0 \\
0 & H_{00n}^O \\
\end{bmatrix}
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
\end{bmatrix} \begin{bmatrix}
H_{11n}^1 & 0 \\
0 & H_{11n}^1 \\
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
\end{bmatrix} \tag{4.28}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & \cdots \\
0 & 0 & 0 & \cdots \\
0 & 0 & M_2^{22n} & M_2^{23n} & \cdots \\
0 & 0 & M_2^{32n} & M_2^{33n} & \cdots \\
\end{bmatrix}
\]
where

\[ M_{pqn}^2 = M_{pqn}^2 = M_{pqn}^1 - \frac{M_{pqn}^1 M_{pqn}^1}{M_{11n}^1}, \quad p, q = 2, \ldots, \infty. \quad (4.29) \]

Clearly, the same arguments for investigating \( M_{11n}^1 \) can be applied to \( M_{22n}^2 \) to determine if the last term of (4.28) can be similarly decomposed. As to be expected, the deduction is that the last term will be zero if the jammer's spectrum consists of only two discrete narrowband components. Otherwise, \( M_{22n}^2 \) will be positive and further decomposition can be performed. Evidently, the entire arguments can be applied repetitively so that eventually, (4.20) becomes a sum of dyads:

\[
\begin{bmatrix} M_{00n}^0 & M_{01n}^0 \\ M_{10n}^0 & M_{11n}^0 \\ \vdots & \vdots \end{bmatrix} = \sum_{u=0}^{\infty} \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \vdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \vdots & \vdots & 0 \end{bmatrix} u_{u} \\ u_{u+1} \quad u_{u+1} \quad \vdots \quad \vdots \end{bmatrix} \begin{bmatrix} 0 \\ 1 \\ \vdots \\ \vdots \end{bmatrix} \quad (4.30)
\]

where \( M_{pqn}^u, u=1, \ldots, \infty, \quad p, q = u, \ldots, \infty \), can be obtained from the recursive equation

\[ M_{pqn}^u = M_{pqn}^u = M_{pqn}^{u-1} - \frac{M_{pqn}^{u-1} M_{pqn}^{u-1} \nabla_{u-1}^{u-1} \nabla_{u-1}^{u-1} \nabla_{u-1}^{u-1}}{M_{u-1}^{u-1} M_{u-1}^{u-1} M_{u-1}^{u-1} M_{u-1}^{u-1}}, \quad (4.31) \]

and \( M_{u}^{u} M_{u}^{u} \) is positive. Of course, if the jammer's spectrum is composed of only a number, say \( S \), of discrete narrowband components, only the first \( S \) dyads in (4.30) will be present and the index \( u \) range from only 0 to \( S-1 \). Considering this as a special case in the remaining derivation in this section, (4.18) becomes, by substituting (4.30),
which gives the output power component due to the nth jammer as a sum of non-negative square terms.

4.2.3 Jammer Gain

Having decomposed the output power component due to the nth of the N jammers as a sum of square terms, this subsection will study the JG using the decomposition and assuming small bandwidth.

From (4.32), the output power, with no receiver noise, is

\[ s_y = \sum_{u=0}^{\infty} s_n \left( \sum_{p=0}^{\infty} M_n^u w_n^u \right)^2 + \left( \sum_{p=0}^{\infty} M_n^u w_n^u \right)^2 \]  

(4.33)

With \( w_{\text{cun}} \), \( u=0, \ldots, U \), and \( w_{\text{sun}} \) proportional to \( B^u \), this is essentially a power series of bandwidth. Obviously, if the bandwidth tends towards zero, the output power will be dominated by the terms with the least power of bandwidth and will be smaller when this least power of bandwidth is larger. Thus, with \( w_{\text{cun}} \) and \( w_{\text{sun}} \) being linear combinations of the weights, the optimal weights must be such that this least power of bandwidth is as large as possible. Consider, therefore, the output power of (4.33) being represented by terms proportional to \( B^{2(U-1)} \) or less, \( U=1, \ldots, \infty \):

\[ s_y = \sum_{u=0}^{U-1} \sum_{n=1}^{N} s_n \left( \sum_{p=0}^{U-1} M_n^u w_n^u \right)^2 + \left( \sum_{p=0}^{U-1} M_n^u w_n^u \right)^2 \]  

(4.34)

Clearly, if the \( 2NU \) linear equations on the weights,

\[ w_{\text{cun}} = w_{\text{sun}} = 0, \ u=0, \ldots, U-1, \ n=1, \ldots, N, \]  

(4.35)

are not all satisfied, (4.34) will not be zero and the output power will not be proportional to more than \( B^{2(U-1)} \) for small band-
width. On the contrary, if the weights satisfy these 2NV equations, (4.34) will be zero and thus, the output power, from (4.33), will be given by

\[ s_y = \sum_{u=0}^{\infty} \sum_{n=1}^{N_u} \frac{s_n}{M_u} \left( \sum_{p=U}^{\infty} \frac{M_p}{p} w_{c_{n_p}} \right)^2 + \left( \sum_{p=U}^{\infty} \frac{M_p}{p} w_{s_{n_p}} \right)^2 \]  

(4.36)

and will be proportional to at least \( B^{2V} \). Therefore, if \( V \) is such that the weights can satisfy the 2NV equations of

\[ w_{c_n} = w_{s_n} = 0, \quad u=0, \ldots, V-1, \quad n=1, \ldots, N, \]  

(4.37)

but cannot satisfy the 2NV(V+1) equations of

\[ w_{c_n} = w_{s_n} = 0, \quad u=0, \ldots, V, \quad n=1, \ldots, N, \]  

(4.38)

simultaneously, the output power can be proportional to \( B^{2V} \) but cannot be proportional to more than \( B^{2V} \), implying that the optimal output power will be proportional to \( B^{2V} \). Since there are \( (M-1)J \) weights, \( V \) is normally given by

\[ V = \left\lfloor \frac{(M-1)J}{2N} \right\rfloor \]  

(4.39)

where \( \lfloor z \rfloor \) is the smallest integer larger than or equal to \( z \). In a functional form, the optimal output power at zero receiver noise and for small bandwidth is thus

\[ s_{opt} = f(M, J, \tau, N, \{s_n\}, \{\theta_n\}, \{M_p\})B^{2\lfloor (M-1)J/2N \rfloor} \]  

(4.40)

where \( f(z_1, z_2, \ldots, z_N) \) denotes a function of the parameters \( z_1, z_2, \ldots, z_N \), while \( \{s_n\}, \{\theta_n\}, \{M_p\} \) give the sets of jammers' powers, directions and spectrums respectively. By substituting (4.40) into (4.1), the JG for small bandwidth is hence

\[ JG = f(M, J, \tau, N, \{s_n^0/s_n\}, \{\theta_n\}, \{M_p\})B^{2\lfloor (M-1)J/2N \rfloor} \]  

(4.41)

where \( \{s_n^0/s_n\} \) is the set of jammer power ratios and for conveni-
nce, will be taken to have elements $s_1/s_N$, $s_2/s_N$, ..., and $s_{N-1}/s_N$.

Examining (4.41), the factor $2^{L(N-1)/2NJ}$ is most interesting because it relates the array performance to bandwidth, the number of jammers and the number of degrees of freedom. Since, for small bandwidth, it is the dominating factor in the equation, the following qualitative deductions can be made. (a) Variation of tap spacing gives rise to relatively small change in performance as compared with varying the number of taps in which the index of the dominating factor changes. (b) As discussed earlier, better performance is generally obtained from increasing the number of degrees of freedom. Of course, better performance will also result if the number of jammers is decreased such that the index of the dominating factor is increased, although intuitively, this is expected to be so even when the index does not change. In any case, the change in performance due to changes in the number of jammers and/or degrees of freedom will be more significant if the index changes as a result. (c) The performance improvement from increase in the index becomes less as the bandwidth, the base of the dominating factor, increases. (d) Since the number of jammers will not be greater than the number of spatial degrees of freedom, the minimum value for the index is $2LJ/2J$ and is obviously associated with situations where the performance is worse. In particular, from (4.2) and (4.41), the $M_JG$ is

$$M_JG = f(M,J,T)2^{LJ/2J} \quad (4.42)$$

for small bandwidth. (e) The inefficiency, in terms of the number of weights required, of the odd-tap array in worse situations where the index has the minimum value of $2LJ/2J$ is obvious as increasing the number of taps of an even-tap array by one leads to the same index.
In the derivation of (4.40), it is essential that, with $V$ given by (4.39), the weights are able to satisfy (4.37) but not (4.38). As mentioned, this is normally the case. The other two rare possibilities will now be discussed. The first possibility is that the weights are able to satisfy, not only (4.37), but also (4.38). Obviously, the optimal output power will now be proportional to more than $B^{2L(M-1)J/2NJ}$, hence implying better performance. Situations associated with this possibility include those in which all the jammers can be perfectly nulled as, for instance, when there is only one jammer arriving from broadside. Such situations can clearly be included in (4.41) as special cases where the function $f(M,J;\cdot)$ is zero. Other situations associated with this possibility will be pointed out in later sections when discussing simulation results. The second possibility is that with (4.39) giving $V$, the 2NV equations of (4.37) are inconsistent and so cannot be satisfied simultaneously. Clearly, the optimal output power will now be proportional to less than $B^{2L(M-1)J/2NJ}$, implying performance deterioration. This possibility is associated with the trivial situations where the number of jammers exceeds the number of spatial degrees of freedom so that the output power of (4.33) cannot be equal to zero even if only the terms proportional to $B^0$ are present as when all the jammers' spectrums consist only of discrete narrowband components at the centre frequency. As an example of non-trivial situations associated with this possibility, consider a 4-tap array in a 2-jammer environment. From (4.41), the $\text{JG}$ is proportional to $B^2(M-1)$, which is usually the case. However, with $c$ denoting the wave velocity, if one of the jammers arrives from the direction
so that, from fig. 4.1, the time delay of the input due to this jammer at the mth of the M elements relative to that at the first element is \((M-1)\tau\), then the equivalent filter of fig. 4.3 for this jammer will become the one shown in fig. 4.4. Clearly, the equivalent filter, which normally has \(4(M-1)\) separate tapping points, is now degenerated into one with only \(M+2\) separate tapping points.

Fig. 4.4 The equivalent filter for a jammer arriving from \(\sin^{-1}\left(\frac{c\tau}{d}\right)\) when the array has 4 taps.

\[
\theta = -\sin^{-1}\left(\frac{c\tau}{d}\right) \tag{4.43}
\]

s, meaning that at most \(M+2\) degrees of freedom can be directed towards rejecting this jammer. By considering the terms in (4.33) associated with only the nth of the \(N\) jammers and using the arguments that followed, the output power component due to the nth jammer can easily be seen to be proportional to \(B^{2U}\) if and only if

\[
w_{\text{sun}} = w_{\text{sun}} = 0, \ u=0, \ldots, U-1, \tag{4.44}
\]

which normally requires \(2U\) degrees of freedom. Evidently, for the JG to be proportional to \(B^{2(M-1)}\), \(2(M-1)\) degrees of freedom are usually needed per jammer. Hence, if \(2(M-1)\) is greater than \(M+2\) or \(M\) is greater than 4, it is most probably that the JG will not
be proportional to $B^{2(M-1)}$ but instead proportional to $B^{2L(M+2)/2J}$, because even with the maximum of $M+2$ degrees of freedom directed towards rejecting the jammer from the direction of $(4.43)$, the output power component due to this jammer is proportional to only $B^{2L(M+2)/2J}$ at most. Generally, it has been found that only if $C$, given by

$$C = \text{minimum value of numbers of separate tapping points of the jammers' equivalent filters, not counting the filters whose input points coincide with some of the tapping points \quad (4.45)}$$

is less than $2V$ as when $M$ is greater than $4$ in the example just discussed, the $2NV$ equations of $(4.37)$ can be and are most probably inconsistent. The JG will then be limited by the maximum number of degrees of freedom that can be directed towards rejecting the jammers giving rise to $C$ and so proportional to $B^{2LC/2J}$. Note that as expressed in $(4.45)$, the evaluation of $C$ excludes the jammers that can be perfectly nulled individually. This is obviously because if the maximum numbers of degrees of freedom that can be directed to reject these jammers are used, the output power components due to these jammers will be zero and so the JG cannot be limited by these jammers. In other words, these jammers cannot lead to the inconsistency of the $2NV$ equations of $(4.37)$. However, as implied in the general statement, there are also a few other situations where, with $C$ less than $2V$, the JG is proportional to more than $B^{2LC/2J}$ and hence, better performance than expected results. In particular, one situation where the $2NV$ equations of $(4.37)$ are still consistent despite $2V$ is greater than $C$ will be
pointed out in section 4.4.

From the considerations of the last paragraph, the JG of (4.41) should be more precisely written as

\[
JG = f(M, J, \tau, N, \frac{3R}{N}, \{\theta_n\}, \{M, p_n\})B^2L(M-1)J/2NJ, 2L \frac{(M-1)J}{2NJ} \frac{J^2C}{2N}.
\]

except for a few situations in which the index of the dominating factor is greater than the values given and the performance is better. From (4.45) and fig.4.1, the minimum value for \( C \) is easily seen to be \( M+J-2 \) when the environment includes a jammer arriving from the direction of (4.43) so that the associated equivalent filter has the same structure as that of fig.4.4. Thus, from (4.46),

\[
\text{maximum value of } JG \text{ over the domain of jammers' directions, spectrums and jammer power ratios}
\]

\[
f(M, J, \tau, N, \frac{3R}{N}, \{\theta_n\}, \{M, p_n\})B^2L(M+J-2)/2N, 2L \frac{(M-1)J}{2NJ} \frac{J^2C}{2N}.
\]

Evidently, when the number of elements greatly exceeds the number of jammers, there exists many worse situations in which the index of the dominating factor \( 2L(M+J-2)/2J \) is much smaller than \( 2L(M-1)J/2NJ \), that obtained if the number of elements is roughly equal to the number of jammers, keeping the total number of weights \( (M-1)J \) constant. Thus, if the maximum number of jammers to be anticipated is much smaller than the number of elements, the tapped delay line array of fig.4.1 can be very inefficient in terms of the number of weights required unless the array structure is modified by using, for example, different tap spacings and numbers of taps for the delay lines so that the minimum value for \( C \) is increased.
These modifications will not be investigated.

Finally, note that for simplicity, all the discussion so far in this subsection has been without regard to the situations mentioned in the last subsection when some of the jammers' spectrums are composed of only finite numbers of discrete narrowband components. Clearly, since the output power in these cases will still be given by (4.33) except that the index $u$ now ranges from zero to some finite values for such jammers, all the above analysis and arguments are easily extended to these few situations. In particular, the index of the dominating factor in these cases is easily seen to be not smaller than that in the corresponding general situations discussed above. Evidently, (4.46) can be considered as applicable generally, except for a few special situations where the index of the dominating factor has larger value.

Summarizing, by expressing the autocorrelation functions of the jammers' power density spectrums in power series of bandwidth which is then assumed to be small, the JG has been derived to have the form of (4.46), with $C$ given by (4.45). Normally, the condition $2L(M-1)J/2NJ$ is valid and the array devotes $2L(M-1)J/2NJ$ degrees of freedom to reject each jammer, resulting in the JG being proportional to $B^2L(M-1)J/2NJ$. However, because of the fairly symmetrical processing structure of fig.4.1, it may also happen that the array is not able to direct $2L(M-1)J/2NJ$ degrees of freedom towards rejecting the jammer should it arrive from certain directions so that many of tapping points of the associated equivalent filter of fig.4.3 coincide. The JG in such cases, specified by $2L(M-1)J/2NJJC$, is proportional to only $B^{2L/C/2J}$. In addition to the usual situations, there are also a few other special situations, for example, when some of the jammers' spectrums con-
sist of only a few discrete narrowband components, in which the index of the dominating factor in (4.46) has smaller value and the performance is hence better. Lastly, although the deductions in (a)-(e) are derived from (4.41), they are obviously worded to be applicable in general.

4.3 Two-Element Array

Having investigated the JG theoretically but qualitatively in the last section, the quantitative study of the JG by using simulation results will now be started. First, the 2-element array will be discussed in this section, with the 3- and multi-element arrays to be discussed in the next two sections. The discussion in the three sections will be based on the assumption that all the jammers' spectrums are flat. Note that for convenience, flat spectrum means flat across the whole band. The assumption is of course for reducing the dimension of the investigation, although the spectrums assumed obviously have practical significance. Thus, since the jammers do not normally know the array frequency band precisely, the best jamming source may be a wideband noise over the entire suspected frequency band. Hence, the jammer's spectrum with respect to the array after bandpass filtering will then be roughly flat over the whole band, especially if the bandwidth is small. In addition, it also appears intuitively plausible that the jammers' spectrums assumed will lead to worse performance which as mentioned in section 4.1, is of more interest. Nevertheless, some simulation examples with other jammers' spectrums will be discussed in section 4.6. As may be expected, the principal results obtained there are very similar to those of this and the next two sections.
For the 2-element array, N is equal to only 1 and from (4.45), C is equal to J. Thus, (4.47) becomes simply

\[ J_G = f(J, r, \theta_1) B^{2LJ/2J}. \] (4.48)

Some typical simulation results obtained for examining and verifying this as well as some of the theoretical deductions in the last section will now be presented and discussed for the 2-element array.

For general discussion as well as to verify the \( B^{2LJ/2J} \) dependence, figs. 4.5-4.7 show graphs of \( J_G \) against jammer's direction at bandwidths of 5, 10, 20 and 40%. The tap spacing used is \( 1/4f_0 \) and the number of taps being 2, 3 and 4 for figs. 4.5, 4.6 and 4.7 respectively. All the graphs indicate that better performance results when the jammer's direction is positive. Furthermore, the difference in \( J_G \) for positive and negative jammers' directions becomes more pronounced as the number of taps increases. This can be explained by referring to the jammer's equivalent filter of fig. 4.8, easily obtained from the array of fig. 4.4. Clearly, if the jammer arrives from a positive direction, the tapping points are "nearer" to the input point and consequently, better performance results. In particular, for \( \sin \theta_1 \) less than 1 and such that

\[ u \tau = \frac{d \sin \theta_1}{c} \] (4.49)

where \( u \) equals 0, 1, \ldots or J-1, the input point will coincide with one of the tapping points. Perfect nulling will then be possible and is depicted by the dips at the jammers' directions of 0°, 30° and 90° in all the curves. In contrast, when the jammer's direction is negative, all the curves flatten to plateaus which can be
Fig. 4.5 Graphs of $|G|$ against jammer's direction at bandwidths of 5, 10, 20 and 40% for a 2-element, 2-tap array with $1/4f_0$ tap spacing.

Fig. 4.6 Graphs of $|G|$ against jammer's direction at various bandwidths obtained for the situations of fig. 4.5 but with the array having 3 taps.
Fig. 4.7 Graphs of JG against jammer's direction at various bandwidths obtained for the situations of fig. 4.5 but with the array having 4 taps.

Fig. 4.8 The jammer's equivalent filter when the array has only 2 elements.

regarded as regions of worse performance. The $B^2$ dependence for the 2-tap array can be seen from the 6dB difference between adjacent curves, with bandwidths differing by a factor of 2, in fig. 4.5. Similarly, the $B^4$ dependence for the 4-tap array can be seen from the 12dB difference between adjacent curves in fig. 4.7. Likewise, the curves in fig. 4.6 for the 3-tap array show the $B^2$ dependence except at jammer's direction closed to $-90^\circ$. At this direction, adjacent curves differ by 12dB and by comparing with fig. 4.7, the JG actually equals that of the 4-tap array. This is one of the special situations where the index of the dominating
factor in (4.46) has larger values and so better performance results. Specifically, with $V$ given by (4.39), this situation is one in which the $(M-1)\lambda$ weights are able to satisfy, not only (3.37), but also (3.38). From figs. 4.5–4.7 and other similar results, the $B_r 2LJ/2J$ dependence has been found to be valid, apart from a few special cases like the one just discussed, for bandwidth up to about 40%. For larger bandwidth, it has been found that the spacing between adjacent curves decreases and thus, the performance does not deteriorate as rapidly as predicted by (4.48).

To study the variation of performance with number of taps, fig. 4.9 shows graphs of $JG$ against jammer's direction for arrays with 2–6 taps at 20% bandwidth and $1/4f_0$ tap spacing. The general characteristics of the curves are obviously as discussed. In the regions of worse performance, the curves for the even-tap arrays are equally spaced by the same amount as that for the odd-tap arrays. Furthermore, the curves for the 3- and 5-tap arrays are only slightly below those for the 2- and 4-tap arrays respectively, except for jammer's direction near to $-90^\circ$ and $90^\circ$. For the reason discussed in the last paragraph, the 3- and 5-tap arrays have the same $JG$ as the 4- and 6-tap arrays respectively at the jammer's direction of $-90^\circ$. The difference between the curves for the 2- and 3-tap arrays at the jammer's direction of $90^\circ$ is because, from (4.49), the 2-tap array cannot have a perfect null at $90^\circ$ while the 3-tap array can. The superiority of the even-tap array is obvious from these observations.

To study the variation of performance with tap spacing, fig. 4.10 shows graphs of $JG$ against jammer's direction for a 4-tap array with 40% bandwidth at tap spacings of $1/4f_0$, $1/5f_0$, $1/6f_0$
Fig. 4.9 Graphs of $J_3$ against jammer's direction with numbers of taps equal to 2-6 for a 2-element, $1/4f_0$ tap spacing array at 20% bandwidth.

Fig. 4.10 Graphs of $J_3$ against jammer's direction at tap spacings of $1/4f_0$, $1/5f_0$, $1/6f_0$ and $1/8f_0$ for a 2-element, 4-tap array with 40% bandwidth.
and $1/8f_0$. Again, the curves have the same general characteristics as discussed. Furthermore, for positive jammer's direction, the performance can be seen to be better if the tap spacing is roughly $1/6f_0$ or when the total length of the delay line is about $1/2f_0$ so that from (4.49), the 4 perfect nulling directions are approximately uniformly distributed between 0 and 1 in the sin$\theta$ domain. For larger tap spacing, one or more of the perfect nulling directions are outside the range of physical significance, that is, corresponding to sin$\theta$ greater than 1, and thus the performance is worse. However, if the tap spacing is reduced so that the perfect nulling directions move towards the broadside direction, the performance near broadside will be enhanced at the expense of performance deterioration at jammer's direction near to $90^\circ$. In contrast, when the jammer's direction is negative, decreasing tap spacing always leads to better performance, although the improvement is negligible for jammer's direction near to $-90^\circ$ when the performance is the worse. In particular, the maximum values of the curves differ by less than 1 or 2 dB.

Last but not least, table 4.1a summarizes the worst performance of the 2-element array when the jammer's spectrum is flat. Specifically, tabulated as a function of bandwidth and number of taps, the JGs shown are the maximum values over the domain of jammer's direction. Note that these values are obtained for the maximum envisaged tap spacing of $1/4f_0$ since from the observations in the last paragraphs, they are only 1 or 2 dB above the values should smaller tap spacing be used. Also, the table is concerned with only even-tap array because, from fig.4.9 and other simulation results, the values shown will roughly equal those even if the number of taps is increased by one. With these considerations,
the results in table 4.1a are easily seen to lead to the important
generalization

maximum value of $J_G$ for the 2-element, $J$-tap
array with tap spacing $\tau$ and bandwidth $B$ when
the jammer's spectrum is flat

$$= 1.6(0.8B)^{2J/2}.$$ (4.50)

<table>
<thead>
<tr>
<th>Number of taps</th>
<th>Number of taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>2  4  6  8</td>
<td>2  4  6  8</td>
</tr>
<tr>
<td>5 -26 -53 -81</td>
<td>5 -23 -47</td>
</tr>
<tr>
<td>10 -20 -41 -63</td>
<td>10 -17 -35 -54</td>
</tr>
<tr>
<td>20 -14 -29 -45</td>
<td>20 -11 -24 -37</td>
</tr>
<tr>
<td>40 -8 -18 -27</td>
<td>40 -5 -12 -20</td>
</tr>
</tbody>
</table>

Bandwidth(%)  

Table 4.1a 2-element array

<table>
<thead>
<tr>
<th>Number of taps</th>
<th>Number of taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>2  4  6  8</td>
<td>2  4  6  8</td>
</tr>
<tr>
<td>5 -19 -44</td>
<td>5 -18 -40</td>
</tr>
<tr>
<td>10 -14 -52 -51</td>
<td>10 -12 -29 -52</td>
</tr>
<tr>
<td>20 -8 -20 -33</td>
<td>20 -7 -19 -32</td>
</tr>
<tr>
<td>40 -3 -10 -17</td>
<td>40 -2 -11 -17</td>
</tr>
</tbody>
</table>

Bandwidth(%)  

Table 4.1c 4-element array

<table>
<thead>
<tr>
<th>Number of taps</th>
<th>Number of taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>2  4  6  8</td>
<td>2  4  6  8</td>
</tr>
<tr>
<td>5 -19 -44</td>
<td>5 -18 -40</td>
</tr>
<tr>
<td>10 -14 -52 -51</td>
<td>10 -12 -29 -52</td>
</tr>
<tr>
<td>20 -8 -20 -33</td>
<td>20 -7 -19 -32</td>
</tr>
<tr>
<td>40 -3 -10 -17</td>
<td>40 -2 -11 -17</td>
</tr>
</tbody>
</table>

Bandwidth(%)  

Table 4.1d 5-element array

<table>
<thead>
<tr>
<th>Number of taps</th>
<th>Number of taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>2  4  6  8</td>
<td>2  4  6  8</td>
</tr>
<tr>
<td>5 -19 -44</td>
<td>5 -18 -40</td>
</tr>
<tr>
<td>10 -14 -52 -51</td>
<td>10 -12 -29 -52</td>
</tr>
<tr>
<td>20 -8 -20 -33</td>
<td>20 -7 -19 -32</td>
</tr>
<tr>
<td>40 -3 -10 -17</td>
<td>40 -2 -11 -17</td>
</tr>
</tbody>
</table>

Table 4.1 Maximum values of $J_G$ when all the jammers' spectrums
are flat. These values are obtained at the maximum envisaged tap
spacing of $1/4f_0$, but are only a few dB above the values for sma-
ller tap spacing. Furthermore, although only even-tap array is
concerned, the values shown are roughly those should the number
of taps be increased by one.

4.4 Three-Element Array

Having investigated quantitatively in more detail the perfor-
mance of the 2-element array using simulation results, similar
study on the 3-element array will now be carried out in this sec-
tion.

For the 3-element array, C can easily be seen from fig. 4.1 and the definition of (4.45) to have, in addition to the normal maximum value of 2J, the possible values of

\[ C = J + u, \quad u=1, \cdots, J-1, \quad \text{uctd}, \]

when the jammer which gives rise to C arrives from the direction

\[ \theta = -\sin^{-1}\left(\frac{\text{uct}}{d}\right). \]

Thus, since the only non-trivial values for N are 1 and 2, (4.46) can be written as

\[ f(J, \tau, \theta_1) \delta^{2J}, \quad N=1; \quad 2J \leq C \]

\[ JG = f(J, \tau, \theta_1) \delta^{2LJ/2J}, \quad N=1; \quad 2J \leq C \]

\[ f(J, \tau, \delta_1, \delta_2) B^{2LJ/2J}, \quad N=2 \]

With objectives similar to the investigation of the last section, some typical simulation results on the 3-element array will now be presented and discussed.

The variation of array performance with jammer power ratio can be investigated with reference to table 4.2. This shows the JG as a function of jammers' directions and jammer power ratio for a 4-tap array array with 20% bandwidth and 1/4f_0 tap spacing. The four entries, reading downwards, in each "direction cell" defined by the jammers' directions correspond to jammer power ratios of 0, 5, 10 and 15dB, \( s_1 \) being the stronger jammer. Entries with "XX" represent program failure due to negative computed JG values, that is, situations where all the jammers are roughly perfectly nulled.

Obviously, when the stronger jammer's direction is positive, increasing the jammer power ratio usually leads to slightly better performance. This is in accordance with the deduction in section...
Table 4.2 Variation of JG against jammers' directions at various jammer power ratios when two jammers are present. The array has 3 elements, 4 taps, 1/4f₀ tap spacing and 20% bandwidth. Reading downwards, the four entries in each direction cell correspond to jammer power ratios of 0, 5, 10 and 15dB, with s₁ as the stronger jammer.
3.3 that the performance is better if the jammer's direction is positive. On the other hand, virtually no change in performance from increase in jammer power ratio can be seen when the stronger jammer's direction is negative. These observations have also been obtained from other simulation results. Since worse performance is of more interest, all the simulation results to be presented in this section will be for the case of equal jammer powers.

As an example to verify the $B^{2LJ/2J}$ dependence in (4.53) when two jammers are present, table 4.3 shows the variation of $J_G$ with jammers' directions and bandwidth for a 2-tap array with $1/4f_0$ tap spacing. The entries in each direction cell now correspond to bandwidths of 5, 10, 20 and 40%. The $B^2$ dependence can be seen from the 6dB difference between adjacent entries in all the non-diagonal cells. The corresponding 1-jammer example is shown in fig. 4.11 using the same array. Except at the jammer's direction of $-30^\circ$, the curves can be seen to be separated by 12dB. Furthermore, comparing with fig. 4.7 shows that the 3-element 2-tap array has very similar performance to the 2-element 4-tap array when the jammer's direction is negative. At the jammer's direction of $-30^\circ$, however, the curves become discontinuous and peak. In fact, only 6dB difference can be found between adjacent curves and the $J_G$ actually equals that of the 2-element 2-tap array. These observations clearly verify the bandwidth power dependence in (4.53) for the 1-jammer situation, the dominating nature of this dependence as well as the possible inefficiency of the tapped delay line structure of fig. 4.1 when the number of jammers is much less than the number of elements. Together with other simulation results, the bandwidth power dependence, at various tap spacing and number of taps, has been proved to about 40% bandwidth when one or two
<table>
<thead>
<tr>
<th>( \sin(\theta_2) )</th>
<th>-1.0</th>
<th>-0.6</th>
<th>-0.4</th>
<th>-0.2</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sin(\theta_1) )</td>
<td>-54</td>
<td>-31</td>
<td>-25</td>
<td>-23</td>
<td>-23</td>
<td>-21</td>
<td>-25</td>
<td>-26</td>
<td>-32</td>
<td>-54</td>
</tr>
<tr>
<td>+72</td>
<td>+42</td>
<td>+35</td>
<td>+28</td>
<td>+19</td>
<td>+16</td>
<td>+19</td>
<td>+22</td>
<td>+25</td>
<td>+12</td>
<td></td>
</tr>
<tr>
<td>+39</td>
<td>+31</td>
<td>+25</td>
<td>+18</td>
<td>+14</td>
<td>+12</td>
<td>+13</td>
<td>+16</td>
<td>+20</td>
<td>+30</td>
<td></td>
</tr>
<tr>
<td>-16</td>
<td>-13</td>
<td>-6</td>
<td>-5</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-11</td>
<td>-14</td>
<td></td>
</tr>
<tr>
<td>-0.6</td>
<td>-54</td>
<td>-26</td>
<td>-26</td>
<td>-23</td>
<td>-23</td>
<td>-21</td>
<td>-25</td>
<td>-26</td>
<td>-32</td>
<td>-54</td>
</tr>
<tr>
<td>+25</td>
<td>+19</td>
<td>+16</td>
<td>+19</td>
<td>+16</td>
<td>+19</td>
<td>+22</td>
<td>+25</td>
<td>+12</td>
<td>+72</td>
<td></td>
</tr>
<tr>
<td>+13</td>
<td>+10</td>
<td>+10</td>
<td>+14</td>
<td>+14</td>
<td>+14</td>
<td>+12</td>
<td>+11</td>
<td>+13</td>
<td>+13</td>
<td></td>
</tr>
<tr>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-9</td>
<td>-6</td>
<td>-7</td>
<td>-7</td>
<td>-6</td>
<td>-6</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-23</td>
<td>-25</td>
<td>-26</td>
<td>-26</td>
<td>-25</td>
<td>-25</td>
<td>-26</td>
<td>-25</td>
<td>-32</td>
<td>-62</td>
</tr>
<tr>
<td>+17</td>
<td>+20</td>
<td>+23</td>
<td>+23</td>
<td>+22</td>
<td>+22</td>
<td>+21</td>
<td>+21</td>
<td>+21</td>
<td>+22</td>
<td></td>
</tr>
<tr>
<td>+14</td>
<td>+14</td>
<td>+14</td>
<td>+14</td>
<td>+14</td>
<td>+14</td>
<td>+12</td>
<td>+11</td>
<td>+13</td>
<td>+13</td>
<td></td>
</tr>
<tr>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>-23</td>
<td>-25</td>
<td>-28</td>
<td>-25</td>
<td>-29</td>
<td>-41</td>
<td>XX</td>
<td>-34</td>
<td>-30</td>
<td>-41</td>
</tr>
<tr>
<td>+17</td>
<td>+19</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+22</td>
<td>+22</td>
<td>+22</td>
<td>+22</td>
<td></td>
</tr>
<tr>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>+16</td>
<td>+19</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td>+23</td>
<td></td>
</tr>
<tr>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td></td>
</tr>
<tr>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-21</td>
<td>-23</td>
<td>-28</td>
<td>-30</td>
<td>-39</td>
<td>-46</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
</tr>
<tr>
<td>+19</td>
<td>+22</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td></td>
</tr>
<tr>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td>+12</td>
<td></td>
</tr>
<tr>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-25</td>
<td>-25</td>
<td>-29</td>
<td>-32</td>
<td>-41</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
</tr>
<tr>
<td>+19</td>
<td>+22</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td>+26</td>
<td></td>
</tr>
<tr>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td></td>
</tr>
<tr>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-28</td>
<td>-25</td>
<td>-29</td>
<td>-32</td>
<td>-41</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
<td>-51</td>
</tr>
<tr>
<td>+22</td>
<td>+25</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td></td>
</tr>
<tr>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td></td>
</tr>
<tr>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td></td>
</tr>
<tr>
<td>+26</td>
<td>+21</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td>+18</td>
<td></td>
</tr>
<tr>
<td>+26</td>
<td>+25</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td>+29</td>
<td></td>
</tr>
<tr>
<td>-14</td>
<td>-9</td>
<td>-7</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-54</td>
<td>-31</td>
<td>-25</td>
<td>-23</td>
<td>-23</td>
<td>-23</td>
<td>-23</td>
<td>-23</td>
<td>-23</td>
<td>-54</td>
</tr>
<tr>
<td>+42</td>
<td>+25</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td>+19</td>
<td></td>
</tr>
<tr>
<td>+30</td>
<td>+19</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td>+13</td>
<td></td>
</tr>
<tr>
<td>-16</td>
<td>-13</td>
<td>-6</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3 Variation of JG against jammers' directions at various bandwidths when two jammers are present. The array has 3 elements, 2 taps and 1/4\( f_0 \) tap spacing while the jammers have equal powers.

Reading downwards, the four entries in each direction cell correspond to bandwidths of 5, 10, 20 and 40%.

\( \sin(\theta_2) \)

**Note:** XX denotes program failure.
Fig. 4.11 Graphs of JG against jammer's direction at bandwidths of 5, 10, 20 and 40% for a 3-element, 2-tap array with $1/4f_0$ tap spacing when only one jammer is present.

Jammers with equal powers are present. For jammer power ratios of 10 and 20 dB in the 2-jammer situation, however, the bandwidth power dependence is valid to only about 30 and 15% bandwidths respectively. For larger bandwidth, increase in bandwidth, as for the 2-element array, causes less performance deterioration than that predicted by (4.53).

With similar format to tables 4.2 and 4.3, table 4.4 shows the typical variation of performance against number of taps when two jammers are present. The numbers of taps for the four entries in each direction cell are 2, 3, 4 and 6, whereas the bandwidth and tap spacing used are 20% and $1/4f_0$ respectively. Neglecting the diagonal direction cells, the 2-tap array has very uniform performance with respect to the jammers' directions. The performance of the 3-tap array is very similar to the 2-tap one, apart from having much better performance when both the jammers' direc-
<table>
<thead>
<tr>
<th>$\sin(\theta_1)$</th>
<th>-1.0</th>
<th>-0.8</th>
<th>-0.6</th>
<th>-0.4</th>
<th>-0.2</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sin(\theta_2)$</td>
<td>-1.0</td>
<td>-1.8</td>
<td>-2.6</td>
<td>-3.4</td>
<td>-4.2</td>
<td>-5.0</td>
<td>-5.8</td>
<td>-6.6</td>
<td>-7.4</td>
<td>-8.2</td>
<td>-9.0</td>
</tr>
<tr>
<td></td>
<td>-0.8</td>
<td>-1.6</td>
<td>-2.4</td>
<td>-3.2</td>
<td>-4.0</td>
<td>-4.8</td>
<td>-5.6</td>
<td>-6.4</td>
<td>-7.2</td>
<td>-8.0</td>
<td>-8.8</td>
</tr>
<tr>
<td></td>
<td>-0.6</td>
<td>-1.4</td>
<td>-2.2</td>
<td>-3.0</td>
<td>-3.8</td>
<td>-4.6</td>
<td>-5.4</td>
<td>-6.2</td>
<td>-7.0</td>
<td>-7.8</td>
<td>-8.6</td>
</tr>
<tr>
<td></td>
<td>-0.4</td>
<td>-1.2</td>
<td>-2.0</td>
<td>-2.8</td>
<td>-3.6</td>
<td>-4.4</td>
<td>-5.2</td>
<td>-6.0</td>
<td>-6.8</td>
<td>-7.6</td>
<td>-8.4</td>
</tr>
<tr>
<td></td>
<td>-0.2</td>
<td>-1.0</td>
<td>-1.8</td>
<td>-2.6</td>
<td>-3.4</td>
<td>-4.2</td>
<td>-5.0</td>
<td>-5.8</td>
<td>-6.6</td>
<td>-7.4</td>
<td>-8.2</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-2.4</td>
<td>-3.2</td>
<td>-4.0</td>
<td>-4.8</td>
<td>-5.6</td>
<td>-6.4</td>
<td>-7.2</td>
<td>-8.0</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>-0.6</td>
<td>-1.4</td>
<td>-2.2</td>
<td>-3.0</td>
<td>-3.8</td>
<td>-4.6</td>
<td>-5.4</td>
<td>-6.2</td>
<td>-7.0</td>
<td>-7.8</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-0.4</td>
<td>-1.2</td>
<td>-2.0</td>
<td>-2.8</td>
<td>-3.6</td>
<td>-4.4</td>
<td>-5.2</td>
<td>-6.0</td>
<td>-6.8</td>
<td>-7.6</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>-0.2</td>
<td>-1.0</td>
<td>-1.8</td>
<td>-2.6</td>
<td>-3.4</td>
<td>-4.2</td>
<td>-5.0</td>
<td>-5.8</td>
<td>-6.6</td>
<td>-7.4</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.0</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-2.4</td>
<td>-3.2</td>
<td>-4.0</td>
<td>-4.8</td>
<td>-5.6</td>
<td>-6.4</td>
<td>-7.2</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.2</td>
<td>-0.6</td>
<td>-1.4</td>
<td>-2.2</td>
<td>-3.0</td>
<td>-3.8</td>
<td>-4.6</td>
<td>-5.4</td>
<td>-6.2</td>
<td>-7.0</td>
</tr>
</tbody>
</table>

Table 4.4 Variation of $J_3$ against jammers' directions at various numbers of taps when two jammers are present. The array has 3 elements, 20% bandwidth and $1/4f_0$ tap spacing while the jammers have equal powers. Reading downwards, the four entries in each direction cell correspond to numbers of taps of 2, 3, 4 and 6.

Note: XX denotes program failure.
Fig. 4.12 Graphs of \( J_{0} \) against jammer's direction with numbers of taps of 2, 3 and 4 for a 3-element, \( \frac{1}{4} f_0 \) tap spacing array at 40% bandwidth when only one jammer is present.

As the number of taps increases, the performance becomes more nonuniform with the jammers' directions and much better performance results when all the jammers' directions are positive. Comparing the performance of the 2-, 3- and 4-tap arrays shows the inefficiency of the 3- or odd-tap array in general when all the spatial degrees of freedom are utilized. Fig. 4.12 shows the typical variation of performance with number of taps when one jammer is present. 2-, 3- and 4-tap arrays with 40% bandwidth and \( \frac{1}{4} f_0 \) tap spacing are used. Apart from the points of discontinuity, the curves are roughly equally spaced and thus, increasing the number of taps always leads to significant performance improvement. The curve for the 4-tap array shows two points of discontinuity at the jammers' directions of \(-30^\circ\) and \(-90^\circ\), in agreement with (4.51) - (4.53). However, the 3-tap array curve has only one point of di-
continuity at \(-30^\circ\), although according to (4.51)-(4.53), there should be another point of discontinuity at \(-90^\circ\). The missing of this point of discontinuity corresponds to the special situation mentioned in section 4.2 where, with \(V\) given by (4.39) and \(2V\) greater than \(C\), the \(2V\) equations of (4.37) are still consistent and so no significant performance deterioration results. At the jammer's direction of \(-30^\circ\), both the 3- and 4-tap arrays have the same performance and from (4.51) and (4.52), give rise to equal \([C/2]\) of 2. Clearly, the dominating nature of the bandwidth power dependence is again illustrated.

In similar format to tables 4.2-4.4, table 4.5 shows the typical effects of varying tap spacing when two jammers are present. The four entries in each direction cell now correspond to tap spacings of \(1/4f_0\), \(1/5f_0\), \(1/6f_0\) and \(1/10f_0\) for a 4-tap array with 20% bandwidth. Clearly, in the region where one or both of the jammers' directions are negative, the performance improves only slightly when the tap spacing is decreased. In particular, the maximum values of \(JG\) for the four sets of results do not differ by more than 3dB. When both the jammers' directions are positive, however, decreasing tap spacing can lead to improvement or deterioration in performance depending on the jammers' directions. Thus, if one of the jammers is near to broadside and the other arrives from a positive direction, decreasing tap spacing always gives rise to better performance, whereas if both the jammers' directions are positive and far from broadside, decreasing tap spacing usually results in performance deterioration. On the whole, the best average performance is for tap spacing of around \(1/5f_0\), that is, when the total length of the delay line is roughly \(1/2f_0\). These observations are obviously similar to those in
Table 4.5 Variation of JG against jammers' directions at various tap spacings when two jammers are present. The array has 3 elements, 4 taps and 20% bandwidth while the jammers have equal powers. Reading downwards, the four entries in each direction cell correspond to tap spacings of 1/4f₀, 1/5f₀, 1/6f₀ and 1/10f₀.

<table>
<thead>
<tr>
<th>( \sin(\theta_2) )</th>
<th>(-1.2)</th>
<th>(-0.8)</th>
<th>(-0.6)</th>
<th>(-0.4)</th>
<th>(-0.2)</th>
<th>(0)</th>
<th>(0.2)</th>
<th>(0.4)</th>
<th>(0.6)</th>
<th>(1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1.8)</td>
<td>-16</td>
<td>-26</td>
<td>-24</td>
<td>-21</td>
<td>-25</td>
<td>-27</td>
<td>-25</td>
<td>-29</td>
<td>-31</td>
<td>-32</td>
</tr>
<tr>
<td>(-1.6)</td>
<td>-26</td>
<td>-55</td>
<td>-29</td>
<td>-29</td>
<td>-27</td>
<td>-27</td>
<td>-26</td>
<td>-26</td>
<td>-29</td>
<td>-30</td>
</tr>
<tr>
<td>(-1.4)</td>
<td>-21</td>
<td>-29</td>
<td>-30</td>
<td>-29</td>
<td>-28</td>
<td>-28</td>
<td>-27</td>
<td>-26</td>
<td>-26</td>
<td>-26</td>
</tr>
<tr>
<td>(-1.2)</td>
<td>-25</td>
<td>-29</td>
<td>-32</td>
<td>-32</td>
<td>-31</td>
<td>-32</td>
<td>-30</td>
<td>-30</td>
<td>-30</td>
<td>-30</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-27</td>
<td>-27</td>
<td>-26</td>
<td>-34</td>
<td>-46</td>
<td>-43</td>
<td>-36</td>
<td>-37</td>
<td>-37</td>
<td>-37</td>
</tr>
<tr>
<td>(-0.6)</td>
<td>-26</td>
<td>-33</td>
<td>-33</td>
<td>-36</td>
<td>-58</td>
<td>-62</td>
<td>-55</td>
<td>-55</td>
<td>-55</td>
<td>-55</td>
</tr>
<tr>
<td>(-0.4)</td>
<td>-26</td>
<td>-27</td>
<td>-29</td>
<td>-35</td>
<td>-43</td>
<td>-53</td>
<td>-55</td>
<td>-54</td>
<td>-49</td>
<td>-48</td>
</tr>
<tr>
<td>(-0.2)</td>
<td>-26</td>
<td>-27</td>
<td>-28</td>
<td>-37</td>
<td>-51</td>
<td>-64</td>
<td>-53</td>
<td>-56</td>
<td>-55</td>
<td>-51</td>
</tr>
<tr>
<td>(0.2)</td>
<td>-26</td>
<td>-27</td>
<td>-29</td>
<td>-35</td>
<td>-43</td>
<td>-55</td>
<td>-54</td>
<td>-49</td>
<td>-48</td>
<td>-48</td>
</tr>
<tr>
<td>(0.4)</td>
<td>-26</td>
<td>-26</td>
<td>-32</td>
<td>-36</td>
<td>-46</td>
<td>-56</td>
<td>-55</td>
<td>-54</td>
<td>-49</td>
<td>-48</td>
</tr>
<tr>
<td>(0.6)</td>
<td>-26</td>
<td>-26</td>
<td>-36</td>
<td>-34</td>
<td>-36</td>
<td>-55</td>
<td>-55</td>
<td>-49</td>
<td>-48</td>
<td>-48</td>
</tr>
<tr>
<td>(0.8)</td>
<td>-26</td>
<td>-26</td>
<td>-32</td>
<td>-36</td>
<td>-46</td>
<td>-56</td>
<td>-55</td>
<td>-49</td>
<td>-48</td>
<td>-48</td>
</tr>
<tr>
<td>(1.0)</td>
<td>-26</td>
<td>-26</td>
<td>-36</td>
<td>-34</td>
<td>-36</td>
<td>-46</td>
<td>-56</td>
<td>-55</td>
<td>-49</td>
<td>-48</td>
</tr>
</tbody>
</table>

Note: XX denotes program failure.
Fig. 4.13 Graphs of JG against jammer's direction at tap spacings of \(1/4f_0\), \(1/5f_0\) and \(1/6f_0\) for a 3-element, 2-tap array with 40\% bandwidth when only one jammer is present.

the last section for the 2-element array. Fig. 4.13 shows the typical effects of varying tap spacing when one jammer is present. A 2-tap, 40\% bandwidth array is used at tap spacings of \(1/4f_0\), \(1/5f_0\) and \(1/6f_0\). Clearly, as the tap spacing decreases, the performance for negative jammer's direction improves, but at the expense of performance deterioration for positive jammer's direction. Furthermore, in accordance with (4.51)-(4.53), the point of discontinuity shifts towards the broadside direction, resulting in better performance at this point. Obviously, if the performance is limited by points of discontinuity, significant improvement in performance can be obtained by decreasing tap spacing.

Last but not least, table 4.1b, as table 4.1a, summarizes the worst performance of the 3-element array when all the jammers' spectrums are flat. Note that, as can be expected from the results presented in this section, the worst performance tabulated is
always associated with 2-jammer environments so that the spatial
degrees of freedom are fully utilized. Also, as with the 2-element array, only even-tap array is concerned because, from table 4.4 and other simulation results, the values shown are roughly equal to those should the number of taps be increased by one. Furthermore, the values shown are for the maximum envisaged tap spacing of $\frac{1}{4}f_0$, since from the last paragraph, they are only a few dB above the values for smaller tap spacing. With these considerations, the results of table 4.1b can easily be seen to give rise to the generalization

$$\text{maximum value of JG for the 3-element, J-tap array with tap spacing } \tau \text{ and bandwidth } B \text{ when all the jammers' spectrums are flat}$$

$$= 1.3(1.3B)^{2\lfloor J/2 \rfloor}.$$ 

4.5 Multi-Element Array

All the deductions in the last two sections regarding the 2- and 3-element arrays have been based on studying a large number of examples encompassing virtually all the possible situations. This is of course not practical for large number of elements because of the increase in the number of parameters requiring investigation and furthermore, the computer CPU time for calculating the JG is roughly proportional to the cube of the number of weights. Thus, for number of elements greater than 3, the performance characteristics were studied in only some believe-to-be typical situations. These simulation examples will not be presented since they give rise to similar deductions and characteristics about the array performance as discussed in the last two sections. Specifically, all these simulation examples illustrate the following observations and deductions:
(a) In situations where the number of extra spatial degrees of freedom is relatively large, there exists a few environments, corresponding to points of discontinuity mentioned in the last section, associated with $2L(M-1)J/2N\lambda L\pi C$ in (4.46) in which the performance is much worse than the normal performance when $2L(M-1)J/2N\lambda L\pi C$. In these few environments, the tapped delay line structure concerned is relatively inefficient, in terms of the number of weights used, to reject the jammers.

(b) Worse performance is associated with environments where the spatial degrees of freedom are fully or nearly fully utilized so that the index of the dominating factor in (4.46) has the minimum value of $2LJ/2I$.

(c) Worse performance is associated with environments where the jammers are widely separated and at least some arrive from negative directions.

(d) Better average performance results when the jammers have widely different powers, although the performance in worse environments is virtually independent of the jammer power ratios.

(e) Odd-tap array is inefficient in worse situations. Particularly, in the worst situations, the $\tilde{JG}$ remains roughly the same even though the number of taps of an even-tap array is increased by one.

(f) The array has best average performance if the total length of the delay line is about $1/2f_0$. In contrast, the performance in worse environments improves, though by only a few dB, as the tap spacing decreases.

(g) The bandwidth power dependence in (4.46) is valid to about $40\%$ bandwidth in worse environments. In general, however, the domain of validity decreases as the jammer power ratios, the
number of taps, the number of extra spatial degrees of freedom and the number of elements increase. For bandwidth above the domain of validity, better performance than predicted by (4.46) usually results.

(h) As tables 4.1a and b, tables 4.1c and d summarize the worst performance of the 4- and 5-element arrays respectively. Due to the increasing number of parameters and computer CPU time mentioned, the latter two tables were obtained more crudely than the former two which are based on examining virtually every possible environment. Specifically, deductions (b)-(f) above have been used to reduce the domain of maximization for obtaining the worst performance. Thus, in accordance with (b) and (d), the jammer power ratios have been taken to be equal, with the number of jammers equal to the number of spatial degrees of freedom. Also, from (e) and (f), only even-tap array has been considered and the maximum envisaged tap spacing of $1/4f_0$ used, since the results obtained are still applicable, with perhaps a few dB above the actual values, should the number of taps be increased by one or the tap spacing be decreased. Then, by examining the $JG$ calculated at the gridding points of the "grid" of jammers' directions in the region of worse performance suggested by (c), tables 4.1c and d were obtained. Clearly, corresponding values in the two tables differ by no more than a few dB and thus, similar to those in tables 4.1a and b, lead to the generalization

$$JG = 4(1.3B)^2L/2J.$$ (4.55)

The worst performance for arrays with more than 5 elements has
also been studied briefly from a few simulation examples. It has been found that the worst performance obtained is roughly the same as that in tables 4.1c and d. Therefore, it will be postulated that table 4.1c, d or (4.55) describes the worst performance of arrays with more than 3 elements.

Evidently, deductions (a)-(g) above have been worded such that all the important observations and deductions in the last two sections are also implied. Therefore, summarizing the quantitative investigation when all the jammers' spectrums are flat, (a)-(g) above are the general deductions regarding the performance while table 4.1 or the generalizations of (4.50), (4.54) and (4.55) gives the worst performance. Lastly, it is obvious that all these deductions as well as the more specific comments in the last two sections are in agreement with the theoretical derivations and deductions of section 4.2.

4.6 Other Jammers' Spectrums

The array performance has been studied quantitatively in the last three sections by assuming that all the jammers have flat spectrums. In this section, the situations when this is not so will be briefly examined by using some typical simulation results.

With the theoretical derivations in section 4.2 being independent of the jammers' spectrums, it may be expected that the deductions from the last three sections are also applicable even when the spectrums are not all flat. In similar manner as the last three sections, the variation of $JG$ with the various parameters was studied in some believe-to-be typical and illustrative situations where, instead of flat spectrums, some jammers have some of the spectrums of fig.4.14. A few situations where the spectrums assume other shapes were also investigated. Generally,
Fig. 4.14 The other most studied spectrums.

The results obtained agree with the theoretical derivations of section 4.2 as well as the deductions of the last three sections. This being the case, most of the results obtained will not be presented and discussed. Instead, for illustrating purpose, a few examples which demonstrate the important bandwidth power dependence in (4.46) and compares the typical characteristics of having different spectrums will be discussed.

Figs. 4.15 and 4.16 show the same set of curves as fig. 4.6 but with the jammer having triangular and half-flat spectrums respectively. Obviously, comparing the three figures indicates that although the spectrums are very different, the bandwidth power dependence in (4.46) is still valid to about 40% bandwidth. Specifically, all the comments regarding fig. 4.6 in section 4.3 are also applicable to figs. 4.15 and 4.16, except that the decrease in JG at
Fig. 4.15 Graphs of $J_G$ against jammer's direction at bandwidths of 5, 10, 20 and 40% obtained for the situations of fig. 4.6 but with the jammer having triangular spectrum.

Fig. 4.16 Graphs of $J_G$ against jammer's direction at bandwidths of 5, 10, 20 and 40% obtained for the situations of fig. 4.6 but with the jammer having half-flat spectrum.
the jammer's direction of $-90^\circ$ in figs. 4.6 and 4.15 has shifted slightly, in proportional to bandwidth, to the left in fig. 4.16. This is because, with a half-flat spectrum, the jammer's power density spectrum will be flat across the whole band should the array operate at the frequency of $f_0 (1+B/4)$ over an absolute bandwidth of $f_0 B/2$. Thus, effectively, the array element spacing $d$ is decreased by a factor of $(1+B/4)$. Since the $JG$ depends on $d \sin \theta_1$ instead of $\sin \theta_1$ so that as $d$ increases, $\sin \theta_1$ has to be decreased to keep $d \sin \theta_1$ constant, the shifting mentioned results. Corresponding to table 4.3, table 4.6 shows the results obtained when $s_1$ and $s_2$ have triangular and half-flat spectrums respectively. Obviously, adjacent entries in the diagonal and non-diagonal cells differ by 12 and 6 dB respectively, verifying again the bandwidth power dependence in (4.46) to about 40% bandwidth.

To compare the typical characteristics of various jammers' spectrums, fig. 4.17 shows graphs of $JG$ against jammer's direction for a 2-element, 2-tap, 20% bandwidth, $1/4f_0$ tap spacing array with the jammer having flat and the four spectrums of fig. 4.14. Clearly, with approximately constant spacings between curves, the variation of $JG$ with jammer's direction is quite independent of the jammer's spectrum. Furthermore, as the jammer concentrates its power from the centre to the edges of the band, that is, as the jammer's spectrum becomes more peaky at the band edges rather than at the band centre, the performance deteriorates, though by only a few dB. In particular, the performance for inverted-triangular and square-law spectrums is worse than that for flat spectrum. Table 4.7 shows the variation of $JG$ against jammers' directions for a 3-element, 2-tap, $1/4f_0$ tap spacing, 10% bandwidth array when two jammers having equal powers are present. The spectrum
Table 4.6 Variation of JG against jammers' directions at bandwidths of 5, 10, 20 and 40% obtained for the situations of Table 4.3 but with $s_1$ and $s_2$ having triangular and half-flat spectrums respectively.

<table>
<thead>
<tr>
<th>$\sin(\theta_1)$</th>
<th>-1.2</th>
<th>-0.8</th>
<th>-0.6</th>
<th>-0.4</th>
<th>-0.2</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.2</td>
<td>-57</td>
<td>-34</td>
<td>-29</td>
<td>-27</td>
<td>-26</td>
<td>-29</td>
<td>-29</td>
<td>-31</td>
<td>-34</td>
<td>-36</td>
<td>-57</td>
</tr>
<tr>
<td>-1.0</td>
<td>-21</td>
<td>-14</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
</tr>
<tr>
<td>-1.8</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
</tr>
<tr>
<td>-2.2</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
</tr>
<tr>
<td>-4.2</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
<td>-16</td>
</tr>
<tr>
<td>-5.4</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
</tr>
<tr>
<td>-5.8</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
<td>-11</td>
</tr>
<tr>
<td>-7.0</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
<td>-21</td>
</tr>
<tr>
<td>-7.8</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
<td>-33</td>
</tr>
<tr>
<td>-8.6</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
<td>-29</td>
</tr>
<tr>
<td>-9.0</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
<td>-31</td>
</tr>
<tr>
<td>-9.4</td>
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</tbody>
</table>

Note: XX denotes program failure.
Fig. 4.17 Graphs of JG against jammer's direction with the jammer having square-law, inverted-triangular, flat, triangular and half-flat spectrums for a 2-element, 2-tap, $1/4f_0$ tap spacing array at 20% bandwidth.

For $s_1$ is flat, while the four entries in each direction cell are associated with $s_2$ having flat and the spectrums of figs. 4.14a-c. Again, like fig. 4.17, the performance can be seen to deteriorate, though by only a few dB, as $s_2$ concentrates its power from the centre to the edges of the.band. Fig. 4.18 shows the same set of curves as fig. 4.17, but with the 2-element array having 4 taps and 40% bandwidth instead. Again, the variation of JG with jammer's direction can be seen to be roughly independent of the jammer's spectrum. Comparing with fig. 4.17, the difference between the curve associated with half-flat spectrum and the other curves is increased. With the array having more taps, this results essentially from the bandwidth power dependence in (4.46) as the actual bandwidth of half-flat spectrum is halved that of the other spectrums. Apart from this, note that with more taps, the performance
<table>
<thead>
<tr>
<th>( \sin(\theta) )</th>
<th>(-1.0)</th>
<th>(-0.8)</th>
<th>(-0.6)</th>
<th>(-0.4)</th>
<th>(-0.2)</th>
<th>(0)</th>
<th>(0.2)</th>
<th>(0.4)</th>
<th>(0.6)</th>
<th>(1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1.0)</td>
<td>-12</td>
<td>-23</td>
<td>-17</td>
<td>-15</td>
<td>-15</td>
<td>-15</td>
<td>-17</td>
<td>-15</td>
<td>-21</td>
<td>-42</td>
</tr>
<tr>
<td>(-1.0)</td>
<td>-12</td>
<td>-25</td>
<td>-19</td>
<td>-17</td>
<td>-17</td>
<td>-16</td>
<td>-19</td>
<td>-22</td>
<td>-25</td>
<td>-42</td>
</tr>
<tr>
<td>(-1.0)</td>
<td>-13</td>
<td>-25</td>
<td>-20</td>
<td>-16</td>
<td>-19</td>
<td>-20</td>
<td>-23</td>
<td>-22</td>
<td>-25</td>
<td>-26</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-23</td>
<td>-41</td>
<td>-22</td>
<td>-19</td>
<td>-17</td>
<td>-15</td>
<td>-15</td>
<td>-17</td>
<td>-19</td>
<td>-23</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-21</td>
<td>-41</td>
<td>-22</td>
<td>-20</td>
<td>-19</td>
<td>-16</td>
<td>-17</td>
<td>-19</td>
<td>-21</td>
<td>-25</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-25</td>
<td>-42</td>
<td>-22</td>
<td>-20</td>
<td>-19</td>
<td>-16</td>
<td>-17</td>
<td>-19</td>
<td>-21</td>
<td>-25</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-25</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
<td>-43</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-22</td>
<td>-22</td>
<td>-65</td>
<td>-32</td>
<td>-31</td>
<td>-25</td>
<td>-22</td>
<td>-19</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-16</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-33</td>
<td>-32</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-16</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-36</td>
<td>-34</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
<tr>
<td>(-0.8)</td>
<td>-17</td>
<td>-19</td>
<td>-20</td>
<td>-20</td>
<td>-65</td>
<td>-35</td>
<td>-33</td>
<td>-26</td>
<td>-23</td>
<td>-18</td>
</tr>
</tbody>
</table>

Table 4.7 Variation of \( JG \) against jammers' directions for various jammers' spectrums when two jammers are present. The array has 3 elements, 2 taps, \( 1/4f_0 \) tap spacing and 10% bandwidth while the jammers have equal powers. The spectrum for \( s_1 \) is flat, while reading downwards, the four entries in each direction cell correspond to \( s_2 \) having square-law, inverted-triangular, flat and triangular spectrums.
Fig. 4.18 Graphs of JG against jammer's direction for various jammers' spectrums obtained in the situations of fig. 4.17 but with the array having 4 taps and 40% bandwidth.

Fig. 4.18 Graphs of JG against jammer's direction for various jammers' spectrums obtained in the situations of fig. 4.17 but with the array having 4 taps and 40% bandwidth.

variation resulting from having different spectrums is decreased. Furthermore, unlike the 2-tap array, the performance improves as the spectrum becomes more peaky at either the band edges or the centre of the band. In particular, amongst all the spectrums, flat spectra is now associated with roughly the worst performance. All these observations and deductions are also generally confirmed by other simulation results. Therefore, within a few dB above the actual values when the number of taps is small, the results of table 4.1 or the generalization of (4.50), (4.54) and (4.55), obtained when all the jammers' spectrums are flat, can be taken as giving the MJG defined in (4.2). Thus, combining (4.50), (4.54) and (4.55) leads to

$$\text{MJG} = b_1(b_2)^{2LJ/2J}$$  \hspace{2cm} (4.56a)
1.6, \( M=2 \)

\[ b_1 = 1.3, \ M=3 \]  

(4.56b)

\[ 4, \ M=3 \]

\[ b_2 = 0.8, \ M=2 \]  

(4.56c)

Evidently, this has the form of (4.42) derived theoretically in section 4.2.

Summarizing, it has been found that in general, the array performance is fairly insensitive to the jammers' spectrums and that worst performance is associated with all the jammers' spectrums being roughly flat. In addition to the theoretical derivations of section 4.2, the deductions of the last sections are therefore still applicable even when the jammers' spectrums are not all flat. In particular, based on the generalization of (4.50), (4.54) and (4.55) obtained from the results of table 4.1, the MJG of (4.56) was derived.

4.7 Applications of results

Having studied the array performance in terms of the JG in the last five sections, this section will discuss the various practical applications mentioned in section 4.1 by using the results obtained and requiring that the performance be satisfactory under all the environments to be envisaged. First, however, the relationship between JG and ONR, briefly discussed in section 4.1, need and will be discussed in more detail.

As discussed in section 4.1, the array performance is most suitably measured by the ONR and the JG is used for this purpose because it is independent of receiver noise power and closely related to the ONR. Fig.4.19a shows the usual typical variation of
ONR with element to receiver noise power ratio (ENR) and illustrates the relationship between ONR, ENR and JG. For very small ENR roughly between 0 and 3dB, the total jammer power is less than receiver noise power. Thus, in this trivial region, the optimal weights will be predominantly determined by receiver noise and the ONR roughly equal to 0dB. In particular, for ENR of 0dB, implying
that no jammer is present, the optimal weights will be equal to 0 and the ONR equal to 0 dB. As the ENR increases, the jammers will become dominant. The optimal weights will then be determined principally by the necessity to reject the jammers and secondarily by the presence of receiver noise. As indicated in fig. 4.19a for ENR roughly between 3 dB and \(-JG\) in dB, the power inversion array is able to devote part or all of its degrees of freedom to reject the jammers without the output power component due to receiver noise being excessive. Therefore, in this region, the optimal output power and so ONR are due mostly to receiver noise and increase in small steps as shown, each step being due to the switching of degrees of freedom originally "tied" up with receiver noise towards rejecting the jammers. In other words, as the ENR increases so that the component of ONR due to the jammers increases and tends to be significant, the array will direct more degrees of freedom to further reject the jammers. As a result, although the jammers are further rejected, the number of degrees of freedom tied up with receiver noise is decreased and so the ONR, due mostly to receiver noise in this region, increases slightly in a step-like manner as the degrees of freedom are switched over. Of course, if the degrees of freedom can easily be switched over, that is, with the ONR component due to receiver noise increased only very slightly, or if the switching over takes place gradually, the step increases may not be observable and the curve appears to be smoother. Eventually, if the ENR is increased so that it becomes greater than \(-JG\) in dB (which gives the jamming rejection capability of the array), the jammers cannot be rejected to below receiver noise power even when all the degrees of freedom are employed for their rejection. Hence, the array will use all its degrees of freedom to re-
ject the jammers but even so, the rejection is not satisfactory and the optimal output power will still be mostly due to the jammers, resulting in the curve of fig.4.19a to increase drastically with gradient 1. Clearly, the performance can and will be considered as inadequate if the ENR is greater than \( -JG \) in dB. The above discussion has been found from simulation results to be applicable in all situations except when the external environment is closed to the relatively few where \( 2L(M-1)J/2NJ^2C \) in (4.46) and associated with points of discontinuity discussed in section 4.4.

From the discussion in previous sections, a point of discontinuity is due to the inability of the array to direct more than a certain maximum number of degrees of freedom towards rejecting one of the jammers and results from the coinciding of some of the tapping points of the equivalent filter of the jammer concerned. Of course, in the neighbourhood of the point of discontinuity, these coinciding tapping points will become separated, though only slightly. Thus, although the JG in the neighbourhood of the point of discontinuity is much smaller than that at the point of discontinuity, it is obtained with the array using also some of the "would-be-inapplicable" degrees of freedom to reject the jammer concerned and so associated with the weights having large magnitudes. The typical variation of ONR with ENR in these situations is therefore that shown in fig.4.19b. For ENR less than the value of \( -JG \) in dB at the point of discontinuity, the jammers can still be well rejected by using the degrees of freedom that are still applicable at the point of discontinuity and hence, with the same behaviour as in fig.4.19a, the ONR increases only slightly with ENR. However, for larger ENR, some of the would-be-inapplicable degrees of freedom are also needed to reject the jammer giving rise to the point...
of discontinuity and this leads to the optimal weights having large magnitudes and so significant increase in the ONR component due to receiver noise and thus ONR itself. Hence, as the ENR increases, the ONR increases significantly in large steps as shown. The reason for the step increase is the same as that discussed for fig. 4.19a. One difference, however, is that in the usual situations of fig. 4.19a, the switching of degrees of freedom to further reject the jammers usually occurs when the ONR component due to the jammers is still much smaller than that due to receiver noise. Because of the heavy penalty of switching the would-be-inapplicable degrees of freedom, this is not so here. Eventually, if the ENR is increased above the point where even with all the degrees of freedom used for rejecting the jammers, the optimal output power is still dominated by the jammers, the curve of fig. 4.19b, like that of fig. 4.19a, will increase with gradient 1. Since the ONR has increased significantly, the ENR at which this takes place is considerably greater than \(-J_G\) in dB. Obviously, in the few situations of fig. 4.19b, the performance can and will be considered as inadequate if the ENR is greater than the value of \(-J_G\) in dB at the point of discontinuity. The \(J_G\) associated with the situation, however, does not have much physical significance. Therefore, although the array has zero probability to be in environments corresponding to points of discontinuity, the \(J_G\) for these environments is not trivial because of the effect of receiver noise. Evidently, the above discussion regarding the relationship of ONR, ENR and \(J_G\) justifies the use of \(J_G\) instead of ONR as the performance measure.

Fig. 4.20 shows some typical simulation results investigated to verify the discussion of the last paragraph. Fig. 4.20a shows graphs of ONR against ENR for a 3-element, 2-tap, \(1/4f_0\) tap spac-
Fig. 4.20a. Variation of ONR with ENR at the jammers' directions of $-40^\circ$, $-30^\circ$, $-20^\circ$ and $50^\circ$, the jammer's direction of $-30^\circ$ being a point of discontinuity.

Fig. 4.20b. Variation of ONR and its components with ENR at the jammer's direction of $50^\circ$, far from the point of discontinuity.
Fig. 4.20c Variation of ONR and its components with ENR at the jammer's direction of \(-40^\circ\), closed to the point of discontinuity

Fig. 4.20 Variation of ONR and its components with ENR at various jammers' directions for a 3-element, 2-tap, \(1/4f_0\) tap spacing array with 20% bandwidth when one jammer having flat spectrum is present.

ng array with 20% bandwidth at the jammers' directions of \(-40^\circ\), \(-30^\circ\), \(-20^\circ\) and \(50^\circ\) when one jammer having flat spectrum is present. Fig. 4.20b shows the same graph at the jammer's direction of \(50^\circ\) and also its components due to the jammer and receiver noise, while fig. 4.20c shows those at the jammer's direction of \(-40^\circ\). Also drawn on the figures are broken lines giving the values of \(-JG\) in dB in each environment. Note that the graph of \(JG\) against jammer's direction in fig. 4.11 for this situation has a maximum at the jammer's direction of \(-30^\circ\), the only point of discontinuity. Clearly, the curves in fig. 4.20 at this jammer's direction and at the jammer's direction of \(50^\circ\), far from the point of discontinuity, have characteristics as discussed for fig. 4.19a, whereas those at the jammers' directions of \(-20^\circ\) and \(-40^\circ\), closed to the point of disc-
continuity, agree with the discussion regarding fig. 4.19b. Specifically, for the former two jammers' directions, the ONR increases drastically and the performance becomes inadequate if the ENR is greater than roughly \(-JG\) in dB. Furthermore, for the jammer's direction of 50°, the ONR is principally due to receiver noise when as depicted by the two troughs in the curve due to the jammer in fig. 4.20b, the degrees of freedom are switched towards rejecting the jammer. On the other hand, for the latter two jammers' directions, drastic increase in ONR and performance inadequacy occur for ENR greater than roughly the value of \(-JG\) in dB at the point of discontinuity. Moreover, the curves in fig. 4.20c have the same characteristics as that of fig. 4.20b, except that the switching over of the would-be-inapplicable degrees of freedom now takes place when the ONR is due principally to the jammer.

From the discussion of the above two paragraphs, it is evident that if the array is to have adequate performance in all environments with ENR less than a designed maximum ENR (MENR), the MENR should not be greater than the value of \(-MJG\) in dB:

\[
MJG \leq \frac{1}{MENR} \quad (4.57)
\]

Using (4.56a), the minimum number of taps required for a particular bandwidth and MENR is then

\[
J = -2 \log(b_1 MENR) - 2 \log(b_2 B) \quad (4.58)
\]

where \(b_1\) and \(b_2\) are given in (4.56b,c). Fig. 4.21 shows the variation of the number of taps required with bandwidth at 20 and 40 dB MENR. (4.56b,c) and (4.58) are used with the operation \(\lceil J \rceil\) neglected for convenience. As can be derived from (4.58), the number of taps required can be seen to increase fairly linearly with MENR in dB and bandwidth.
Using again (4.56a) and the principle expressed by (4.57), the maximum bandwidth for adequate performance of arrays using 2-tap delay lines or with negligible difference, quadrature weighting is

\[ B = \frac{1}{b_2(b_1\text{MENR})^{1/2}} \]  

Therefore, if the alternative broadband processing method discussed in section 4.1 is to be employed, the number of narrowband processors required is

\[ \frac{J_N}{2} = -Lb_2(b_1\text{MENR})^{1/2} \]  

where \( J_N \) is obviously the number of weights per element for this processing method. Note that strictly, in deriving (4.60) from (4.59), it has been assumed implicitly that the array element power as seen by each narrowband processor is the same. This is obv-
iously the case when, for example, all the jammers have flat spectrums. In cases when this is not so and (4.60) is used, some of the narrowband processors may be "overloaded" while some may be "underloaded". However, even in the extreme case where all the jammers' powers are concentrated into just one processor with the other processors seeing no jammer, the final ONR is easily deduced to be not very different from that should all the jammers have flat spectrums. Hence, (4.60) can and will be taken as applicable generally. From (4.58) and (4.60), the relative advantage of using tapped delay line and the alternative broadband processings, in terms of the number of weights required, is obviously reflected in the ratio

\[
\frac{J_N}{J} = \frac{-bb_2(b_1 \cdot \text{MENR})^{1/2}}{1/2 \log(b_1 \cdot \text{MENR})/2 \log(b_2 \cdot b)}.
\]

(4.61)

Again, neglecting the operation [J] and using (4.56b,c), fig.4.22 shows the variation of this ratio with bandwidth at 20 and 40dB MENR. Note that from (4.61), the ratio \(J_N/J\) can easily be seen to be roughly independent of \(b_2\) while proportional to the square root of \(b_1\), accounting, with (4.56b,c), for the large difference between the curve corresponding to more than 3 elements and the other two curves at the same MENR. Clearly, the array using the alternative broadband processing becomes more inefficient relatively as the MENR and for bandwidth less than about 20%, the bandwidth increase. For larger bandwidth, increase in bandwidth does not lead to much change in the relative efficiency. As an example, for bandwidth and MENR greater than about 20% and 20dB respectively, the array with tapped delay line processing uses at most half the number of weights as that when the alternative broadband processing is employed.
Fig. 4.22 Variation, with bandwidth at 20 and 40 dB MENR, of ratio of the number of weights required with the alternative broadband processing to that with tapped delay line processing. The curves are obtained using \( (4.56b,c) \) and \( (4.61) \) with the operation \( [\cdot] \) neglected.

Summarizing, this section has discussed in more detail the relationship between CNR, ENR and \( JG \). From the discussion, the array performance was deduced to be adequate in general unless the ENR is greater than roughly \(-JG\) in dB. However, when the environment is closed to one giving rise to a point of discontinuity, the performance becomes inadequate if the ENR increases above roughly the value of \(-JG\) in dB at the point of discontinuity. Thus, by using \( (4.56) \), the number of taps required such that the performance is adequate under all environments with ENR less than the designed MENR value was derived to be given by \( (4.58) \) or graphically, fig. 4.21. Similarly, the number of narrowband processors required with the alternative broadband processing was derived to be given by \( (4.60) \). Comparison of the alternative broadband and tapped delay line processings in terms of the number of variable weights.
required is therefore given by (4.61) or graphically, fig.4.22.
Incidentally, although the tap spacing for the latter processing was not discussed in this section, the best tap spacing, from the discussion in previous sections, is obviously such that the entire length of the delay line is about $1/2f_0$ to give the best average performance.

4.8 Frequency Distortion introduced by rejecting the Jammers

The previous sections have investigated the performance of the array using the measure $\tilde{J}_G$ which only gives information averaged over the entire band. The investigation is useful for the various practical applications discussed in the last section. However, with the direction of the desired signal being unknown a priori to any reasonable degree of accuracy in many communication purposes involving the power inversion array, it is also of interest to determine the amount of frequency distortion at various directions due to employing the optimal weights to reject the jammers. Note that frequency distortion as used here refers to any departure from the ideal frequency response of which the amplitude and phase responses are independent of and proportional to frequency respectively, that is, that associated with a pure time delay.

The purpose of this section is therefore to briefly and qualitatively investigate, using some typical simulation results obtained, the variation of array response, as a function of frequency and direction, with the various parameters when the optimal weights are employed. Because of the inefficiency of odd-tap array discussed, the discussion in this section will be limited to the even-tap array.

Firstly, for general discussion, fig.4.23 shows the amplitu-
Fig. 4.23a Amplitude response in dB

Fig. 4.23b Phase response in degree

Fig. 4.23 Array response against frequency and direction for a 2-element, 4-tap, $1/4f_0$ tap spacing, 20% bandwidth array with 30dB ENR. The jammer arrives from $-20^\circ$ and has flat spectrum.
de and phase responses plotted as contour maps against frequency and direction when one jammer with flat spectrum arrives from $-20^\circ$.

A 2-element, 4-tap array with 20% bandwidth and $1/4f_0$ tap spacing is used, while the ENR is 30dB, roughly equal to the value of $-MJG$ in dB given by (4.56). Adjacent contours in the amplitude and phase response maps are separated by 5dB and $20^\circ$ respectively. The phase response is calculated treating the first array element as the phase centre. Note that the contours in both response maps become more congested as the frequency increases. This is because as the frequency increases, the array element spacing, as a fraction of wavelength, increases. As expected, two nulls can be seen steered towards the jammer in the amplitude response map. Furthermore, the spatial extent of "near-jammer amplitude distortion", as determined by the spatial extent of these nulls, is very small. Apart from this distortion, the amplitude response, though varying quite widely with direction, is fairly uniform with frequency. By comparing the phase response shown with the proportionality relationship between ideal phase response and frequency, it is obvious that the jammer has introduced a "background phase distortion" of the order of $20^\circ$ at almost every direction. Moreover, depicted as a series of nearly overlapping contours, there is $180^\circ$ phase shift across the jammer's direction. Corresponding to the spatial extent over which this $180^\circ$ phase jump takes place, the spatial extent of "near-jammer phase distortion" is very small and roughly equals that of the near-jammer amplitude distortion.

Secondly, fig.4.24 shows the array response when the jammer arrives from $-60^\circ$, all the other parameters being the same as that of fig.4.23. By comparison, the relative positions of the ampli-
Fig. 4.24a Amplitude response in dB

Fig. 4.24b Phase response in degree

Fig. 4.24 Array response against frequency and direction for the situation of fig. 4.23, except with the jammer arriving from \(-60^\circ\) instead.
ude and phase contours with respect to the jammer's direction in fig.4.24 are very similar to those in fig.4.23. In particular, the near-jammer distortions in the sinθ domain are quite independent of the jammer's direction, implying that, in terms of θ, these distortions will become more extended as the jammer approaches the endfire directions. Due to the effect of grating lobes, distortion in frequency response can be seen at directions near to 90° in fig.4.24. The "grating amplitude distortion" depends on the amplitude response, particularly its slope, around the high frequency region near the opposite endfire direction. The "grating phase distortion", whose spatial extent is less than that of the corresponding amplitude distortion, also depends on the phase response over the same region. Thus, these distortions also become more serious and extended as the jammer approaches the endfire directions. Obvi­ously, unless the array element spacing is reduced by a fraction of about B so that effectively, the region corresponding to sinθ greater than 1-B or less than -1+B in the figure do not have any physical significance and thus, these distortions are eliminated, the reception capability of the array near the endfire directions may be considerably impaired.

Thirdly, fig.4.25 shows the array response maps obtained when the ENR is decreased to 15dB, all the other parameters being the same as that of fig.4.24. The apparent multi-null feature in the high frequency grating response of fig.4.25a is due to the algorithm and the finite size of the matrix used for the contouring subroutine in the computer program. Comparing fig.4.25 with 4.24 indicates that except for the shifting of the two nulls towards the band edges and the smearing out of the nearly overlapping phase contours between the two nulls, changing the ENR has no effect on
Fig. 4.25a Amplitude response in dB

Fig. 4.25b Phase response in degree

Fig. 4.25 Array response against frequency and direction for the situation of fig. 4.24, except that the ENR is decreased to 15dB.
the array response. The two effects observed are obviously because the presence of receiver noise alone would drive all the weights to zero, resulting in an omni frequency-directional response.

Fourthly, fig.4.26 shows the array response for the situation of fig.4.24, except that the bandwidth is decreased to 10%. Note that the contours are drawn only within the frequency band of interest. As expected, similar but much better array response can be seen as the bandwidth is decreased. Though not quite clear from the response maps, the two nulls of fig.4.26 have actually moved slightly towards the band edges and their extent in the spatial domain decreased, when compared with those of fig.4.24. Moreover, the background phase distortion has decreased by about a half to very roughly 10°. Furthermore, there is only a very small grating amplitude distortion while the grating phase distortion has virtually vanished. Nevertheless, note that it is still necessary to decrease the array element spacing by about a fraction of B to ensure that there is no grating amplitude distortion at the endfire directions.

Fifthly, fig.4.27 shows the array response when the number of taps is increased to 6, all the other parameters being the same as that of fig.4.24. As expected, three nulls can be vaguely seen in the amplitude response map. Apart from a decrease in the extent of the nulls and the region for the 180° phase jump in the spatial domain, the contours of fig.4.27 are roughly identical to those of fig.4.24 and so changing the number of taps does not have any significant effect on the variation of array response. This is generally the case except when the number of taps is decreased to 2. Fig.4.28 shows the array response for a 3-element, 2-tap, 1/4f₀ tap spacing array with 20% bandwidth. Only one jammer arriving from
Fig. 4.26a Amplitude response in dB
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Fig. 4.26 Array response against frequency and direction for the situation of fig. 4.24, except that the bandwidth is decreased to 10%.
Fig. 4.27a Amplitude response in dB

Fig. 4.27b Phase response in degree

Fig. 4.27 Array response against frequency and direction for the situation of fig. 4.24, except that the number of taps is increased to 6.
50° and having flat spectrum is present. The ENR is 10dB, roughly equal to the value of -MJG in dB as given by (4.56). Clearly, with only one null steered towards the jammer, the contours near to the jammer's direction have become skewed and so the near-jammer distortions increased. On the other hand, the background phase distortion has reduced significantly and the grating distortions are virtually non-existent. Other simulation results also give the same observations but not surprisingly, also indicate the proportionality of the spatial extent of near-jammer distortions of the 2-tap array with bandwidth. Evidently, even though the jamming rejection capability obtained is satisfactory, the 2-tap array may not be suitable for use in large bandwidth applications because of the large spatial extent of near-jammer distortions.

Sixthly, the effect of varying tap spacing has also been studied. Since virtually no change in array response is observed, the results will not be presented.

Seventhly, fig. 4.29 shows the array response for a 3-element, 4-tap, 1/4f₀ tap spacing, 20% bandwidth array in a 2-jammer environment. The two jammers have equal powers, flat spectrums and arrive from -20° and -60°. The ENR is 25dB, roughly equal to the value of -MJG in dB as given by (4.56). Obviously, the contours have the same characteristics as in the 2-element situations treated. Specifically, because the jammers have equal powers, two nulls can be seen steered towards each jammer. Furthermore, although the phase contours are more closely spaced, they are more vertical and give rise to roughly the same background phase distortion as for the 2-element, 20% bandwidth situations discussed. Fig. 4.30 shows the array response obtained for the situation of fig. 4.29 when only the jammer at -60° is present. Again, two nulls are ste-
Fig. 4.28a Amplitude response in dB

Fig. 4.28b Phase response in degree

Fig. 4.28 Array response against frequency and direction for a 2-tap array with 3 elements, $1/4f_0$ tap spacing and 20% bandwidth. Only one jammer arriving from $50^\circ$ and having flat spectrum is present. The ENR is 10dB.
Fig. 4.29a Amplitude response in dB

Fig. 4.29b Phase response in degree

Fig. 4.29 Array response against frequency and direction for a 3-element, 4-tap, 1/4\( f_0 \) tap spacing, 20% bandwidth array in a 2-jammer environment. Both jammers have equal powers, flat spectrums and arrive from \(-20^\circ\) and \(-60^\circ\). The ENR is 25dB.
Fig. 4.30a  Amplitude response in dB

Fig. 4.30b  Phase response in degree

Fig. 4.30  Array response against frequency and direction for the situation of fig. 4.29 when only the jammer at -60° is present.
ered towards the jammer. Moreover, although the contours are slightly different from those of fig. 4.29, they lead to roughly the same amount of distortions. In general, the various distortions are fairly independent of the numbers of elements and jammers.

Eighthly, fig. 4.31 shows the array response for the situation of fig. 4.29, except that the jammer at -60° has inverted-triangular spectrum instead. Clearly, since this jammer concentrates more power from the centre towards the edges of the band, the two nulls steered towards this jammer have moved slightly towards the edges of the band. Apart from this difference, however, the contours are roughly the same as those of fig. 4.29, indicating that generally, the various distortions are fairly insensitive to the jammers' spectrums. Similarly, the variation of jammers' relative powers and directions have been studied. Again, no significant change in the various distortions is observed and the results will not be presented.

So far, the discussion and results presented have been for situations to be anticipated where the ENR is less than or roughly equal to the designed MENR. Clearly, from the results obtained, the number of nulls steered towards each jammer in these normal situations does not exceed \( \frac{J}{2} \). To complete the discussion in this section, some situations where the ENR is greater than the MENR and some jammers "absorb" more nulls will be studied. Figs. 4.32 and 4.33 show the array responses for the situation of fig. 4.28, except that the ENR is increased to 30 and 40dB respectively, as compared to the MENR (equal to \(-\text{MJG in dB}\) of about 10dB. Note that from the variation of ONR with ENR given in fig. 4.20b for this environment, the performance in terms of jamming rejection is still
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Fig. 4.31 Array response against frequency and direction for the situation of fig. 4.29, except that the jammer at -60° now has inverted-triangular spectrum.
Fig. 4.32a  Amplitude response in dB

Fig. 4.32b  Phase response in degree

Fig. 4.32  Array response against frequency and direction for the situation of fig. 4.28, except that the ENR is increased to 30dB.
Fig. 4.33a Amplitude response in dB

Fig. 4.33b Phase response in degree

Fig. 4.33 Array response against frequency and direction for the situation of fig. 4.28, except that the ENR is increased to 40dB.
adequate for the increased ENRs. Clearly, as the ENR increases to 30dB, the null which was originally at the upper band edge of fig. 4.28 has shifted to the centre of the band in fig.4.32. Furthermore, the behaviour of the contours near to the null in fig.4.32 indicates that, as may also be expected from the ONR against ENR graph of fig.4.20b, an additional null is about to move into the array frequency band and steer towards the jammer. The formation of this new null obviously leads to the increase of all, especially near-jammer, distortions. As may be expected from fig.4.20b again and demonstrated in fig.4.33, the additional null has formed towards the jammer at the ENR of 40dB. Clearly, although the various distortions are still more severe than that of fig.4.28, they are less severe than that of fig.4.32, because the additional null has been formed. Note that the apparent solid zig-zag phase contours, which should be smooth curves, in figs.4.32b and 4.33b are due to the failure of the contouring subroutine mentioned earlier. Finally, with all these observations also confirmed by other simulation results, it is evident that even though the jamming rejection capability may still be adequate in situations where the ENR exceeds the MENR, the various, especially near-jammer, distortions due to the formation of extra, in addition to the usual $J/2$ per jammer, nulls necessary to reject some of the jammers may be very severe.

Summarizing, this section has briefly and qualitatively investigated, using simulation results, the frequency distortion introduced by rejecting the jammers. In situations expected to be anticipated where the ENR is less than the MENR, two significant distortions are generally observed. The first is the background phase distortion which, in degree, is of the order of percentage bandwidth across the entire band at almost every direction. The
second is the grating amplitude distortion which can seriously impair the reception capability near endfire directions unless the element spacing is reduced to about \((1 - B)\) of half a wavelength at the centre frequency. These distortions obviously become more serious as the bandwidth increases and are roughly independent of the other parameters. One exception, however, is with the 2-tap array for which these distortions are less severe whereas the near-jammer distortions can be very serious should they be employed in large bandwidth applications. In situations not envisaged where the ENR is greater than the MENR, the various, especially near-jammer, distortions due to the formation of extra, in addition to the usual \(J/2\) per jammer, nulls to reject some of the jammers may be very severe even though the performance in terms of jamming rejection is still adequate.

4.9 Conclusion

The jamming rejection capability, as given by the Jammer Gain of (4.1), of the broadband tapped delay line power inversion array has been investigated as a function of the various parameters in this chapter. Theoretically, the \(\text{JG} \) was derived to be proportional to the \(2V\)th power of bandwidth for small bandwidth. \(V\) is normally equal to the largest integer not greater than the number of even degrees of freedom available per jammer, though it may take smaller value if the number of elements is large compared with the number of jammers and there are jammers arriving from certain directions relating to the number of taps, tap and element spacings. These special situations do not arise when the tapped delay line structure is modified, for example, by using tapped delay lines with unequal tap spacings. Though not discussed, such modifications are essential for better performance in these situations. Since the
minimum value for \( V \), corresponding to all the spatial degrees of freedom being fully utilized, are \((\text{number of taps})/2\) and \((\text{number of taps} - 1)/2\) for even- and odd-tap arrays respectively, the odd-tap array is relatively inefficient in such situations of worse performance. Using computer simulation, the JG bandwidth power law is proved for bandwidth up to tens of percents, hence verifying the theoretical deductions made. Additionally, it has been found that the optimal tap spacing for best average performance is such that the length of the delay line roughly equals half a wavelength delay at the centre frequency. Furthermore, the Maximum Jammer Gain, giving the worst performance, was found to be given by (4.56).

For adequate performance in all environments with element to receiver noise power ratio below a certain designed MENR value, this equation was used to determine the number of taps required ((4.58) and fig.4.21) for a specific bandwidth as well as to assess, in terms of the number of weights required, the relative advantage ((4.61) and fig.4.22) of employing tapped delay line processing as compared with employing the alternative broadband processing method which uses several narrowband array processors in parallel. The use of tapped delay line processing was found to be more efficient for large bandwidth and MENR. The frequency distortion introduced at various directions due to rejecting the jammers was then studied qualitatively by examining simulation results. In situations expected to be anticipated where the LNR is less than the designed MENR value, two significant distortions are generally observed. The first is the background phase distortion which, in degree, is of the order of percentage bandwidth across the entire band at almost every direction. The second is the grating amplitude distortion which can seriously impair the reception capability near end-
fire directions unless the element spacing is reduced to about \((1 - \text{bandwidth})\) of half a wavelength at the centre frequency. These distortions become more serious as the bandwidth increases and are roughly independent of the other parameters. One exception, however, is with the 2-tap array for which these distortions are less severe though the near-jammer distortions can be very serious should they be employed in large bandwidth applications. In situations not envisaged where the ENR is greater than the MENR, the various, especially near-jammer, distortions due to the formation of extra nulls to reject the jammers may be very severe even though the performance in terms of jamming rejection is still adequate.
CHAPTER 5 THE CONVERGENCE BEHAVIOUR OF THE BROADBAND FROST TAPPED DELAY LINE POWER INVERSION ARRAY AND SIMPLE PREPROCESSOR FOR FASTER CONVERGENCE

5.1 Introduction

The last chapter has discussed the jamming rejection capability of the broadband tapped delay line \[15\] power inversion \[28,29\] array. Briefly, the use of tapped delay line processing on the array has been found to be more efficient, in terms of the number of weights required, than employing the alternative broadband processing using several narrowband array processors in parallel, especially if the bandwidth and the designed maximum element to receiver noise power ratio (MENR) are large. However, it is evident that in adaptive array processing, apart from the best performance obtainable as measured by the jamming rejection capability, the convergence behaviour of the array towards the optimal performance is also of much interest. The convergence behaviour depends, of course, on the particular algorithm employed.

In this chapter, the convergence behaviour of the tapped delay line power inversion array employing the well known stochastic gradient descent algorithm will be investigated in stationary environments both theoretically for small bandwidth and using simulation results. For convenience, since using this algorithm on the array concerned corresponds to a special case in Frost's formulation \[23\], the resulting adaptive array will be referred to as the Frost system. Comparison of convergence behaviour with that obtained from using the same algorithm on the power inversion array employing the alternative broadband processing, to be referred to as the alternative system for convenience, will also be given in terms of the lower bound on the convergence time constants. Cons-
equently and most importantly, a simple transformation preprocessor, independent of the external noise environment, for use with tapped delay line processing will be derived and shown, theoretically and using simulation results, to improve the convergence behaviour of the Frost system considerably in broadband jamming situations. Note that although only the stochastic gradient descent algorithm is used, the deductions in this chapter will mostly be based on analyzing the eigenvalues of the covariance matrix. The deductions and derivations are therefore easily extended to many other, especially closed-loop, algorithms as well as to other similar tapped delay line signal processing systems.

This chapter is organized as follows. Section 5.2 gives a preliminary discussion of the convergence behaviour, the various assumptions made and the alternative system. As in the last chapter, by expanding the autocorrelation functions of all the power density spectrums in power series of bandwidth, section 5.3 decomposes the covariance matrix into forms suitable for subsequent analysis. Using these decompositions, the eigenvalues and eigenvectors of the covariance matrix are analyzed theoretically for small bandwidth in section 5.4. The eigenvalues, which are the parameters of most importance as they determine the time constants of the Frost system, are then studied by using simulation results in section 5.5 to verify the theoretical deductions and to provide more insight. Also investigated briefly in section 5.5, from simulation results, are the eigenvector power components which are defined in section 5.2 and are the other parameters of importance in determining the convergence behaviour of the Frost system. From the theoretical analysis of section 5.3, the preprocessor mentioned is derived and its effects on convergence behaviour analyzed for small
bandwidth theoretically in section 5.6. The eigenvalues and eigenvector power components resulting from using the preprocessor are then studied by using simulation results in section 5.7 to verify the theoretical deductions and to gain more insight. Comparisons with the alternative system are given in sections 5.4 and 5.6. Conclusions are drawn in section 5.8.

5.2 Preliminary Discussion

Before the more detailed analysis and discussion of later sections, this section will first formulate the convergence behaviour of the Frost system as well as discuss the alternative system. In the process, the main assumptions, notations and terminologies used will be introduced.

5.2.1 Frost system

Firstly, the convergence behaviour of the Frost system will be formulated in this subsection. The broadband tapped delay line power inversion array of interest is that shown in fig. 4.1 and discussed in the last chapter. However, because of the inefficiency of odd-tap array in situations of worse performance as discussed in the last chapter, this chapter will be concerned with only the even-tap array.

The basic principle and formulation of the stochastic gradient descent algorithm has been discussed in section 3.2 for the narrowband power inversion array in discrete time and using complex notation. Furthermore, section 3.3 has derived the characteristics of the narrowband array in stationary environments using this formulation. The derivations in these two sections are of course directly applicable to the Frost system of interest here. Nevertheless, for completeness, the essence of the analysis will now be
applied to the Frost system, leading to a formulation of its convergence behaviour.

Defining the weight and input vectors as

\[ W(k) = [w_1(k) \ w_2(k) \ \cdots \ w_{(M-1)}(k)]^T \]  

(5.1)

and

\[ X(k) = [x_1(k) \ x_2(k) \ \cdots \ x_{(M-1)}(k)]^T \]  

(5.2)

respectively, where \( k \) specifies the \( k \)th sampling instant and \( T \) denotes transpose, the updating of the weights in the Frost system due to the stochastic gradient descent algorithm to minimize output power can be described, corresponding to (3.9), by

\[ W(k+1) = W(k) - \alpha y(k)X(k) \]  

(5.3)

where \( \alpha \) is the feedback factor of the algorithm and \( y(k) \), given by

\[ y(k) = x_0(k) + W(k)^T X(k), \]  

(5.4)

is the array output. With the same analysis as in sections 3.2 and 3.3, the average convergence behaviour of the weight vector in stationary environments is, corresponding to (3.27), then described by

\[ \overline{W(k)} = \overline{W_{opt}} + (I - \alpha R)^k [W(0) - \overline{W_{opt}}] \]  

(5.5)

where the overbar denotes ensemble average, \( \overline{W_{opt}} \) given by

\[ \overline{W_{opt}} = -R^{-1}R_0, \]  

(5.6)

is the optimal weight vector to which the average weight vector eventually converges and the covariance matrix and vector, \( R \) and \( R_0 \) respectively, are given by

\[ R = X(k) X(k)^T \]  

(5.7)

and
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Using the polar decomposition

\[ R = (M-1)J \sum_{m=1}^{(M-1)J} h_m H_m H_m^T \]  

(5.9)

where \( h_m \), \( m=1,\ldots,(M-1)J \), is the mth largest eigenvalue with \( H_m \) as the corresponding normalized eigenvector, the convergence behaviour of the ensemble average weight vector as given by (5.5) becomes

\[ \overline{W(k)} = W_{opt} + \sum_{m=1}^{(M-1)J} (1 - \alpha_h) e_h H_m \]  

(5.10)

where

\[ e_h = H_h^T[W(O) - W_{opt}] \]  

(5.11)

is the component of the initial weight vector lag, \( W(O) - W_{opt} \), in the direction of \( H_h \).

As discussed in sections 3.2 and 3.3, the ensemble average output power \( s(k) \), given by \( y(k)^2 \) here, consists of two components: \( s_y(k) \), referred to as the output power, due to the average behaviour of the weights plus \( s_{wt}(k) \), referred to as the weight variance noise, due to the variances of the weights about the average values. Mathematically, the output power in this chapter is

\[ s_y(k) = s_x + 2R_0 \overline{W(k)}^T \overline{Rw(k)} \]  

(5.12)

where \( s_x \) is the element power, while the weight variance noise is

\[ s_{wt}(k) = [W(k) - \overline{W(k)}] \overline{R}[W(k) - \overline{W(k)}]. \]  

(5.13)

Using (5.6), (5.9) and (5.10), the output power converges according to

\[ s_y(k) = s_{opt} + \sum_{m=1}^{(M-1)J} h_m e_h^2 (1 - \alpha_h)^2 k \]  

(5.14)

where

\[ R_0 = x_0(k)x(k). \]  

(5.8)
\[ s_{\text{opt}} = s_x - W_{\text{opt}} T_R W_{\text{opt}} \] (5.15)

is the optimal or minimum possible output power to which the output power eventually converges. As mentioned in sections 3.2 and 3.3, the convergence behaviour of the weight variance noise is difficult to analyze but fortunately, since the output power is much greater than the weight variance noise during the transient convergence period, it is not of importance. Specifically, the convergence behaviour of the average output power will be roughly given by (5.14) for the output power with the feedback factor being determined by the desired relative amount of weight variance noise in the steady state as measured by the misadjustment defined by (3.41).

Using the same analysis as in sections 3.2 and 3.3, the misadjustment for the Frost system is also roughly equal, for small misadjustment, to

\[ M_{wt} = \frac{\alpha r R}{2}. \] (5.16)

The above two paragraphs have formulated the convergence behaviour of the Frost system in terms of the average weight vector and output power. Specifically, as can be seen from (5.10), the former converges as a sum of exponentially decaying component vectors, the \( m \)th vector being initially equal to \( e^m H \) and converging with a time constant \(-1/\ln(1-a_m)\) sampling period. Note that for convenience, \( e_m \) will be referred to as the \( m \)th eigenvector component. More importantly, from (5.14), the output power or roughly, the average output power converges also as a sum of exponentially decaying components, the \( m \)th component being initially equal to \( h^m e^2 \), to be referred to as the \( m \)th eigenvector power component for convenience, and converging with a time constant \( \gamma_m \), half that of the corresponding average weight vector component, of
\[
\tau_m = \frac{-1}{2 \ln(1 - \alpha^m)} \text{ sampling period.} \tag{5.17}
\]

Since the misadjustment and so, from (5.16), \(\alpha^R \) and \(\alpha^m\) will be small, the \(m\)th time constant is, using (5.16),

\[
\tau_m = \frac{\tau}{M^m w^m t^m} \text{ sampling period.} \tag{5.18}
\]

Evidently, since the time constants for the convergence of the weight vector and output power are determined by the eigenvalues, the eigenvalues are the parameters of most importance and will be most thoroughly studied. Note that unless stated otherwise, time constants will henceforth be used to mean those for the convergence of the output power. The next parameters of importance are obviously the eigenvector power components as they also determine the convergence of the output power. However, contrary to the eigenvalues, they depend on the eigenvector components which depend on the initial weight vector and thus are not so "unique". Furthermore, even if similar theoretical analysis for examining the eigenvalues are applied to analyze the eigenvector components, as in [82], no simple and general deductions can be reached. For these reasons, the eigenvector power components will only be briefly investigated in this chapter by using simulation results which show that these can in fact have quite complex behaviour. Since the detailed convergence behaviour of the weight vector is of relatively little interest, the parameters of least interest are the eigenvectors. However, because of their close link with the eigenvalues, they will also be briefly discussed in the theoretical analysis, but will not be examined from simulation results.

Since the eigenvector power components are proportional to the eigenvalues, it is obvious that long time constants are usually
associated with small eigenvector power components. Thus, though some time constants are very long, their associated eigenvector power components may be so small that even if these components do not converge, the increase in output power is negligible. Clearly, in evaluating the convergence behaviour, the time constants and eigenvalues corresponding to insignificant eigenvector power components should not be considered. In this chapter, the level of significance for the eigenvector power components will, for convenience, be taken as the optimal output power. Furthermore, the term "effective time constants" will be used to refer to those with significant eigenvector power components, while the term "final effective time constant" will be used to mean the longest effective time constant. Evidently, as the effective time constants determine the effective convergence rate of the system, they, especially the final effective one, are of most importance. As will be illustrated in some simulation examples later, it is not surprising that in situations of severe broadband jamming where all the degrees of freedom have to be employed to reject the jammers, the smallest eigenvalues usually determine the final effective time constant. Finally, note that also for convenience, the initial weights are taken to be zero for calculating the eigenvector power components of the power inversion array in this chapter.

5.2.2 Alternative system

Having formulated the convergence behaviour of the Frost system, that for the alternative system will now be discussed. As mentioned in sections 4.1 and 4.7, with the alternative broadband processing, each of the element inputs is first bandpass filtered into $J_{\frac{1}{2}}$ narrowband components. All the element inputs in one
frequency bin are then processed by one narrowband array processor using quadrature weights or with negligible difference, 2-tap delay lines at $1/4f_0$ tap spacing. $J_N$ is therefore the number of weights required per element when the alternative broadband processing is employed. Finally, the outputs from the narrowband processors are combined to give the array output. Note that in practical applications, the outputs from the narrowband processors are most probably not combined but used directly for signal extraction. However, for the purpose of comparing convergence behaviour, the combining of the outputs will be assumed in this chapter so that the array inputs and output in the alternative system are equivalent to those in the Frost system.

For the purpose of comparison, each narrowband processor in the alternative system is taken as employing the stochastic gradient descent algorithm for weight updating. Clearly, the convergence behaviour of the system is a linear combination of that for the narrowband array processors implied in the discussion of the last subsection. Denoting the feedback factor and covariance matrix associated with the mth of the $J_N/2$ narrowband processors by $\alpha_m$ and $R_m$ respectively, the total misadjustment of the system is, using (5.16),

$$M_{wt} = \sum_{m=1}^{J_N/2} \frac{\alpha_m \text{tr} R_m}{2}$$

(5.19)

where, for convenience, the narrowband processors will be taken as using 2-tap delay lines so that $R_m$ is real and has dimension $2(M-1) \cdot 2(M-1)$. Obviously, with receiver noise of $\sigma_0$ per element, the smallest possible eigenvalue associated with each narrowband covariance matrix is $2\sigma_0/J_N$, the receiver noise per element seen by
each processor. Therefore, the set of time constants, \( \{\tau_N\} \), for the convergence of the output power in the alternative system is bounded, using (5.17), by

\[
\{\tau_N\} \leq \max_m \left( \frac{-1}{2\ln(1 - 2\alpha_m s_0/J_N)} \right) \text{ sampling period} \tag{5.20}
\]

where \( \max_f(z) \) denotes the maximum value of the function \( f(z) \) with respect to \( z \). Evidently, for a certain designed misadjustment of (5.19), this bound is minimized if and only if all the feedback factors are equal to say, \( a \). (5.19) is then given by

\[
\frac{J_N/2}{M_w} = a \sum_{m=1}^{N-1} \text{tr} R_m = a(M-1)s_x \tag{5.21}
\]

and because the misadjustment, and so \( s_x \) and \( s_0 \), will be small, (5.20) becomes

\[
\{\tau_N\} \leq B_N \tag{5.22}
\]

where

\[
B_N = \frac{\text{ENR}(N-1)J_N}{4M_w} \text{ sampling period} \tag{5.23}
\]

and \( \text{ENR} \) is the element to receiver noise power ratio. Of course, using the same feedback factor for all the processors does not imply best convergence behaviour in all situations. For instance, if all the jammers are narrowband, faster convergence can result when all the feedback factors corresponding to processors with only receiver noise are zero so that the feedback factors associated with the other processors can be increased, keeping the misadjustment constant. However, in situations where the smallest eigenvalues with significant eigenvector power components in the narrowband processors are roughly equal, using the same feedback factor clearly leads to the minimum final effective time constant and for
simplicity, will be taken to be so in this chapter. Note that since the external environment is not known a priori or measured in any detail, the feedback factor have to be chosen from some ad hoc principles in any case. Finally, it is obvious that the bound $B_N$ is loosely approached when with respect to some of the narrowband processors, some jammers are close together or have very different powers so that the smallest eigenvalues with significant eigenvector power components are not very much greater than that due to only receiver noise.

Summarizing, this section has formulated the convergence behaviour of the Frost system in terms of the eigenvalues, eigenvectors, eigenvector and eigenvector power components. Particularly, the output power converges as a sum of exponentially decaying components, with initial magnitudes given by the eigenvector power components and convergence time constants by and inversely proportional to the eigenvalues. Being a linear combination of that for several 2-tap narrowband Frost systems at different frequency bins, the convergence behaviour of the alternative system has also been discussed, leading to the lower bound of (5.23) for the convergence time constants of the system.

5.3 Decomposition of the Covariance Matrix

From the discussion of the last section, the convergence behaviour of the Frost system can be obtained by investigating the eigenvalues, eigenvectors and eigenvector power components. However, before studying the eigenvalues and eigenvectors theoretically in the next section, this section will first decompose the covariance matrix into forms suitable for subsequent analysis. As in the last chapter, the derivations will be based on expressing the aut-
correlation functions of all the power density spectrums in power series of bandwidth.

In subsection 4.2.1, the autocorrelation function for the power density spectrum of the nth of the N jammers has been derived as a power series given by (4.6) and (4.7). The derivation is of course also applicable to the receiver noise power density spectrum. Therefore, for consistency in notation, the index n in these two equations for the autocorrelation functions will range from 0 to N in this chapter, with n=0 being associated with receiver noise and n=1, ..., N with the nth jammer:

\[ R_n(t) = s_n \sum_{p=0}^{\infty} \frac{(\pi B f_0 t)^p}{p!} \cos(2\pi f_0 t + \frac{\pi p}{2}), \quad n=0, \ldots, N, \quad (5.24) \]

where

\[ M_{pn} = \int_{-1}^{1} S_{0n}(f) f^p df, \quad p=0, \ldots, \infty; \quad (5.25) \]

and \( S_{0n}(f) \) is the spectrum giving the shape of the corresponding power density spectrum.

The derivation of (5.24) clearly indicates that the covariance matrix can also be expressed as a power series of bandwidth:

\[ R = \sum_{p=0}^{\infty} \sum_{n=0}^{N} R_{pn} B^p \]

(5.26)

where \( R_{pn} \) is due to the autocorrelation function \( R_n(t) \) and associated with the pth power of bandwidth. Having derived \( R_{pn} \) as a function of the various parameters by using (5.24), appendix 5.9.1 shows, after some further manipulation, that the \((M-1)J\cdot(M-1)J\) covariance matrix can be expressed as

\[ R = \sum_{g, h=0}^{J/2-1} B_{gh}^{g_0} U_{-g_0} R_{g_0 h} T_{gh} \]

(5.27)
where $R_0^{gh}, g, h = 0, \ldots, J/2 - 1$, of dimension $2(M-1) \cdot 2(M-1)$, and $U_g$, of dimension $(M-1)J \cdot 2(M-1)$, are given as follows. Defining the matrix $\hat{p}_g$, of dimension $J \cdot 2$, as

$$\hat{p}_g = \begin{bmatrix}
(f_0 \tau)^g \cos(2 \pi f_0 T + \frac{\pi}{2}) & -(f_0 \tau)^g \sin(2 \pi f_0 T + \frac{\pi}{2}) \\
(2f_0 \tau)^g \cos(4 \pi f_0 T + \frac{\pi}{2}) & -(2f_0 \tau)^g \sin(4 \pi f_0 T + \frac{\pi}{2}) \\
\vdots & \vdots \\
(Jf_0 \tau)^g \cos(2J \pi f_0 T + \frac{\pi}{2}) & -(Jf_0 \tau)^g \sin(2J \pi f_0 T + \frac{\pi}{2})
\end{bmatrix}, \quad (5.28)$$

$J/2$ mutually orthogonal matrices, of dimensions $J \cdot 2$ and which together span the whole $J$ dimensional vector space, can be obtained by using the Gram-Schmidt orthogonalization process:

$$\hat{u}_g = \hat{p}_0, \quad g = 0$$

$$\hat{u}_g = \frac{1}{|I - \hat{u}_{h-1}(\hat{0}_{h-1}^T \hat{u}_{h-1})^{-1} \hat{0}_{h-1}^T|} \hat{p}_g, \quad g = 1, \ldots, J/2 - 1 \quad (5.29)$$

Note that in this chapter, the vector space or subspace spanned by a matrix refers to that spanned by the columns of the matrix.

Furthermore, as used above, two matrices will be referred to as mutually orthogonal if the subspace of one is orthogonal to that of the other matrix. With (5.28) and (5.29) giving $\hat{u}_g$, $U_g$ is

$$U_g = \begin{bmatrix}
\hat{u}_0 & 0 & 0 \\
\hat{u}_1 & \hat{u}_g & 0 \\
0 & \hat{u}_g & \hat{u}_g \end{bmatrix}, \quad g = 0, \ldots, J/2 - 1 \quad (5.30)$$

Clearly, $U_0$, $U_1$, $\ldots$ and $U_{J/2 - 1}$ are mutually orthogonal and depend only on the tap spacing and number of taps. On the other hand, defining $Q_n$ as
\[
Q_n = \begin{bmatrix}
\cos \phi_n & -\sin \phi_n \\
\sin \phi_n & \cos \phi_n \\
\cos 2\phi_n & -\sin 2\phi_n \\
\sin 2\phi_n & \cos 2\phi_n \\
\vdots & \vdots \\
\cos (M-1)\phi_n & -\sin (M-1)\phi_n \\
\sin (M-1)\phi_n & \cos (M-1)\phi_n \\
\end{bmatrix}, \quad n=1, \ldots, N
\] (5.31)

where

\[
\phi_n = \frac{2\pi f_d \sin \theta}{c} n.
\] (5.32)

and \( c \) is the wave velocity, \( R_{gh}^0 \) is given, after neglecting all higher order terms proportional to the first or higher powers of bandwidth, by

\[
R_{gh}^0 = \sum_{n=0}^{N} s_n M_{ghn}^0 Q_n Q_n^T
\] (5.33)

where as (4.17) of chapter 4, \( M_{ghn}^0 \) is

\[
M_{ghn}^0 = \pi^{g+h} \frac{1}{g! h!} \int_{-1}^{1} S_n(f) f^{g+h} df.
\] (5.34)

Obviously, in contrast to \( U_g \), \( R_{gh}^0 \) as given depends on the environment and is independent of the array parameters of bandwidth, tap spacing and number of taps. Specifically, it is symmetrical and is the covariance matrix for an ideal narrowband array in the same environment except with the power \( s_n \) multiplied by the factor \( M_{ghn}^0 \).

As used in this chapter, an ideal narrowband array means a 2-tap, \( 1/4 f_0 \) tap spacing array with zero bandwidth. Also shown in appendix 5.9.1, \( R_{gh}^0 \) satisfies, exactly,

\[
R_{gh}^0 = R_{hg}^0 T.
\] (5.35)

As described above, (5.27) is interesting because the covariance matrix has been separated essentially into two parts - that
due to the environment and the array. To decompose the covariance matrix into a more useful form, note that (5.27) can be written in matrix form as

\[
R = \begin{bmatrix}
    U_0^T & T_{R_0} & \cdots & T_{R_{J/2-1}} \\
    B U_1^T & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    B^{J/2-1} U_{J/2-1}^T & R^0_{J/2-1} & \cdots & R^0_{J/2-1}
\end{bmatrix} \begin{bmatrix}
    U_0^T \\
    B U_1^T \\
    \vdots \\
    B^{J/2-1} U_{J/2-1}^T
\end{bmatrix} \tag{5.36}
\]

From (5.35), the second matrix factor is obviously symmetrical. Furthermore, since the covariance matrix is positive definite and so has full rank even when only receiver noise is present, this matrix factor also has full rank and thus, with similar arguments leading to (4.30) in subsection 4.2.2, can be decomposed as

\[
\begin{bmatrix}
    R^0_{R_0} & \cdots & R^0_{R_{J/2-1}} \\
    0 & 0 & \cdots & 0 \\
    0 & 0 & \cdots & 0 \\
    B^{J/2-1} & 0 & \cdots & 0
\end{bmatrix}
= \begin{bmatrix}
    (R^0_{R_0})^{-1} \\
    \vdots \\
    \vdots \\
    (R^0_{R_{J/2-1}})^{-1}
\end{bmatrix}
\tag{5.37}
\]

where

\[
R^p_{gh} = R^p_{gh} - R^p_{gh} (R^p_{gh} R^p_{gh} - 1 R^p_{gh} - 1 R^p_{gh} - 1)^T, \quad p=1, \cdots, J/2-1.
\tag{5.38}
\]
Note that the full rank of the l.h.s. of (5.37) is essential to guarantee that $R_{pp}^{p}$, $p=1, \cdots, J/2-1$, has full rank and so an inverse. Substituting (5.37) into (5.36) then gives, finally,

$$R = \sum_{p=0}^{J/2-1} E^2 p y_p (R_{pp}^{p})^{-1} y_p^T$$  \hspace{1cm} (5.39)

where

$$v_p = \sum_{g=p}^{J/2-1} E^2 g y_{g} R_{gp}^{p}. \hspace{1cm} (5.40)$$

The significance of the decomposition, expressed by (5.39) and (5.40), of the covariance matrix in terms of eigenvalues and eigenvectors will be discussed in the next section.

Summarizing, by using the power series in bandwidth of the autocorrelation functions of (5.24), the covariance matrix has been formulated in the form of (5.26) in appendix 5.9.1. The formulation leads to the elegant expression of (5.27) which is then decomposed to give (5.39).

5.4 Eigenvalues and Eigenvectors from Theoretical Analysis

Having decomposed the covariance matrix into elegant forms in the last section, this section will investigate theoretically for small bandwidth the implication of the decomposition on the eigenvalues and eigenvectors. In the process, the lower bound on the convergence time constants of the Frost system will be obtained and compared with (5.21) of the alternative system. Note that since the eigenvectors are not of much importance, the analysis will be biased towards the eigenvalues. In particular, only the eigenvalues will be addressed in the important theorems to be derived.

5.4.1 General structure

Firstly, this subsection will discuss the general structure
of the eigenvalues and eigenvectors. The decomposition expressed by (5.39) is elegant and interesting because the covariance matrix is decomposed as a sum of \( J/2 \) matrices, each having rank \( 2(M-1) \) equal to the dimension of \( R^p_{pp} \), \( p=0,\cdots,J/2-1 \), and with the covariance matrix being positive definite, being positive semi-definite. Furthermore, from (5.40) with \( U_0 \), \( U_1 \), \( \cdots \) and \( U_{J/2-1} \) being mutually orthogonal, the matrix product \( V^p_T V_q \), \( p\neq q, p,q=0,\cdots,J/2-1 \), is proportional to at least \( B \) even though the multiplying matrices are proportional to only \( B^0 \). Therefore, for small bandwidth, \( V_0 \), \( V_1 \), \( \cdots \) and \( V_{J/2-1} \) will also become mutually orthogonal. Evidently, for the purpose of determining the eigenvalues and eigenvectors in a first order approximation, terms proportional to the first and higher powers of bandwidth in (5.40) for \( V_p \) can be neglected so that (5.39) becomes

\[
R = \sum_{p=0}^{J/2-1} B^{2p} U^p R^p U^T . \tag{5.41}
\]

With \( R^p_{pp} \), given in terms of (5.33) and (5.38), being roughly independent of bandwidth, the general structure of the eigenvalues implied by this equation can then be summarized by

The eigenvalues of the covariance matrix can be divided into \( J/2 \) sets. The \( 2(M-1) \) eigenvalues in the \( i \)th set are given by the nonzero eigenvalues of \( B^{2(i-1)} U_{i-1} R_{i-1}^{i-1} U_{i-1}^T \) and are thus proportional to \( B^{2(i-1)} \).

The associated eigenvectors in the \( i \)th set are obviously given by the corresponding eigenvectors of \( U_{i-1} R_{i-1}^{i-1} U_{i-1}^T \) and thus together span the same subspace as that spanned by \( U_{i-1} \). Since the spectrum \( S_{On}(f) = n=0,\cdots,N \), is normalized to have area 1 and so \( M^0_{00n} \), given by (5.34), equals 1, (5.42a) can be supplemented by
The first set of eigenvalues, as determined by
$$\sum_{n=0}^{N} a_n Q_n^T U_0^T$$
is independent of the jammers' spectrums (5.42b)
and is the same as that should all the noise processes be
ideally narrowband, that is, have zero bandwidth.

This is clearly also true for the first set of eigenvectors.

5.4.2 At $1/4f_0$ tap spacing

Having deduced the general structure of the eigenvalues and
eigenvectors, this subsection will discuss in more detail the case
when the tap spacing is $1/4f_0$. This tap spacing is of most inter­
est because, as may be expected intuitively and demonstrated later,
it is associated with the spread of eigenvalues being a minimum
and so better convergence behaviour of the Frost system. Further­
more, the preprocessor to be discussed in section 5.6 is particular­
ly simple and easy to implement at this tap spacing.

Before applying the particular condition of $1/4f_0$ tap spaci­
ng, however, the eigenvalues and eigenvectors of $R_{gh}^p$, $p=0,\ldots,J/2-1$,$
g,h=p,\ldots,J/2-1$, will first be discussed. As mentioned in section
5.3, $R_{gh}^0$ has the form of the covariance matrix for an ideal narro­
wband array. Thus, as shown in appendix 5.9.2, it is not surpris­
ing that the polar decomposition of $R_{gh}^p$, given by (5.33) and (5.38),
can in general be expressed as

$$R_{gh}^p = s_0^p \cdot E^p \cdot E^p + \sum_{n=1}^{N} c_{ghn}^p c_{ghn}^p$$

which also has the same form as that for the covariance matrix of
an ideal narrowband array. Specifically, there are $N+1$ distinct
eigenvalues, $s_{gh1}^p, s_{gh2}^p, \ldots, s_{ghN}^p$ and $s_0^p$, whose associated ei­
genvectors are given by the columns of $C_{gh1}^p, C_{gh2}^p, \ldots, C_{ghN}^p$ and $E$
respectively. The first $N$ eigenvalues, each having multiplicity
2, are due to the jammers and receiver noise. Their associated eigenvectors together span the same subspace as that spanned together by $Q_1, Q_2, \ldots$ and $Q_N$. The last eigenvalue, due only to receiver noise, has $2(M-N-1)$ associated eigenvectors which, spanning the complimentary subspace, are independent of $p$, $g$ and $h$. Note that $M^0_{gh0}$ is given by (5.34), while as (4.31), $M^p_{gh0}, p=1, \ldots, J/2-1$, is obtained from $M^0_{gh0}$ by

$$M^p_{gh0} = M^{p-1}_{gh0} - \frac{M^{p-1}_{gh0}}{M^{p-1}_{gh0}} \frac{N^p_{gh0}}{N^{p-1}_{gh0}} g, h=p, \ldots, J-1.$$ \hspace{1cm} (5.44)

Consider now the relationship between the eigenvalues and eigenvectors of $R^p_{pp}$, $p=0, \ldots, J/2-1$, with those of $U R^p_{pp} U^T$. Clearly, there is no simple relationship unless, with $u^2_p$ representing a positive scalar constant,

$$U_p^T U_p = u^2_p I$$ \hspace{1cm} (5.45)

so that when $z$ is an eigenvalue of $R^p_{pp}$ with $Z$ as the associated normalized eigenvector, $U_p Z/u_p$ will be a normalized eigenvector of $U_p R^p_{pp} U_p^T$ corresponding to an eigenvalue $u^2_p z$. Therefore, if (5.45) is valid, the polar decomposition of the covariance matrix can be written, from (5.41) and (5.43), as

$$R = \sum_{p=0}^{J/2-1} \left[ s_0 u^2_p B^2 \rho_p U_p^E \frac{U_p E}{u_p} \right]^T$$ \hspace{1cm} (5.46)

$$+ \sum_{n=1}^{N} u^2_p B^2 \rho_p U_p C^p \frac{U_p C^p}{u_p} \left( \frac{U_p C^p}{u_p} \right)^T$$

where the columns of the matrices within the curved brackets give the normalized eigenvectors. As may be expected intuitively, it will be demonstrated later in subsection 5.4.4 that over the tap spacing of interest, (5.45) and so (5.46) are valid at only $1/4f_0$.
tap spacing. Thus, the structure of the eigenvalues can be summarized, in addition to (5.42), by

At 1/4f₀ tap spacing, each set of eigenvalues has structure very similar to that for an ideal narrowband array. Specifically, there are N+1 distinct eigenvalues in the ith set. The largest N distinct eigenvalues, each of multiplicity 2, are due to the jammers and receiver noise.

The smallest eigenvalue, of value \( s_0^{M_i-1} 2^2(i-1) \), has multiplicity 2(M-N-1) and is due to only receiver noise.

Note that the smallest distinct eigenvalue is due to only receiver noise because the presence of the jammers can only lead to the eigenvalues having larger values. As can be seen from (5.46), the eigenvectors in the ith set also have structure very similar to that for an ideal narrowband array. As (5.42a), (5.47a) can be supplemented, from (5.42b) and (5.45), by

At 1/4f₀ tap spacing, the first set of eigenvalues are given by that of \( \sum_{n=0}^{N} s_n Q_n Q_n^T \), the covariance matrix for an ideal narrowband array in the same environment, multiplied by \( u_0^2 \).

Obviously, pre-multiplying the eigenvectors of \( \sum_{n=0}^{N} s_n Q_n Q_n^T \) by \( u_0^2/u_0 \) also gives the corresponding eigenvectors in the first set.

5.4.3 When all the jammers' spectrums are flat and the tap spacing is 1/4f₀

As discussed in section 4.3, the case when the jammers have flat spectrums is physically of most significance and interest and will now be treated. When all the jammers have the same spectrum as receiver noise, \( R_{gh}^O \), \( g,h=0,\ldots,J/2-1 \), becomes, from (5.33),

\[
R_{gh}^O = \frac{1}{M_0} \sum_{n=0}^{N} s_n Q_n Q_n^T.
\]
Substituting into (5.38), \( R_{gh}^{1}, g,h=1, \cdots, J/2-1 \), is thus

\[
R_{gh}^{1} = (M_{gh0}^{0} - \sum_{n=0}^{N} s_n Q_n Q_n T) M_{gh0}^{0} = M_{gh0}^{1}\sum_{n=0}^{N} s_n Q_n Q_n T
\]

(5.49)

where \( M_{gh0}^{1} \) can be obtained from (5.44). Substituting into (5.38) again and so on therefore yields

\[
R_{gh}^{P} = M_{gh0}^{P}\sum_{n=0}^{N} s_n Q_n Q_n T, \quad p=0, \cdots, J/2-1, \quad g,h=p, \cdots, J/2-1.
\]

(5.50)

where \( M_{gh0}^{P} \) is given by (5.34) and (5.44). (5.41) then becomes

\[
R = \sum_{p=0}^{J/2-1} M_{pp0}^{P}B_{p}^{2}U_{p}^{T}\left( \sum_{n=0}^{N} s_n Q_n Q_n T \right) U_{p}^{T}.
\]

(5.51)

Again, except (5.42), no simple deduction can be made regarding the eigenvalues and eigenvectors of the covariance matrix from this equation unless the tap spacing is J/4f0 and (5.45) is valid so that (5.47) can be further supplemented by

If, in addition to J/4f0 tap spacing, all the jammers also have flat spectrums, the similarity in structure between the ith set of eigenvalues and that for an ideal narrowband array is even more prominent. Specifically, the ith set of eigenvalues is equal to that of \( \sum_{n=0}^{N} s_n Q_n Q_n T \), the covariance matrix for an ideal narrowband array in the same environment, multiplied by \( u_{i-1}^{2}, M_{i-1}^{1} \), \( i-1 \), \( 0^{2(i-1)} \).

Clearly, pre-multiplying the eigenvectors of \( \sum_{n=0}^{N} s_n Q_n Q_n T \) by \( U_{i-1}^{1} \), \( u_{i-1}^{1} \) also gives the corresponding eigenvectors in the ith set.

5.4.4 When only receiver noise is present

Having discussed the eigenvalues and eigenvectors of the covariance matrix in general and in the specific situations of most interest, the case when only receiver noise is present will now be considered. This trivial case is of importance because it leads
to the derivation of the lower bound on the convergence time constants of the Frost system. Comparison with the corresponding bound of (5.23) for the alternative system can then be made.

With only receiver noise present, (5.51) becomes

\[
R = \sum_{p=0}^{J/2-1} s_0 u_p^T B^2 u_p^T \sum_{p=0}^{J/2-1} u_p^T u_p
\]

(5.53)

Note that the nonzero eigenvalues of \(u_p^T \hat{u}_p\), \(p=0, \ldots, J/2-1\), are equal to those of \(u_p^T u_p\) which, from (5.30), is

\[
\begin{bmatrix}
\hat{u}_p^T & 0 \\
0 & \hat{u}_p^T
\end{bmatrix}
\]

(5.54)

Clearly, with (5.28) and (5.29) giving \(\hat{u}_p^T u_p\) has only two distinct eigenvalues equal to that of the 2x2 matrix \(\hat{u}_p^T \hat{u}_p\). Thus, from (5.53), it can be deduced that

When only receiver noise is present, there are only two distinct eigenvalues in the \(i\)th set of eigenvalues. They equal \(s_0 u_1^i \cdot (i-1) 0^2 (i-1)\) and \(s_0 u_2^i \cdot (i-1) 0^2 (i-1)\) \(0^2 (i-1)\) where \(u_1^i\) and \(u_2^i\) are the large and small eigenvalues of \(\hat{u}_p^T \hat{u}_p\) respectively.

Obviously, since the presence of the jammers can only lead to larger eigenvalues, the eigenvalues in the \(i\)th set cannot be smaller than \(s_0 u_2^i \cdot (i-1) 0^2 (i-1)\). Therefore, the set of convergence time constants, \(\{\tau_p\}\), for the Frost system is bound, using (5.18), by

\[
\{\tau_p\} \leq B_p
\]

(5.56)

where

\[
B_p = \frac{\text{tr} R}{4 s_0 u_2 J/2-1 B^2 u_2 J/2-1}
\]
From (5.42) and the polar decomposition of (5.43), it is obvious that only two degrees of freedom in each set of eigenvalues can be associated with the rejection of the same jammer. Clearly, unless at least one of the jammers is so broadband that \( J \) degrees of freedom, the maximum designed for each jammer, are required for its rejection and thus at least one eigenvalue in each, including the last, set has significant eigenvector power component, the bound \( B_p \) will not be approached by the final effective time constant.

Of course, even if the jamming is broadband, the smallest eigenvalue in the last set with significant eigenvector power component may still be considerably larger than the smallest possible eigenvalue and the bound still not closely approached. These arguments illustrate that the bound \( B_p \) is only very loosely approached in a few broadband jamming situations.

Fig. 5.1 shows graphs of \( u_{1p} M_p^p \) and \( u_{2p} M_p^p \) against tap spacing for arrays with 2-8 taps. Evidently, at \( 1/4f_0 \) tap spacing, the separation between the curves is at a minimum. This of course indicates that the spread of eigenvalues at this tap spacing is also at a minimum as mentioned in subsection 5.4.2. Also, note that only at this tap spacing, \( u_{1p} M_p^p \) is equal to \( u_{2p} M_p^p \). This implies that the 2×2 matrix \( U_p^p \) has only one distinct eigenvalue and hence equal to \( u_{1p} I \) or \( u_{2p} I \), indicating that at only \( 1/4f_0 \) tap spacing with \( u_p^2 \) given by \( u_{1p} \) or \( u_{2p} \), (5.45) is valid as mentioned in subsection 5.4.2. Obviously, the curves associated with \( u_{2J/2-1} M^J/2-1 \) on which the bound \( B_p \) depends, are the most important and can be seen to decrease with increasing slope as the tap spacing deviates from \( 1/4f_0 \).
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Fig. 5.1 Graphs of $u_{1p}^{M^p}$ and $u_{2p}^{M^p}$, $p=0, \ldots, J/2-1$, against tap spacing for arrays with 2-8 taps. With (5.55), $u_{1p}^{M^p}$ and $u_{2p}^{M^p}$ give the eigenvalues of the covariance matrix should only receiver noise be present.
From (5.23) and (5.57), the ratio \( B_F / B_N \) is

\[
\frac{B_F}{B_N} = \frac{J}{J_N B^{J-2} u_2^{J/2-1} M^{J/2-1} J/2-1 0}
\]

and can be used as a crude measure for comparing the convergence behaviour of the Frost and alternative system. Although \( B_F \) and \( B_N \) are lower bounds for the convergence time constants in the two systems and as discussed previously, are only loosely approached by the final effective time constants in a few situations, their ratio has greater physical significance. Consider the most interesting case when the tap spacing is \( 1/4 f_0 \) and all the jammers have flat spectrums. Obviously, all the narrowband processors in the alternative system will see the same set of eigenvalues which, from (5.52), is also the same, apart from a scaling factor, as the \( J \)th set of eigenvalues in the Frost system. Since the bounds \( B_F \) and \( B_N \) are obtained from the smallest eigenvalues due to only receiver noise, the ratio \( B_F / B_N \) gives the ratio of any time constant due to the last set of eigenvalues in the Frost system to that due to the corresponding eigenvalue in the alternative system. Therefore, if the jamming is so broadband that at least one eigenvalue in each set in the Frost system has significant eigenvector power component, the ratio \( B_F / B_N \) will give the ratio of the final effective time constants of the two systems, when the eigenvalues determining these time constants also correspond with each other. Of course, even when the tap spacing is changed, this will still be true if the eigenvalue determining the final effective time constant in the Frost system changes in the same manner as \( u_2^{J/2-1} M^{J/2-1} J/2-1 0 \) changes. There are evidently many other situations, for example, when all the jammers are narrowband so that only the first set of eigenvalues in the Frost system has significant eigenvector power.
components, in which the ratio $B_F/B_N$ has no physical significance. However, in situations of broadband jamming where at least one eigenvalue in the last set in the Frost system has significant eigenvector power component, it has been found from simulation results (some to be presented in the next section) that, in general, the ratio $B_F/B_N$ can usually be used to give an order of magnitude for the ratio of the final effective time constants. This is not surprising because as implied in earlier discussion, the ratio in these situations is mainly due to the separation between the last set of eigenvalues in the Frost system and the sets of eigenvalues seen by the narrowband processors in the alternative system. Having discussed the physical significance of the ratio $B_F/B_N$ which illustrates its suitability for very roughly comparing the convergence behaviour of the two systems, fig. 5.2 shows graphs of this ratio against bandwidth for the designed MENR of 20 and 40 dB at $1/4f_0$ tap spacing. The number of taps for the Frost system and the number of narrowband processors for the alternative system are obtained from (4.56b,c), (4.58) and (4.60) with the operation $\lceil J \rceil$ neglected for convenience. Furthermore, interpolation has been used to determine $u_2 J/2-1$ when $J/2$ so obtained is not an integer. From the figure, the ratio $B_F/B_N$ increases drastically with MENR and for bandwidth greater than about 5%, increases roughly exponentially with bandwidth. As can be deduced from (5.58) and fig. 5.1, the ratio has even larger values at tap spacing other than $1/4f_0$. The slow convergence of the Frost relative to the alternative system is clearly illustrated by the figure. For example, for MENR and bandwidth greater than 20 dB and 20% respectively, the final effective time constant of the Frost system can be 10 times or more larger than that of the alternative system.
Fig. 5.2 Graphs of $B_F/B_N$ against bandwidth for 20 and 40dB MENR at $1/4f_0$ tap spacing. $B_F$ and $B_N$ are the lower bounds for the convergence time constants in the Frost and alternative system respectively. Very roughly, their ratio gives the ratio of the final effective time constants of the two systems in broadband jamming environments.

Summarizing, this section has studied the structure of the eigenvalues and eigenvectors of the covariance matrix theoretically for small bandwidth. Using the elegant (5.39) for the covariance matrix, the elegant structure of the eigenvectors and, summarized by (5.42), (5.47) and (5.52), the eigenvalues is obtained. Briefly, the $(M-1)J$ eigenvalues can be divided equally into $J/2$ sets, those in the $i$th set being proportional to the $2(i-1)$th power of bandwidth. Moreover, if the tap spacing is $1/4f_0$, corresponding to the spread of eigenvalues being a minimum, each set of eigenvalues and eigenvectors is very similar to that for an ideal narrowband array. The similarity is even more pronounced if, in addition, all the jammers have flat spectrums. Finally, by studying the situation when only receiver noise is present, the lower bound of
(5.57) for the convergence time constants is obtained. The ratio of this bound to the corresponding bound of (5.23) for the alternative system gives very roughly the ratio of the final effective time constants of the two systems in broadband jamming environments where at least one eigenvalue in the last set of eigenvalues in the Frost system has significant eigenvector power component. This ratio shows that the Frost system can be considerably slower than the alternative system.

5.5 Eigenvalues and Eigenvector Power Components from Simulation Results

The convergence behaviour of the output power of the Frost system has been formulated in terms of the eigenvalues and eigenvector power components in subsection 5.2.1. The structure of the eigenvalues and eigenvectors has been investigated in the last section theoretically for small bandwidth. To study the convergence behaviour in more detail, this section will investigate the eigenvalues and eigenvector power components by using some typical simulation results so as to verify the important theoretical deductions and obtain more insight.

Fig. 5.3a shows graphs of eigenvalues and optimal output power against bandwidth for a 3-element, 4-tap, $\frac{1}{4}f_0$ tap spacing array with -20dB receiver noise. Two jammers both of powers -3dB with flat spectra arrive from -20° and -60°. Note that the bandwidth axis is log-scaled. Clearly, there are 2 sets of 4 eigenvalue curves with 0 and 20dB per decade gradients, indicating that in agreement with (5.42), there are 2 sets of 4 eigenvalues proportional to $B^0$ and $B^2$ respectively. Furthermore, the structure of the eigenvalues is also in agreement with (5.47) and (5.52) which are also
Fig. 5.3a Eigenvalues and optimal output power
Fig. 5.3b Eigenvector power components

Fig. 5.3 Graphs of eigenvalues, eigenvector power components and optimal output power against bandwidth for a 3-element, 4-tap, $1/4f_0$ tap spacing array. The receiver noise is -20 dB and two jammers, both of power -3 dB and having flat spectrums, arrive from $-20^\circ$ and $-60^\circ$. 
applicable in this situation. In particular, corresponding eigenvalues in the two sets can be calculated, using (5.52) with \( u_0^{2,M_{000}} \) and \( u_1^{2,M_{110}} \) given by the graphs of fig.5.1b at \( 1/4f_0 \) tap spacing, to differ by 26dB at 10% bandwidth. This agrees with that obtained from the figure to within 1dB. Fig.5.3b shows graphs of eigenvector power components in this situation. Comparing with fig.5.3a shows that, for bandwidth less than about 10%, corresponding curves in the two figures have the same gradient. This indicates that, for small bandwidth, all the eigenvector components are independent of bandwidth. For larger bandwidth, the eigenvector power components can be seen to have more complex behaviour. From fig.5.3a, the performance of the array to reject the jammers obviously starts to deteriorate as the optimal output power begins to increase drastically at about 30% bandwidth, in agreement with the value calculated from (4.56b,c) and (4.58) for a MENR of 20dB. For bandwidth below this value but above about 20%, eigenvector power component 1 in fig.5.3b can be seen to be greater than and hence significant compared with the optimal output power of about -15dB. For bandwidth within this region when, obviously, the jamming is broadband and all the degrees of freedom are directed towards rejecting the jammers, the final effective time constant is therefore determined by eigenvalue 1, one of the smallest eigenvalues, and using (5.18) and fig.5.3a, is roughly 3000 sampling period at 25% bandwidth and 10% misadjustment. From (4.56b,c) and (4.60), 3 narrowband processors are needed in the alternative system at 25% bandwidth and 20dB MENR. With all the jammers having flat spectrums in this environment, the eigenvalues seen by the narrowband processors are clearly the same, apart from a scaling factor, as the eigenvalues
in the first set and all have significant eigenvector power components. The ratio of the trace of the covariance matrix to the smallest eigenvalue in each processor is thus about 10 (twice the largest divided by the smallest eigenvalue in the first set). Therefore, using (5.18) with the misadjustment for each processor being 10/3% so that the total misadjustment is equal to that of the corresponding Frost system, the final effective time constant of the alternative system is roughly 75 sampling period. The Frost system is hence effectively about 40 times slower than the alternative system in the environment considered. The significance of the ratio $R_F/B_N$ from (5.58) and fig.5.1b, of about 30 is thus illustrated, although the bound $R_F$ can be calculated from (5.57) and fig.5.1b to be about 80000 sampling period, 30 times greater than the corresponding final effective time constant. Of course, for bandwidth smaller than about 10%, only the first set of eigenvalues will have significant eigenvector power components and two degrees of freedom per jammer are sufficient to well reject the jammers. Clearly, in such effectively narrowband situations, $R_F$ and $R_F/B_N$ will be too large and do not have much physical significance as the effective time constants of the two systems will not be very different.

Fig.5.4 shows the results obtained when the tap spacing is changed to $1/6f_0$, all the other parameters being the same as that of fig.5.3. Obviously, the theoretical eigenvalue structure of (5.42) can be seen to be still valid, although the more simpler structure of (5.47) and (5.52) are now inapplicable. Comparing fig.5.4a with 5.3a indicates the theoretical deduction that as the tap spacing deviates from $1/4f_0$, the spread of eigenvalues increases. Comparing fig.5.4b with 5.3b shows that the eigenvector pow-
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Fig. 5.4 Graphs of eigenvalues, eigenvector power components and optimal output power against bandwidth for the situation of fig. 5.3 except with the tap spacing being changed to $1/6f_0$ instead.
er component curves have more complex behaviour, although for small bandwidth, they still have the same gradient as the corresponding eigenvalue curves. Indicating again that the eigenvector components are independent of bandwidth, this has been found from other simulation results to be the case whenever there is no extra spatial degree of freedom and all the jammers' spectrum have even symmetry. Since the eigenvector power component 1 and optimal output power curves of fig.5.4 are roughly equal to those of fig.5.3, the final effective time constant will still be determined by the smallest eigenvalue, eigenvalue 1, for bandwidth between 20 and 30% when the jamming is broadband and all the degrees of freedom have to be employed to reject the jammers. With eigenvalue 1 about 10 dB below that of fig.5.3a, the final effective time constant is thus roughly 30000 sampling period, 10 times more than the corresponding value calculated at 1/4f₀ tap spacing, at 25% bandwidth and 10% misadjustment. Therefore, effectively, the Frost system is now about 400 times slower than the alternative system. From (5.57), (5.58) and fig.5.1b again, the ratio B_F/B_N is about 300, even though the bound B_F is roughly 1000000 sampling period, 30 times greater than the final effective time constant. Moreover, for bandwidth less than about 10%, the effective time constants will be due to the first set of eigenvalues and so will not be very different from those of the alternative system. Evidently, the same deductions as in the last example can be reached.

Fig.5.5 shows the same set of graphs as fig.5.3 when the external environment consists of only one jammer of power 0 dB at -20° and having inverted-triangular spectrum, all the other parameters being the same as that of fig.5.3. For bandwidth below about 10%, the eigenvalue curves can again be seen to agree with the theoret-
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Fig. 5.5 Graphs of eigenvalues, eigenvector power components and optimal output power against bandwidth for the situation of Fig. 5.3 except that the external environment now consists of only one jammer of power 0 dB with inverted-triangular spectrum arriving from $-20^\circ$. 
ical description of (5.42) and (5.47), with eigenvalues 1, 2, 5 and 6 being due to only receiver noise and the other eigenvalues due to the jammer and receiver noise. However, as the bandwidth increases and eigenvalue curves 3 and 4 are about to meet with curves 5 and 6, the "roles" of eigenvalues 3 and 6 start to change over. Eventually, the former, becoming proportional to $B^2$, is one of the first set of eigenvalues and is due to only receiver noise, while the latter, becoming proportional to $B^2$, is one of the second set of eigenvalues and is due to the jammer and receiver noise. Moreover, the gradient of eigenvalue curve 1 begins to increase to 40dB per decade eventually. Overall, the net effect is that one of the smallest eigenvalues proportional to $B^2$ has become proportional to $B^4$. Generally, it can be proved that for large bandwidth, some small eigenvalues proportional to large even powers of bandwidth may become increasing faster with still larger even powers of bandwidth. Comparing fig.5.5a with 5.3a and 5.4a, the more complex behaviour of the eigenvalues can be seen to be due to the wide range of eigenvalues within each set of eigenvalues, relative to the separation between adjacent sets of eigenvalues. Clearly, this will be the case if say, the jammers have very different powers, some of the jammers are closed together or the spatial degrees of freedom are not fully utilized. Regarding fig.5.5b, the eigenvector power components obviously have much more complex behaviour than that of figs.5.3b and 5.4b. For small bandwidth, components 5, 6 and 7, 8 can be seen to be proportional to $B^4$ and $B^0$ respectively, while the other components are proportional to $B^2$. From the small bandwidth behaviour of the eigenvalues, this implies that all the eigenvector components are proportional to at least $B^0$. Generally, this can be proved to be so for a 4-tap
array if all the jammers' spectrums have even symmetry. By exami-
ning the curves in fig.5.5 and using similar arguments as in the
last two examples, the same deductions discussed regarding $B_F$, $B_F/B_N$ and the effective time constants can once more be obtained for
this example. In general, when the jamming is broadband so that
at least one eigenvalue in the last set has significant eigenvector
power component, the ratio $B_F/B_N$ has been found to be relevant for
comparing the convergence behaviour of the two systems. Specific-
ally, in most of such situations, the ratio gives at least an order
of magnitude for the ratio of the final effective time constants,
even though $B_F$ and actually, $B_N$ may only be very loosely approach-
ed. However, in the other extreme when the jamming is effectively
narrowband so that only the first set of eigenvalues has signific-
ant eigenvector power components, $B_F/B_N$ and $B_F$ will certainly be
too large and have no physical relevance as the effective time co-
stants of the two systems will not be very different. Of course,
if the number of taps and thus number of sets of eigenvalues is
large, there exist other intermediate cases as well.
Fig. 5.6 Graphs of eigenvalues against bandwidth for the situation of Fig. 5.5 except with the spectrum having half-flat spectrum instead.

Fig. 5.7 Graphs of eigenvalues against bandwidth for a 4-element, 4-tap, 1/6f₀ tap spacing array with -20 dB receiver noise. Only one jammer of power 0 dB and having triangular spectrum arrives from -60°.
Finally, fig. 5.7 shows graphs of eigenvalues against bandwidth for a more complex 4-element, 4-tap, \( \frac{1}{6}f_0 \) tap spacing array with -20dB receiver noise. Only one jammer of power OdB and having triangular spectrum is present at -60°. Again, for small bandwidth, the behaviour of the eigenvalues as described by (5.42) can be seen. Also, as fig.5.4a, the spreading out of the eigenvalues at tap spacing other than \( \frac{1}{4}f_0 \) can be observed. In particular, although the number of spatial degrees of freedom is more than the number of jammers, it is obvious from the structure of the eigenvalues that no eigenvalue due to only receiver noise exists. Evidently, at \( \frac{1}{4}f_0 \) tap spacing, the eigenvalues have the minimum spread and with (5.47) and possibly, (5.52) applicable, the simplest structure. Though more complex, the behaviour of the eigenvalues at large bandwidth is essentially the same as that discussed for fig.5.5a.

Summarizing, this section has investigated the eigenvalues and eigenvector power components using some typical simulation results obtained. The important theoretical deductions of the last section have been verified. Specifically, the structure of the eigenvalues as described by (5.42), (5.47) and (5.52) is valid to bandwidths of tens of percents depending on the environment. Also, the eigenvalues have minimum spread and so the Frost system has best convergence behaviour at \( \frac{1}{4}f_0 \) tap spacing. Most importantly, the relevance of the ratio \( B_p/B_N \) for very roughly comparing the final effective time constants of the Frost and alternative system in broadband jamming environments is illustrated. Regarding the eigenvector power components, the results show that they can have quite complex behaviour, even for small bandwidth.
5.6 Theoretical Derivation and Consequences of the Preprocessor

Because of the elegance of (5.27) for the covariance matrix derived in appendix 5.9.1 and discussed in section 5.3, it is possible to construct a matrix preprocessor which, being independent of the external environment, transforms the inputs so that they become partially "block" decorrelated. Therefore, if the stochastic gradient descent algorithm is applied to these transformed inputs instead, resulting in what will be referred to as the "preprocessed Frost system", much better convergence behaviour will be obtained. This section is concerned with the theoretical derivation and consequences of the preprocessor. In the process, the lower bound for the convergence time constants of the preprocessed Frost system will be derived and compared with that of the alternative system. Note that the derivation of the preprocessor will be general, although the analysis of its consequences will be based on the assumption of small bandwidth.

5.6.1 Derivation of the preprocessor

Firstly, the preprocessor will be derived in this subsection. As its name implies, the preprocessor derives a transformed set of inputs from linear combinations of the original inputs. Of course, for the power inversion array of fig.4.1, only the inputs from element 2 to M are of concern to the preprocessor as only these are weighted. Therefore, denoting \( \tilde{x}_m(k), m=1, \ldots, (M-1)J \), as the mth transformed input, the transformed input vector, defined as

\[
\tilde{x}(k) = [\tilde{x}_1(k) \; \tilde{x}_2(k) \; \cdots \; \tilde{x}_{(M-1)J}(k)]^T,
\]

(5.59)

is obtained from the input vector by

\[
\tilde{x}(k) = L^T x(k)
\]

(5.60)
where $L$ is a $(M-1)J \times (M-1)J$ matrix representing the transformation preprocessing. For convenience, the term preprocessor will also be used to refer to the matrix $L$. Obviously, the array output is given by

$$y(k) = x_0(k) + W(k)^T \bar{x}(k)$$  \hspace{1cm} (5.61)

should the preprocessor be used. Thus, with stochastic gradient descent algorithm used for updating the weights to minimize output power, the preprocessed Frost system will have similar characteristics and behaviour as for the Frost system. In particular, the discussion in subsection 5.2.1 for the Frost system will also be valid for the preprocessed Frost system if the covariance matrix and vector are replaced by the transformed covariance matrix and vector, defined as

$$\bar{R} = \bar{x}(k) \bar{x}(k)^T$$  \hspace{1cm} (5.62)

and

$$\bar{R}_0 = x_0(k) \bar{x}(k)$$  \hspace{1cm} (5.63)

respectively. Furthermore, the discussion of the last chapter does not depend on whether the preprocessor is employed or not. Note that by substituting (5.60), the transformed covariance matrix and vector are related to the covariance matrix and vector by

$$\bar{R} = L^T R L$$  \hspace{1cm} (5.64)

and

$$\bar{R}_0 = L^T R_0.$$  \hspace{1cm} (5.65)

As discussed in previous sections, the eigenvalues of the covariance matrix determines the convergence time constants of the Frost system and are therefore of particular importance. This is
of course also true for the preprocessed Frost system. Obviously, from (5.64), the eigenvalues of the transformed covariance matrix will be different from those of the covariance matrix. It is thus of great interest to see if by choosing the preprocessor suitably, the spread of eigenvalues can be substantially reduced, resulting in the preprocessed Frost system having much better convergence behaviour. In the following discussion, it is convenient to view the preprocessor as consisting of three component preprocessors in series:

\[ L = FGD \]  

(5.66)

where \( F, G \) and \( D \) represent and will be referred to as the first, second and third component preprocessors respectively.

Substituting (5.66) into (5.64), the transformed covariance matrix is

\[ \tilde{R} = D^T G^T F^T R F G D. \]  

(5.67)

Consider now the purpose of the first component preprocessor \( F \).

Partitioning \( F \), which has dimension \((M-1)J \cdot (M-1)J\), as

\[ F = [F_0 \ F_1 \ \cdots \ F_{J/2-1}] \]  

(5.68)

where \( F_g \), \( g=0, \cdots, J/2-1 \), has dimension \((M-1)J \cdot 2(M-1)\), the transformed covariance matrix of (5.67) is, after substituting (5.36) which is equivalent to (5.27),

\[ \tilde{R} = D^T G^T \begin{bmatrix} F_0^T & F_1^T & \cdots & F_{J/2-1}^T \end{bmatrix} \begin{bmatrix} U_0^T & U_1^T & \cdots & U_{J/2-1}^T \end{bmatrix} \begin{bmatrix} R_0^0 & R_0^1 & \cdots & R_0^{J/2-1} \\ R_1^0 & R_1^1 & \cdots & R_1^{J/2-1} \\ \vdots & \vdots & \ddots & \vdots \\ R_{J/2-1}^0 & R_{J/2-1}^1 & \cdots & R_{J/2-1}^{J/2-1} \end{bmatrix} \begin{bmatrix} F_0^T & F_1^T & \cdots & F_{J/2-1}^T \end{bmatrix} \]  

(5.69)
\[
\begin{bmatrix}
U_0^T & U_1^T & \cdots & U_{J/2-1}^T
\end{bmatrix}
\begin{bmatrix}
F_0^T & F_1^T & \cdots & F_{J/2-1}^T
\end{bmatrix}^T \in \mathbb{R}^{J/2-1 \times J/2-1}.
\]

Since, as discussed in section 5.3, \( U_g \) depends only on the number of taps and tap spacing whereas for small bandwidth, \( R_{gh}^0, h=0, \ldots, J/2-1, \) is independent of these two array parameters, it is obvious that if the first component preprocessor is such that

\[
F_g^T U_h = k_{gh}^I
\]

where \( k_{gh} \) is the Kronecker delta, then the transformed covariance matrix will be rendered, for small bandwidth at least, independent of tap spacing and apart from the dimension of the matrix, number of taps. Specifically, (5.69) can easily be seen, from (5.70), to become

\[
\tilde{R} = \mathbf{G}^T D T
\]

where

\[
\tilde{R} = \begin{bmatrix}
I & \mathbf{B} & 0 & \cdots & 0 \\
\mathbf{B}^T & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \mathbf{B}^{J/2-1}_I & 0 \\
0 & \cdots & 0 & 0 & \mathbf{B}^{J/2-1}_I
\end{bmatrix}
\]

\[
= \begin{bmatrix}
R_{00}^0 & R_{01}^0 & \cdots & R_{0J/2-1}^0 \\
R_{10}^0 & R_{11}^0 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
R_{J/2-1}^0 & \cdots & \cdots & \mathbf{B}^{J/2-1}_I
\end{bmatrix}
\]

Note that as given in terms of (5.68) and (5.70), the first component preprocessor clearly depends only on the number of taps and tap spacing.

From the transformed covariance matrix of (5.71), the choice for the second component preprocessor is obvious. Thus, with \( G \) given by
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which depends only on the bandwidth, (5.71) becomes

\[
\begin{bmatrix}
R_0 & R_1 & \cdots & R_{J-2}
\end{bmatrix}
\begin{bmatrix}
R_0^0 & R_0^1 & \cdots & R_0^{J-2}
R_1^0 & R_1^1 & \cdots & R_1^{J-2}
\vdots & \vdots & \ddots & \vdots
R_{J-2}^0 & R_{J-2}^1 & \cdots & R_{J-2}^{J-2}
\end{bmatrix}
\begin{bmatrix}
I \\
B^{-1}
\end{bmatrix}
\begin{bmatrix}
B^{-J/2+1}I
\end{bmatrix}
\]

Clearly, with (5.33) and (5.34) giving \( R_{gh}^0 \), the transformed covariance matrix and so its eigenvalues and eigenvectors, due to the second component preprocessor, has also become independent of bandwidth, at least for small bandwidth.

Although the spread of eigenvalues have been reduced significantly by the component preprocessors discussed, there will still be considerably spread in eigenvalues due to the second factor of (5.73). The purpose of the third component preprocessor \( D \) is therefore to further reduce this spread of eigenvalues. To determine \( D \), consider substituting the polar decomposition of (5.43) for \( R_{gh}^0 \) in (5.73) so that the transformed covariance matrix becomes, for small bandwidth,

\[
\begin{bmatrix}
M_0^0 T M_0^0 T M_0^0 T M_0^0 T M_0^0 T & \cdots & M_0^0 T M_0^0 T M_0^0 T M_0^0 T M_0^0 T
M_1^0 T M_1^0 T M_1^0 T M_1^0 T M_1^0 T & \cdots & M_1^0 T M_1^0 T M_1^0 T M_1^0 T M_1^0 T
\vdots & \vdots & \ddots & \vdots & \vdots
M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T & \cdots & M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T M_{J-2}^0 T
\end{bmatrix}
\begin{bmatrix}
D + \sum_{n=1}^{N} D^T
\end{bmatrix}
\]
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Note that as discussed in subsection 5.4.2, \( c_{gh1}^{0}, c_{gh2}^{0}, \ldots \) and \( c_{ghN}^{0} \) together span the same subspace as that spanned together by \( Q_1, Q_2, \ldots \) and \( Q_N \) and are mutually orthogonal to \( E \). Thus, if \( D \) has the form

\[
D = \begin{bmatrix}
d_{00}I & d_{01}I & \cdots & d_{0} J/2-1I \\
d_{10}I & d_{11}I & \cdots & d_{1} J/2-1I \\
& & \ddots & & \\
& & & \ddots & & \\
d_{J/2-1}I & 0 & \cdots & & I
\end{bmatrix} = \hat{D}xI
\]  

(5.75)

where \( x \) denotes Kronecker product and \( \hat{D} \) is a \( J/2 \times J/2 \) matrix with \( d_{gh} \) as the \((g+1,h+1)\) element, the first term of (5.74) will remain mutually orthogonal to the other terms and define \((M-N-1)J\) eigenvalues due to only receiver noise, while the other terms will give rise to \(NJ\) eigenvalues due to the jammers and receiver noise. Defining \( M_0 \) as

\[
M_0 = \begin{bmatrix}
M_{000}^0 & M_{010}^0 & \cdots & M_{0} J/2-1 0 \\
M_0^0 & M_{100}^0 & \cdots & M_{1} J/2-1 0 \\
& & \ddots & & \\
& & & \ddots & & \\
& & & & M_{J/2-1}^0 00
\end{bmatrix}
\]  

(5.76)

using (5.75) and the easily verified mathematical theorem

\[
(A_1 \times A_2)(A_3 \times A_4) = (A_1 A_3 \times A_2 A_4)
\]

(5.77)

for compatible Kronecker products, the first term of (5.74) can be expressed as

\[
\begin{bmatrix}
M_{000}^0 EET & M_{010}^0 EET & \cdots & M_{0} J/2-1 0 EET \\
M_0^0 EET & M_{100}^0 EET & \cdots & M_{1} J/2-1 0 EET \\
& & \ddots & & \\
& & & \ddots & & \\
& & & & M_{J/2-1}^0 00 EET
\end{bmatrix}
\]

\[
= s_0(D^T xI)(M_0 \times EET) (\hat{D}xI) = s_0(\hat{D}^T M_0 \hat{D})xET.
\]
With the $2(M-N-1)$ columns of $E$ being normalized eigenvectors of $R_{gh}$ associated with only receiver noise, it is obvious that if the third preprocessor is chosen such that

$$\hat{D}^T M_0 \hat{D} = I,$$  \hspace{1cm} (5.79)

then all the eigenvalues of the transformed covariance matrix due to only receiver noise will be equal to simply $\sigma_0^2$. This is possible because, with receiver noise having flat spectrum, $M_0$ is a constant matrix and is given, from (5.34) and (5.76), by

$$M_0 = \begin{bmatrix}
\frac{\pi}{11} & 0 & \frac{1}{3} & 0 & \cdots & 0 & \frac{1}{11} & 0 \\
0 & \frac{\pi}{11} & 0 & \frac{1}{3} & 0 & \cdots & 0 & \frac{1}{11} \\
0 & 0 & \frac{\pi}{11} & 0 & \frac{1}{3} & \cdots & 0 & \frac{1}{11} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \frac{\pi}{11} & \cdots & 0 & \frac{1}{11} \\
0 & 0 & 0 & \cdots & 0 & \ddots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0 & \cdots & \ddots & \cdots \\
0 & 0 & 0 & \cdots & 0 & \cdots & \cdots & \frac{\pi}{11}
\end{bmatrix}.$$ \hspace{1cm} (5.80)

Note that since $M_0$ is symmetrical, $\hat{D}$ will not be uniquely determined by (5.79). Specifically, there are only $(1+J/2)J/4$ independent equations for the $J^2/4$ elements of $\hat{D}$. Therefore, for simplicity, $\hat{D}$ will be further constrained to be an upper triangular matrix in this chapter so that it is uniquely specified. Except the number of taps which determines the dimension of $M_0$, it is evident that the third component preprocessor, based on receiver noise having flat spectrum, is independent of all other parameters.

To see in more detail the structure of the preprocessing, note that with $U^*_g$ having the form of (5.30), the $(M-1)J \cdot 2(M-1)$ matrix $F^*_g$, given by (5.70), also has the form

$$F^*_g = \begin{bmatrix}
F^*_g & 0 \\
0 & F^*_g \\
0 & \ddots \\
0 & \ddots & F^*_g
\end{bmatrix}.$$ \hspace{1cm} (5.81)
where \( \hat{F} \) has dimension \( J \cdot 2 \) and is related to \( \hat{U} \) by
\[
\hat{F}^\top \hat{U}_h = k_{gh} I.
\] (5.82)

Therefore, summarizing, the preprocessor \( L \) is, from the various
equations,
\[
L = \begin{bmatrix}
\hat{F}_0 & 0 & \hat{F}_1 & 0 & \cdots & \hat{F}_{J/2-1} & 0 \\
0 & \hat{F}_0 & 0 & \hat{F}_1 & \cdots & 0 & \hat{F}_{J/2-1} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \hat{F}_{J/2-1} & 0 & \cdots & \hat{F}_{J/2-1}
\end{bmatrix}
\] (5.83)

where \( \hat{F} \) is specified in terms of (5.82) with (5.28) and (5.29)
giving \( \hat{U}_g \), while \( d_{gh}, h=g, \ldots, J/2-1, \) is given in terms of (5.79) wi-
th (5.80) giving \( M_0 \). The preprocessor obviously does not require
any measurement regarding the environment and depends only on the
number of taps, tap spacing and bandwidth. Furthermore, from the
numbering of the inputs in fig.4.1, the defining equation of (5.60)
for the preprocessor and the structure of the matrices in (5.83),
the \((M-1)J\) dimension preprocessing \( L \) on the inputs from elements
2, 3, \ldots and \( M \) is composed of \( M-1 \) identical preprocessings, each
transforming the \( J \) inputs behind only one of these elements. Spec-
ifically, the preprocessing for the inputs behind element \( m+1, m=1, \)
\ldots, \( M-1 \), is given by
\[
\begin{bmatrix}
\tilde{x}_{2m-1}(k) \\
\tilde{x}_{2m}(k) \\
\tilde{x}_{2(M-1)+2m-1}(k) \\
\vdots \\
\tilde{x}_{2(M-1)(J/2-1)+2m-1}(k) \\
\tilde{x}_{2(M-1)(J/2-1)+2m}(k)
\end{bmatrix} = \hat{L}^T \begin{bmatrix}
x_{(m-1)J+2}(k) \\
\vdots \\
x_{mJ}(k)
\end{bmatrix}
\]  
(5.84)

where \( \hat{L} \), being independent of \( m \), is

\[
\hat{L} = \hat{F}( \begin{bmatrix}
1 \\
B^{-1} \\
\vdots \\
0 \\
B^{-J/2+1}
\end{bmatrix} \begin{bmatrix}
x_1 \\
0 \\
1
\end{bmatrix})
\]  
(5.85)

\[
\hat{F} = \begin{bmatrix}
\hat{F}_0 & \hat{F}_1 & \cdots & \hat{F}_{J/2-1}
\end{bmatrix}
\]  
(5.86)

Note that in (5.84), the numbering of the transformed inputs is different from that of the original inputs. Using (5.79) and (5.80), the upper triangular matrix in the last factor of (5.85), \( \hat{F} \), is tabulated in table 5.1 for arrays with 2-8 taps. Similarly, using (5.28), (5.29), (5.82) and (5.86), \( \hat{F} \) is tabulated in table 5.2 at 1/4f_0 tap spacing for arrays with 2-8 taps. Evidently, the preprocessing shown can easily be implemented at this tap spacing. At other tap spacing, the preprocessing expressed by \( \hat{F} \) is more complex and not so elegant.

Finally, it should be noted that there are a few arbitrary elements in the above derivation of the preprocessor. Specifically, although the forms of the first and second component preprocessors.
Table 5.1 Tabulation of $\hat{D}$ with number of taps equal to 2, 4, 6 and 8. $\hat{D}$ is upper triangular and specifies the third component preprocessor, $\hat{D}xI$, for equalizing, for small bandwidth, the eigenvalues of the transformed covariance matrix due to only receiver noise.

<table>
<thead>
<tr>
<th>Number of taps</th>
<th>$\hat{D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\begin{bmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>4</td>
<td>$\begin{bmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>6</td>
<td>$\begin{bmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>8</td>
<td>$\begin{bmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Table 5.2 Tabulation of $\hat{F}$ with number of taps equal to 2, 4, 6 and 8 at $1/4f_0$ tap spacing. $\hat{F}$ specifies the first component preprocessor which renders, for small bandwidth, the transformed covariance matrix to be independent of tap spacing and apart from the dimension of the matrix, also the number of taps.
for rendering the eigenvalues to be roughly independent of bandwidth, tap spacing and apart from the dimension of the matrices concerned, the number of taps are quite obvious, the choosing of the third component preprocessor is in certain sense similar to the choosing of the feedback factors for the narrowband processors in the alternative system and hence is not so obvious. Thus, instead of choosing the feedback factors so as to equalize the eigenvalues due to only receiver noise, the smallest eigenvalues possible, it may also be of interest to normalize, as for an ideal narrowband array, the feedback factors with respect to the element powers seen by the narrowband processors in the alternative system. Similarly, for the preprocessed Frost system, the third component preprocessor may be chosen to equalize the powers of the transformed inputs instead of equalizing the eigenvalues due to only receiver noise. Obviously, the third component preprocessor will then become a diagonal matrix and together with the second component preprocessor, can be implemented simply by employing AGC circuits. For simplicity, these alternatives will not be investigated.

5.6.2 Theoretical analysis on the consequences of the preprocessor

Having derived the preprocessor in the last subsection, this subsection will analyze in more detail, theoretically for small bandwidth, the consequences of the preprocessor. With the same reason as investigating the Frost system, the analysis will be concerned principally with the eigenvalues, though the eigenvectors will also be briefly discussed.

Firstly, with \( D \) given by (5.75) and as described in appendix 5.9.2, \( c^0_{ghn} \) \( n=1, \cdots, N, g,h=0, \cdots, J/2-1 \), having the form of (5A.31), the matrix sum under the summation of \( n \) in (5.74) clearly has the
form of (5A.36), except that the dimension should now be \((M-1)J\) \((M-1)J\). Thus, the eigenvalues due to this matrix sum will be in equal pairs. From also the discussion in the last subsection regarding the third component preprocessor \(D\), the general structure of the eigenvalues of the transformed covariance matrix can then be summarized, for small bandwidth, by

The transformed covariance matrix has in general \(NJ/2+1\) distinct eigenvalues. The largest \(NJ/2\), each of multiplicity 2, are due to the jammers and receiver noise. The smallest eigenvalue, of multiplicity \((M-N-1)J\), is equal to \(s_0\) and is due to only receiver noise. \((5.87)\)

Note that again, the smallest eigenvalue is due to only receiver noise as the presence of the jammers cannot lead to smaller eigenvalues. Regarding the structure of the eigenvectors, it is obvious that the eigenvectors associated with the jammers and receiver noise together span the same subspace as that spanned together by \(IxQ_1, IxQ_2, \ldots \) and \(IxQ_N\), while those associated with only receiver noise are given by the columns of \(IxE\) and together span the complimentary subspace.

Consider now the interesting and significant case when all the jammers have flat spectrums. With \(R_{gh}^0\), \(D\) and \(M_0\) given by (5.48), (5.75) and (5.76) respectively, the transformed covariance matrix of (5.73) becomes, for small bandwidth,

\[
\tilde{R} = (\tilde{D}^TXI)(M_0X) \sum_{n=0}^{N} s_n Q_n Q_n^T (\tilde{D}XI). \quad (5.88)
\]

Using (5.79) and the mathematical theorem of (5.77), this yields

\[
\tilde{R} = (\tilde{D}^TM_0\tilde{D}X) \sum_{n=0}^{N} s_n Q_n Q_n^T = IX \sum_{n=0}^{N} s_n Q_n Q_n^T. \quad (5.89)
\]

The structure of the eigenvalues of the transformed covariance matrix can then be summarized in addition to (5.87) by
If all the jammers have flat spectrums, each eigenvalue for an ideal narrowband array in the same environment becomes an eigenvalue, with multiplicity J/2, of the transformed covariance matrix.

Clearly, the J/2 associated eigenvectors are given by the columns of the Kronecker product of I and the corresponding eigenvector of the ideal narrowband array. Evidently, in this situation, the preprocessor is the best in the sense that the "temporal" spread of eigenvalues has been reduced to zero and thus the spread of eigenvalues is due only to the spatial and power distributions of the jammers, at least for small bandwidth. Furthermore, from (5.89), the transformed covariance matrix is now reduced by the preprocessor to a block diagonal form, illustrating that the transformed inputs have become block decorrelated. Specifically, if the (M-1)J transformed inputs are divided into J/2 groups with the ith group consisting of the 2(M-1)(i-1)+1th to the 2(M-1)ith transformed inputs, then each group of transformed inputs will be uncorrelated with the other groups of transformed inputs and give rise to the same covariance matrix as that for an ideal narrowband array in the same environment. (Note that even if not all the jammers' spectrums is flat, each group of transformed inputs will, from (5.73) and (5.75), still give rise to the same covariance matrix as that for an ideal narrowband array, but not in the same environment.)

The block decorrelation is of course of importance in applications when, say, the hardware for updating the weights is limited so that the weights are updated in a time-multiplexed sequence. Thus, for example, it will be practical and more efficient to first update the weights associated with only the first group of transformed inputs until convergence is nearly achieved. If the output power reduction is not adequate, updating can then be carried out for
the weights associated with only the second group of transformed inputs until, again, convergence is nearly reached. Updating can then be applied to the next group of weights if the output power reduction is still not satisfactory and so on until eventually, the output power is small enough. All later updating of weights to keep track of the changing environment can then be limited to only the weights which have been updated, that is, which give rise to significant output power reduction. In this way, the weights that give practically no decrease in output power will not be updated, hence improving the overall convergence behaviour. Of course, as the bandwidth increases or the jammers' spectrums deviate from flat ones, the block decorrelation introduced by the preprocessor will become less and less perfect. Nevertheless, the scheme described is obviously still useful even though the transformed inputs may only be partially block decorrelated. For simplicity, this scheme and similar ones will not be studied in this chapter. Note that because of the partial block decorrelation, the tapped delay line processing has become essentially several narrowband processings in parallel. The difference with the alternative broadband processing is obviously that while this is based on the use of preprocessing on tapped delay lines, the alternative broadband processing is based on using bandpass filters. Of course, the preprocessor can be viewed as performing filtering operations.

When all the jammers have flat spectrums, the trace of the transformed covariance matrix, from (5.89), is

\[ \text{tr} \Sigma = (M-1)J \sum_{n=0}^{N} s_n. \]  

(5.91)

Since, from (5.87), the smallest eigenvalue is equal to \( s_0 \), the set of time constants, \( \{ \tau_p \} \), for the preprocessed Frost system is
thus bounded, using (5.18), by
\[
\{\tau_p\} \leq B_p \quad (5.92)
\]
where
\[
B_p = \frac{\text{ENR}(M-1)J}{4M\omega t} \quad \text{sampling period} \quad (5.93)
\]
With the structure of the eigenvalues as described by (5.90), this bound is obviously also loosely approached in situations where the bound \(B_N\) of (5.23) for the alternative system is loosely approached. Moreover, from (5.23) and (5.93), the ratio of the bounds is
\[
\frac{B_p}{B_N} = \frac{J}{J_N} \quad (5.94)
\]
and gives the ratio of any time constant in the preprocessed Frost system to that due to the corresponding eigenvalue in the alternative system. In particular, this gives the ratio of the effective time constants and as the ratio \(B_p/B_N\), can be used as a crude measure for comparing the convergence behaviour of the two systems.

From (5.94), the ratio \(B_p/B_N\) is equal to the ratio of the number of weights required in using tapped delay line processing to that should the alternative broadband processing be used. The reciprocal of the latter ratio is plotted against bandwidth in fig. 4.22 at 20 and 40 dB MENR, using (4.56b,c) and (4.61) with the operation 1/J neglected for convenience. Obviously, with the preprocessor, the slow convergence behaviour of the Frost system, relative to the alternative system, has been improved to slightly better than the latter system. Furthermore, contrary to the Frost system, the preprocessed Frost system has even better convergence behaviour relative to the alternative system when the MENR and for bandwidth less than about 20\%, the bandwidth increase.

The comparison of the preprocessed Frost and alternative
system in the last paragraph has been based on all the jammers having flat spectrums. As may be expected intuitively, it has been found from simulation results that the eigenvalues are fairly insensitive to variation in the jammers' spectrums, unless the changes are so drastic as to result in say, effectively narrowband jamming. Therefore, the comparison discussed will still roughly hold in most cases. Specifically, the effective time constants of the preprocessed Frost system will not be very different from, perhaps slightly shorter than, those of the alternative system and the ratio $B_p/B_N$ is relevant for roughly comparing the final effective time constants of the two systems. Mathematically, by using (5.33) and (5.73), the trace of the transformed covariance matrix is shown in appendix 5.9.3 to be bounded by

$$\text{tr} R = \frac{(M-1)J^2}{2} \sum_{n=0}^{N} s_n$$  \hspace{1cm} (5.95)

with equality when there is no receiver noise and all the jammers have spectrums consisting of only delta functions at either band edges. Substituting into (5.18) with the smallest eigenvalue, due to only receiver noise, being $s_0$, the bound $B_p$ now becomes

$$B_p = \frac{ENR(M-1)J^2}{8\lambda wt}$$  \hspace{1cm} (5.96)

which is not very different from (5.93). Evidently, this gives one indication for the general validity of the comparison discussed and that the preprocessor works in all situations.

Summarizing, from the elegant (5.27) for the covariance matrix, a transformation preprocessor has been derived and for small bandwidth, analyzed theoretically in this section. As discussed, the $(M-1)J$ dimension preprocessing consists of $M-1$ identical prep-
processings, the mth preprocessing transforming only the J inputs behind the m+1th element. The preprocessor depends only on the tap spacing, bandwidth and number of taps and is particular simple at 1/4f_0 tap spacing. With the preprocessor, the covariance matrix is rendered independent of bandwidth, tap spacing and apart from its dimension, the number of taps. The eigenvalues then have the elegant structure of (5.87) and (5.90). Furthermore, the inputs after preprocessing can now be divided into J/2 groups, the 2(M-1) transformed inputs in each group being partially decorrelated with the other groups of transformed inputs and having the same covariance matrix as that for an ideal narrowband array. The decorrelation is perfect when all the jammers have flat spectrums. Briefly, the preprocessor, which can be considered as equivalent to the set of bandpass filters in the alternative broadband processing method, has reduced the temporal spread of eigenvalues to virtual nonexistence. The effective time constants of the preprocessed Frost system are thus, in general, not very different from, perhaps slightly shorter than, those of the alternative system and the ratio of (5.94) can be used roughly for comparing the final effective time constants of the two systems.

5.7 Eigenvalues and Eigenvector Power Components after Preprocessing from Simulation Results

Having theoretically derived and discussed the preprocessor, this section will, in the same way as section 5.5, study the eigenvalues and eigenvector power components in the preprocessed Frost system so as to verify the important theoretical deductions as well as to provide more insight. Note that for the same reason as that when studying the Frost system, the eigenvector power components have not been investigated theoretically.
Fig. 5.8a Eigenvales

Fig. 5.8b Eigenvector power components

Fig. 5.8 Graphs of eigenvalues and eigenvector power components against bandwidth for the situation of fig. 5.3 when preprocessing is employed.
Fig. 5.8 shows graphs of eigenvalues and eigenvector power components against bandwidth for the situation of fig. 5.3 when preprocessing is employed. For small bandwidth, the behaviour of the eigenvalues obviously agrees with the theoretical deductions of (5.87) and (5.90). In particular, the two groups of eigenvalues in fig. 5.8a are separated by 7dB, roughly equal to the difference between the pairs of eigenvalues in either set of eigenvalues in fig. 5.3a. From fig. 5.8b, the eigenvector power components are proportional to $B^0$ for small bandwidth. Again, this indicates that the eigenvector components are proportional to $B^0$ which, as with the Frost system, has been found to be the case whenever all the spatial degrees of freedom are used to reject jammers whose spectrums have even symmetry. For larger bandwidth, the eigenvector power components have more complex behaviour. From fig. 5.8, the final effective time constant can be seen to be always determined by the smallest eigenvalue which, having significant eigenvector power component relative to the optimal output power of about -15 dB in fig. 5.3a, varies only slightly even at large bandwidth. Using (5.18) with the ratio of the trace of the transformed covariance matrix to the smallest eigenvalue being about 13dB (separation between the two groups of eigenvalues 7dB + number of large eigenvalues 6dB), this is roughly 50 sampling period at 10% misadjustment regardless of the bandwidth. Comparing with that for the alternative system of about 75 sampling period calculated earlier at 25% bandwidth, the preprocessed Frost system is now marginally faster by about 1.5 times, in agreement with the theoretical ratio $B_p/B_N$, from (5.94) and the alternative system needing 3 narrowband processors at 25% bandwidth, of 1.5. The improvement by the preprocessor on the convergence behaviour of the Frost system for ban-
Fig. 5.9 Graphs of eigenvalues against tap spacing for the situation of fig. 5.8 at 25% bandwidth.

dwidth between 20 and 30% when the jamming is broadband and the smallest eigenvalue determines the final effective time constant is obvious.

Fig. 5.9 shows graphs of eigenvalues against tap spacing for the situation of fig. 5.8 at 25% bandwidth. Evidently, due to the preprocessor, the eigenvalues and so the effective time constants have become roughly independent of tap spacing. In particular, the spreading of the eigenvalues leading to deterioration in the convergence behaviour of the Frost system as the tap spacing deviates from $1/4f_0$ now does not exist. The preprocessed Frost system is as fast at any other tap spacing.
Fig. 5.10a Eigenvalues

Fig. 5.10b Eigenvector power components

Fig. 5.10 Graphs of eigenvalues and eigenvector power components against bandwidth for the situation of fig. 5.5 when preprocessing is employed.
Fig. 5.10 shows graphs of eigenvalues and eigenvector power components against bandwidth for the situation of fig. 5.5 when preprocessing is employed. For small bandwidth, the behaviour of the eigenvalues obviously agrees with the theoretical description of (5.87), although with the jammer having inverted-triangular spectrum, the theoretical deduction of (5.90) is now not valid. As the bandwidth increases, eigenvalue 2 can be seen to start to increase and become proportional to $B^2$ eventually. Of course, this results from the increase in the gradient of eigenvalue curve 2 in fig. 5.5a from 20 to 40dB per decade. Generally, from also other simulation results, it has been found that if the spread of eigenvalues is large as when the jammers have very different powers, are closed together or the spatial degrees of freedom are not fully utilized, some of the small eigenvalues may increase and become proportional to some even powers of bandwidth as the bandwidth increases. From fig. 5.10b, eigenvector power components 1, 2 and 5, 6 can be seen to be roughly proportional to $B^6$ and $B^8$ respectively. From also the optimal output power curve in fig. 5.5a, these components, which are associated with eigenvalues due to only receiver noise, are obviously insignificant except at bandwidth so large that the performance of the array to reject the jammer has deteriorated. On the other hand, eigenvector power components 7, 8 and 3, 4 are roughly proportional to $B^0$ and $B^2$ respectively and are due to the jammer and receiver noise. Components 7, 8 are obviously always significant, while components 3, 4 are only significant for bandwidth greater than about 10%. These observations are fairly general and are also obtained from other simulation results. Specifically, in situations to be expected when the ENR is less than the designed MENR, the eigenvector power components ass-
ociated with eigenvalues due to only receiver noise are usually proportional to large even powers of bandwidth and insignificant, while the other components due to the jammers and receiver noise are proportional to small even powers of bandwidth and can be significant. Using arguments and calculations similar to that with fig.5.8, the effective time constants in this situation can also be verified to be roughly the same as those for the alternative system. Illustrating again the relevance of the ratio \( \frac{B_p}{B_N} \), this has been found to be so in most of the situations studied. There are only a few situations where the final effective time constants of the two systems differ by more than say, a factor of 10. In any case, the time constants in the preprocessed Frost system will be less than the bound of (5.96), at least for small bandwidth.

Finally, fig.5.11 shows graphs of eigenvalues against bandwidth for the situation of fig.5.10 except that the jammer has triangular spectrum instead. Obviously, the eigenvalues in the two figures are roughly identical except that due to the jammer's spectrum becoming peaky towards the centre of the band, eigenvalues 3 and 4, due to the jammer and receiver noise, are now smaller. As may be expected, this phenomenon is also generally observed.

Summarizing, the eigenvalues and eigenvector power components after preprocessing have been investigated by using simulation results in this section. The important theoretical deductions of the last section have been verified. Specifically, the structure of the eigenvalues as given by (5.87) and (5.90) is valid to bandwidth of tens of percent depending on the environment. Furthermore, the effective time constants of the preprocessed Frost and alternative system are not very different and the relevance of the ratio \( \frac{B_p}{B_N} \) of (5.94) for roughly comparing the final effective
Fig. 5.11 Graphs of eigenvalues against bandwidth for the situation of Fig. 5.10 except with the jammer having triangular spectrum instead.

time constants of the two systems is illustrated. The results also show that the eigenvector power components usually have more complex behaviour than the eigenvalues and moreover, those associated with eigenvalues due to only receiver noise are insignificant when the ENR is below the designed MENR.

5.8 Conclusion

The convergence behaviour of the broadband tapped delay line Frost system has been formulated in this chapter. Particularly, the output power converges as a sum of exponentially decaying components with time constants inversely proportional to the eigenva-
values of the covariance matrix. By expressing the autocorrelation functions of the jammers and receiver noise in power series of bandwidth, the covariance matrix was manipulated into an elegant form, (5.27). With the assumption of small bandwidth, the elegant structure of the eigenvalues, as described by (5.42), (5.47) and (5.52), was then derived. Briefly, the eigenvalues can be divided into (number of taps)/2 sets. The eigenvalues in the ith set are proportional to the 2(i-1)th power of bandwidth and should the tap spacing be equal to a quarter wavelength delay at the centre frequency, have the same structure as that for an ideal narrowband array. The lower bound of (5.57) for the convergence time constants was then derived and compared with (5.23) for the alternative broadband system using several narrowband processors. This shows that the Frost system can be considerably slower than the alternative system in broadband jamming environments, although the two systems have roughly the same effective time constants if the jamming is effectively narrowband. For example, the final effective time constants can differ by a factor of 10 at 20% bandwidth and 20dB element to receiver noise power ratio and increases as the two parameters increase and also as the tap spacing deviates from a quarter wavelength delay at the centre frequency. From the elegant (5.27) for the covariance matrix, a transformation preprocessor was derived. The preprocessor depends only on the number of taps, tap spacing and bandwidth and is particularly simple at the tap spacing just mentioned. Assuming small bandwidth, the array inputs after preprocessing was found to be partially block decorrelated and give rise to eigenvalue structure as described by (5.87) and (5.90). Briefly, the eigenvalues are now independent of tap spacing and bandwidth and have spread due effectively to only the power
and spatial distributions of the jammers. Thus, the preprocessor is essentially equivalent to the set of bandpass filters used in the alternative system. With the preprocessor, the Frost system was then deduced to have effective time constants not very different from, perhaps slightly shorter than, that of the alternative system in all environments. Generally verifying all these important deductions to bandwidth of tens of percents, simulation results have also been examined to provide more insight.

5.9 Appendix

5.9.1 Formulation of the covariance matrix in the form of (5.26) and derivation of (5.27)

With reference to (5.26), consider now $R_{pn}$, $p=0, \ldots, \infty$, $n=1, \ldots, N$, due to the $n$th jammer and associated with the $p$th power of bandwidth. Partitioning $R_{pn}$ as

$$R_{pn} = \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1M-1} \\ A_{21} & A_{22} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ A_{M-11} & A_{M-12} & \cdots & A_{M-1M-1} \end{bmatrix}$$

(5A.1)

$A_{st}$, $s,t=1, \ldots, M-1$, of dimension $J \cdot J$, is obviously the component covariance matrix giving the covariances concerned between the inputs behind the $s+1$th element with those behind the $t+1$th element. Hence, defining

$$d_n = \frac{d \sin \theta}{c}$$

(5A.2)

difference in time of arrival between adjacent element inputs due to the $n$th jammer

and using (5.24), the $(u,v)$ element of $A_{st}$ is

$$[A_{st}]_{uv} = \frac{\pi}{p!} \frac{1}{p} \int_0^\infty [(u \tau + s d_n) - (v \tau + t d_n)]^p$$

(5A.3)
Using the binomial expansion, the factor $f_0^p [(u-r+sd_n)-(v-r+td_n)]^p$ can be expressed as

$$f_0^p [(u-r+sd_n)-(v-r+td_n)]^p = \sum_{q=0}^{P} \sum_{q=0}^{P-q} \frac{(P)!}{q!}(P-q)! f_0^q (v-r+td_n)^q h \cos \eta q$$

Substituting into (5A.3) then gives

$$A_{st} = \frac{s M_n \omega^p}{p!} \sum_{q=0}^{P} \sum_{q=0}^{P-q} \frac{(P)!}{q!}(P-q)! (f_0^q (v-r+td_n)^q h \cos \eta q)$$

Considering the definition of (5.28) for $\hat{p}_g$ being valid for $g=0, \ldots, \infty$ in this appendix, the last three factors together are obviously equal to the $(u,v)$ element of

$$\hat{p}_g \begin{bmatrix} \cos(2\pi f_0 (s-t)d_n + \frac{\pi}{2}(p-2q)g-h) \\ \sin(2\pi f_0 (s-t)d_n + \frac{\pi}{2}(p-2q)g-h) \end{bmatrix} \hat{p}_h^T$$

where

$$\hat{q}_{gns} = \begin{bmatrix} \cos(2\pi f_0 d_n + \frac{\pi}{2}) & -\sin(2\pi f_0 d_n + \frac{\pi}{2}) \\ \sin(2\pi f_0 d_n + \frac{\pi}{2}) & \cos(2\pi f_0 d_n + \frac{\pi}{2}) \end{bmatrix}$$

Clearly, from (5A.5) and (5A.6), $A_{st}$ can be written in matrix form as

$$A_{st} = \frac{s M_n \omega^p}{p!} \sum_{q=0}^{P} \sum_{q=0}^{P-q} \frac{(P)!}{q!}(P-q)! (f_0^q (v-r+td_n)^q h \cos \eta q)$$
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Therefore, by defining

$$P_{g} = \begin{bmatrix} p & g & 0 \\ g & p & 0 \\ 0 & 0 & p_{g} \end{bmatrix}$$  \hspace{1cm} (5A.9)$$

and

$$Q_{gn} = \begin{bmatrix} (f_{0}^{d_{n}})^{E_{g_{n}1}} \\ (2f_{0}^{d_{n}})^{E_{g_{n}2}} \\ \vdots \\ [(M-1)f_{0}^{d_{n}})^{E_{g_{n}M-1}} \end{bmatrix},$$  \hspace{1cm} (5A.10)$$

$R_{pn}$, from (5A.1) and (5A.8), becomes

$$R_{pn} = \frac{s_{n}M_{pn}T_{p}^{p} T_{p}}{p!} \sum_{q=0}^{p-q} \sum_{g=0}^{q} \sum_{h=0}^{q} (P^{p-q})^{P} g^{p-q-g} \delta_{q-h}^{q-h} T_{p}^{p-h} T_{p}^{T}. \hspace{1cm} (5A.11)$$

Consider now $R_{p0}$, due to receiver noise, in (5.26). Because receiver noise is independent between elements, $R_{p0}$ clearly has the form

$$R_{p0} = \begin{bmatrix} A & 0 \\ A & A \\ 0 & A \end{bmatrix}, \hspace{1cm} (5A.12)$$

where $A$, of dimension $J\cdot J$, is the component covariance matrix concerned due to receiver noise for inputs behind one of element 2 to $M$. The $(u,v)$ element of $A$ is obviously also given by (5A.5) with $s_{n}M_{pn}$ replaced by $s_{0}M_{p0}$ and $f_{0} \delta_{n}$ equal to $f_{0} \delta_{n}$ equal to, say, 1 for convenience. Therefore, with the same manipulation leading to (5A.8) from (5A.5), $A$ is given by

$$A = \frac{s_{0}M_{p0}T_{p}}{p!} \sum_{q=0}^{p-q} \sum_{g=0}^{q} \sum_{h=0}^{q} (P^{p-q})^{P} g^{p-q-g} \delta_{q-h}^{q-h} T_{p}^{p-h} T_{p}^{T}. \hspace{1cm} (5A.13)$$

where
\[
\hat{Q}_{g0} = \begin{bmatrix}
\cos \frac{\pi g}{2} & -\sin \frac{\pi g}{2} \\
\sin \frac{\pi g}{2} & \cos \frac{\pi g}{2}
\end{bmatrix}.
\] (5A.14)

Thus, with \( p \) given by (5A.9) and defining \( Q_{g0} \) as
\[
Q_{g0} = \begin{bmatrix}
\hat{Q}_{g0} & 0 \\
0 & \hat{Q}_{g0}
\end{bmatrix},
\] (5A.15)

\( R_{p0} \), from (5A.12) and (5A.8), becomes
\[
R_{p0} = \frac{s_{MP}}{p!} \sum_{q=0}^{p} \sum_{g=0}^{q} (p+q)\left(\begin{array}{c}
p-q \\
g+q\end{array}\right) p_{g} Q_{p-g} O_{q-h} T_{p} T_{q-h} T_{g} (5A.16)
\]

which has the same form as (5A.11).

Substituting (5A.11) and (5A.16) into (5.26) then gives the covariance matrix as
\[
R = \sum_{n=0}^{N} \sum_{p=0}^{q} \sum_{q=0}^{p} \sum_{g=0}^{q} s_{M} n_{n-p+g} n_{n} \left(\begin{array}{c}
p-q \\
g+q\end{array}\right) (p+q) (p+q) (q) (g) P_{p-g} Q_{p-g} n_{q-h} n_{p} T_{p} T_{q-h} (5A.17)
\]

Applying the mathematical theorem (4.12), this becomes
\[
R = \sum_{n=0}^{N} \sum_{p,q=0}^{N} \sum_{q=0}^{p} \sum_{g=0}^{q} s_{M} n_{n} P_{p} Q_{p+q+g+h} n_{n} \left(\begin{array}{c}
p+q+g+h \\
q+h\end{array}\right) (p+q+g+h) (p+g) (q) (g) P_{p} Q_{p} n_{q-h} n_{h} T_{p} T_{q-h} T_{g} (5A.18)
\]

where
\[
\hat{S}_{gh} = \sum_{p,q=0}^{N} P_{p} Q_{p+g} (p+q) (q+h) n_{n} (p+g) n_{n} Q_{q-h} n_{h} T_{p} T_{q-h} T_{g} (5A.19)
\]

and
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\[ n_{ghn}^0 = \frac{\pi^{g+h}}{g!h!} M^{g+h} n = \frac{\pi^{g+h}}{g!h!} \int S_{0n}(f) f^{g+h} df \]  

(5A.20)

after substituting (5.25). Clearly, \( \hat{R}_{gh} \) is symmetrical and satisfies

\[ \hat{R}_{gh} = \hat{R}_{hg}^T \]  

(5A.21)

\( P_g \), as given by (5.28) and (5A.9), obviously has dimension \((M-1)J \cdot 2(M-1)\) and with the Gram-Schmidt orthogonalization process, can be used to define a set of mutually orthogonal matrices:

\[ U_g = \sum_{h=1}^{J} [I - U_{h-1}^T (U_{h-1} U_{h-1}^T)^{-1} U_{h-1}]^T P_g, \ g=1, \cdots, \frac{J}{2}-1. \]  

(5A.22)

Obviously, \( U_0, U_1, \cdots \) and \( U_{\frac{J}{2}-1} \) as defined here are the same as that given by (5.29) and (5.30) in section 5.3 and with each having full rank, have columns which together span the whole vector space. Hence, the definition, for notational convenience, of \( U_{\frac{J}{2}}, U_{\frac{J}{2}+1}, \cdots \) being zero is necessary if \( U_0, U_1, \cdots \) are to be mutually orthogonal. From (5A.22), \( P_g, \ g=0, \cdots, \infty \), can be expressed as a linear combination of \( U_0, U_1, \cdots \) and \( U_g \):

\[ P_g = \sum_{s=0}^{\infty} U_s G_s g^s \]  

(5A.23)

where

\[ G_{gg} = I, \ g=0, \cdots, \frac{J}{2}-1. \]  

(5A.24)

Therefore, substituting (5A.23), (5A.18) becomes

\[ R = \sum_{g,h=0}^{\infty} \sum_{s=0}^{g} \sum_{t=0}^{h} G_{gs} G_{ht} R_{gh}^t U^T_t \]  

(5A.25)

Using the mathematical theorem (4.12) and then (5A.22), this gives rise to

- 233 -
where
\[
\begin{align*}
R_{gh}^0 &= \sum_{s,t=0}^{s+tG} R_{gh}^{s+tG} g^{s+tG}, h^{s+tG}, g, h = 0, \cdots, \infty.
\end{align*}
\]  (5A.27)

From (5A.21), \(R_{gh}^0\) clearly satisfies
\[
R_{gh}^0 = R_{gh}^T.
\]  (5A.28)

Furthermore, from (5A.19) and (5A.24), (5A.27) becomes
\[
R_{gh}^0 = \sum_{n=0}^{N} a_n^{g+h} g^{h}! \sum_{n=0}^{N} a_n^{g+h} g^{h}! n_0^{G} n_0^{G}.
\]  (5A.29)

should all higher order terms proportional to the first or higher powers of bandwidth be neglected. Evidently, (5A.26) and (5A.28) correspond to (5.27) and (5.35) respectively, whereas with the definition for \(Q_n, n=0, \cdots, N\), given by (5.31) and (5.32) being the same as that by (5A.2), (5A.7), (5A.10), (5A.14) and (5A.15) for \(Q_{On}, (5A.29)\) corresponds to (5A.33).

5.9.2 The polar decomposition of \(R_{gh}^P\)

With \(Q_n, n=0, \cdots, N\), defined by (5.31), it is well known that the polar decomposition for \(R_{gh}^0, g, h = 0, \cdots, \infty, \sqrt{2} = 1\), as given by (5.33), can be expressed in general as
\[
R_{gh}^0 = \sum_{n=0}^{N} c_{gh}^{0} e^{i\omega_n T} + \sum_{n=1}^{N} c_{gh}^{0} c_{gh}^{0} e^{i\omega_n T} \]  (5A.30)

where the meaning of the various terms and factors are as described in subsection 5.4.2. In addition, however, \(c_{gh}^{0} n=1, \cdots, N\), has the form
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\[
\begin{bmatrix}
    a_1 \cos b_1 & -a_1 \sin b_1 \\
    a_1 \sin b_1 & a_1 \cos b_1 \\
    a_2 \cos b_2 & -a_2 \sin b_2 \\
    a_2 \sin b_2 & a_2 \cos b_2 \\
    \vdots & \vdots \\
    a_{M-1} \cos b_{M-1} & -a_{M-1} \sin b_{M-1} \\
    a_{M-1} \sin b_{M-1} & a_{M-1} \cos b_{M-1}
\end{bmatrix}
\]

which is very similar to that given by (5.31) for \( Q \). From (5A.30), the polar decomposition for the inverse of \( R_{00}^0 \) which, as discussed in section 5.3, has full rank is obviously

\[
(R_{00}^0)^{-1} = \frac{EE^T}{s_{00}^0} + \sum_{n=1}^{N} c_0^{0n} c_0^{0n} T
\]

(5A.32)

By substituting (5A.30) and (5A.32), \( R_{gh}^1, g, h = 1, \ldots, J/2-1 \), as given by (5.38), is thus

\[
R_{gh}^1 = s_{0gh0} E E^T + \sum_{n=1}^{N} c_0^{ghn} c_0^{ghn} T
\]

(5A.33)

From the orthogonality of eigenvectors or more specifically, \( E \) being mutually orthogonal with \( c_0^{ghn}, g, h = 0, \ldots, J/2-1 \), this becomes

\[
R_{gh}^1 = s_{0gh0} E E^T + \left[ \sum_{n=1}^{N} c_0^{ghn} c_0^{ghn} T \right] - \left( \sum_{n=1}^{N} c_0^{ghn} c_0^{ghn} T \right)
\]

(5A.34)

\[
\] where

\[
N_{gh0}^1 = M_{gh0}^0 - \frac{M_{gh0}^0 M_{h00}^0}{M_{000}^0}
\]

(5A.35)
Clearly, with $c_{00n}^0$ and $c_{ghn}^0$ having the form of (5A.31), the square bracketed term is easily seen to have the form

$$\sum_{n=1}^{N} c_{ghn}^0 c_{ghn}^0 T - \left( \sum_{n=1}^{N} c_{00n}^0 c_{00n}^0 T \right)$$

$$\cdot \left( \sum_{n=1}^{N} c_{00n}^0 c_{00n}^0 \right)^{-1} \left( \sum_{n=1}^{N} c_{00n}^0 c_{00n}^0 c_{00n}^0 c_{00n}^0 T \right) =$$

$$\begin{bmatrix}
    a_{11} & 0 & a_{21} \cos b_{21} & a_{31} \cos b_{31} & a_{31} \sin b_{31} \\
    0 & a_{11} & -a_{21} \sin b_{21} & a_{31} \cos b_{31} & a_{31} \sin b_{31} \\
    a_{21} \cos b_{21} & -a_{21} \sin b_{21} & a_{22} & 0 & a_{32} \cos b_{32} & a_{32} \sin b_{32} \\
    a_{21} \sin b_{21} & a_{21} \cos b_{21} & 0 & a_{22} & -a_{32} \sin b_{32} & a_{32} \cos b_{32} \\
    a_{31} \cos b_{31} & -a_{31} \sin b_{31} & a_{31} \cos b_{31} & a_{31} \sin b_{31} & a_{31} \cos b_{31} & a_{31} \sin b_{31} \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{bmatrix}$$

Also, since $c_{gh1}^0$, $c_{gh2}^0$, ..., and $c_{ghN}^0$ together span the same subspace as $Q_1$, $Q_2$, ..., and $Q_N$, so will the square bracketed term. Therefore, from (5A.34) and (5A.36), the polar decomposition for $R_{gh}^1$ can be written as

$$R_{gh}^1 = s_0^1 M_{gh0}^1 E^T + \sum_{n=1}^{N} c_{ghn}^1 c_{ghn}^1 T$$

(5A.37)

where $c_{ghn}^1$ and $c_{ghn}^1$ have meanings as described in subsection 5.4.2 and $c_{ghn}^1$ also has the form of (5A.31). Evidently, the same arguments discussed can be used to find the polar decomposition of $R_{gh}^2$, $g,h=2,\cdots,J/2-1$, and so on, resulting in (5.43), (5.44) and the associated description in subsection 5.4.2.

5.9.3 The upper bound on the trace of the transformed covariance matrix

Using the mathematical theorem (3.14) and (5.77), the trace of the transformed covariance matrix can be obtained from (5.73) and (5.75) as
\[
\begin{bmatrix}
R_0^0 & R_0^0 & \cdots & R_0^{J/2-1} \\
& R_0^0 & 0 & \cdots \\
& & & R_0^0 \\
& & & & \ddots \\
& & & & & R_0^0 \\
0 & R_0^0 & \cdots & R_0^{J/2-1} & 0 \\
\end{bmatrix}
\]

\[
\text{tr} R = \text{tr} \left( (\hat{D}^T x I) \right) 
\]

\[
= \text{tr} \left( (\hat{D} \hat{D}^T x I) \right) 
\]

\[
= \sum_{g,h=0}^{J/2-1} [\hat{D} \hat{D}^T]_{g+1,h+1} \text{tr} R^0_{hg}. 
\]

From (5.79), \( \hat{D} \hat{D}^T \) is easily seen to be given by

\[
\hat{D} \hat{D}^T = M_0^{-1} 
\]

so that (5A.38) becomes

\[
\text{tr} R = \sum_{g,h=0}^{J/2-1} [M_0^{-1}]_{g+1,h+1} \text{tr} R^0_{hg}. 
\]

With \( M_0 \) given by (5.80), the \((g+1,h+1)\) element of \( M_0^{-1} \) is obviously zero if \( g+h \) is odd. (5A.39) therefore becomes

\[
\text{tr} R = \sum_{g,h=0}^{J/2-1} [M_0^{-1}]_{g+1,h+1} \text{tr} R^0_{hg}. 
\]

From (5.34), \( M_0^{gh} \) is greater than zero but less than or equal to 1 if \( g+h \) is even. Furthermore, \( M_0^{gh} \) is equal to 1 if and only if the associated spectrum consists of only delta functions at either band edges. Evidently, \( \text{tr} R^0_{gh} \) from (5.33), is bounded, for small bandwidth and even \( g+h \), by

\[
0 \leq \text{tr} R^0_{gh} \leq \frac{2(M-1) g^* h^*} {g! h!} \sum_{n=0}^{N} s_n. 
\]

where the upper bound is achieved if there is no receiver noise and all the jammers have spectrums given by delta functions at either band edges. Substituting (5A.42) into (5A.41), the trace
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of the transformed covariance matrix is thus bounded by

$$\text{tr} \leq 2(M-1) \sum_{n=0}^{N} \sum_{g,h=0, g+h=\text{even}}^{J/2-1} \frac{[M_0^{-1}]_{g+1 \ h+1} \pi^{g+h}}{g!h!}.$$  \hspace{1cm} (5A.43)

Using (5.80), the last bracketed factor has been found from computer simulation to be

$$\sum_{g,h=0, g+h=\text{even}}^{J/2-1} \frac{[M_0^{-1}]_{g+1 \ h+1} \pi^{g+h}}{g!h!} = \frac{J^2}{4}.$$  \hspace{1cm} (5A.44)

so that (5A.43) becomes (5.95) with equality under the condition stated.
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