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Characterisation of football trajectories for assessing flight performance

Matthew Ward, Martin Passmore, Adrian Spencer, Simon Tuplin and Andy Harland

Abstract
Much discussion surrounds the flight of association footballs (soccer balls), particularly where the flight may be perceived as irregular. This is particularly prevalent in high-profile competitions due to increased camera coverage and public scrutiny. All footballs do not perform in an identical manner in flight. This article develops methods to characterise the important features of flight, enabling direct, quantitative comparisons between ball designs. The system used to generate the flight paths included collection of aerodynamic force coefficient data in a wind tunnel, which were input into a flight model across a wide range of realistic conditions. Parameters were derived from these trajectories to characterise the in-flight deviations across the range of flights from which the aerodynamic performance of different balls were statistically compared. The amount of lateral movement in flight was determined by calculating the final lateral deviation from the initial shot vector. To quantify the overall shape of the flight, increasing orders of polynomial functions were fitted to the flight path until a good fit was obtained with a high-order polynomial indicating a less consistent flight. The number of inflection points in each flight was also recorded to further define the flight path. The orientation dependency of a ball was assessed by comparing the true shot to a second flight path without considering orientation-dependent forces. The difference between these flights isolated the effect of orientation-dependent aerodynamic forces. The article provides the means of quantitatively describing a ball’s aerodynamic behaviour in a defined and robust mathematical process.

Conclusions were not drawn regarding which balls are good and bad; these are subjective terms and can only be analysed through comprehensive player perception studies.
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Introduction
Association football (soccer) is the most viewed and played sport in the world. Having a satisfactory ball design is of great importance, particularly in high-profile competitions. All footballs do not perform in an identical manner; for example, Passmore et al. measured considerable variation in aerodynamic loads for a range of Fédération Internationale de Football Association (FIFA)-approved footballs that will lead to differences between flight paths. While standards exist for controlling the performance of footballs with regards to circumference, sphericity, rebound, water absorption, weight, and pressure loss, standards do not exist for the flight, nor are there accepted methods to quantify or characterise aerodynamic performance. The ability to develop these methods would be fundamental in the creation of effective standards in this area, as well as being advantageous for prototype development.

This article defines methods to describe or characterise the flight of a ball. The methodology used to generate flights is to measure aerodynamic force coefficients for a given ball against a range of airscoops, spin speeds, and orientations using wind tunnel techniques developed by Passmore et al. The measured data are
then used in a flight model to generate simulated trajectories for a range of realistic input conditions. From this data, characterisation parameters are derived to describe the ball’s overall in-flight behaviour. Analysing these parameters across a prescribed set of flights can measure a ball’s performance or directly compare the characteristics of many balls. The objective of this article was to describe and evaluate methods of quantifying performance, not to determine which balls are good or bad. Subjective player tests that are likely to show differences in opinion, for example, between strikers and goalkeepers, would address the perceived performance of a ball.

**Background**

The huge rise in the popularity of sport in the last half century and intense observation of its every aspect have introduced a need to understand the science behind sporting equipment, including the aerodynamics of balls. Analysis of the aerodynamics of smooth and rough spheres was completed by Achenbach and is widely used for comparison against various sports balls. Achenbach identified four key regions of flow around a sphere: sub-critical, critical, supercritical, and transcritical. Achenbach presented data on the flow separation in each of these regimes that can be used to explain the flow’s behaviour and measured aerodynamic loading on the sphere. Achenbach showed that by adding roughness to the sphere surface, one can control the critical Reynolds number ($Re_{crit}$), and hence, the aerodynamic behaviour of the ball in the expected range of airspeeds.

Significant works have applied these fundamentals to sports balls, particularly to golf balls, cricket balls, and baseballs. Mehta’s review of these balls collates pressure and force data, as well as visualisation of how the ball’s features can be used to control the flow around the ball. For example, a cricket ball’s seam introduces different separation locations, hence causing a lateral force, colloquially known as swing. Passmore et al. present a comprehensive, wind-tunnel-based analysis of the aerodynamics of footballs and how the features of the ball can affect the measured aerodynamic forces and a prediction of how this can alter the flight path a ball might take. Their article includes a summary of much of the existing work in the field and thus is not repeated here.

Use of a wind tunnel to measure the aerodynamic loads has the advantage that the drag, lift, and lateral contributions can be separated and their effects examined independently or combined within a flight model. As shown in previous studies, lateral forces in flight arise from spinning the ball, as well as asymmetry in seam geometry and orientation.1,3,6–8

Asymmetric seam positions can introduce highly unpredictable deviations in flight, particularly at low spin speeds. Passmore et al. measured forces against yaw angle for a range of spin rates and Reynolds number ($Re$), a set of which at 25 m/s ($Re = 3.6 \times 10^5$) can be seen in Figure 1(a). The mean side force (i.e. Magnus force) can be seen to increase with spin rate with the orientation-dependent forces still evident, although smaller than in the static case. At a sub-critical speed of 10 m/s ($Re = 1.4 \times 10^5$), the magnitude of the forces are smaller and the effect of orientation quickly diminishes with increasing spin rate, as shown in Figure 1(b). Different behaviours are exhibited at different speeds and spin rates, making the prediction and modelling of such flights more complex. While the flights produced from low spin shots are predictable from aerodynamic data, they are unlikely to be within the control of

![Figure 1](image-url). Lateral coefficients against orientation – brazuca spinning ball: (a) 25 m/s and (b) 10 m/s.7
Tracking systems and high-speed video systems are used to ensure an appropriate sample size for thorough statistical analysis. For recording the ball flight, radar is used to establish a high number of repeat kicks, often recreating initial conditions. This inconsistency with such a mechanical test, difficulties exist in effectively recreating initial conditions. Some improvement in consistency is possible through the application of a mechanical kicking robot, where the flight is recorded for further analysis; although even players to execute consistently and impossible for a goalkeeper to predict. Similar conclusions were drawn by Barber et al.

The lateral forces introduced by spin are generally predictable due to the Magnus effect, although combined low spin speeds and $Re$ can lead to reverse Magnus effects. A simplified sketch (Figure 2) shows these effects; more detail can be found in Kim et al. The Magnus force operates by reducing the velocity difference between flow and surface on the upper side, allowing the flow to stay attached longer on that side, with the opposite effect occurring on the lower side, resulting in a net upwards force. The reverse Magnus effect occurs around $Re_{crit}$, where the flow on the upper side becomes sub-critical, moving the separation location significantly upstream; the lower side remains post-critical, meaning its separation location is further downstream, resulting in a net downwards force.

Football manufacturers typically assess football flight characteristics using kicking tests conducted by players. These tests can produce some insight into the ball’s aerodynamic behaviour, but the tests are subjective, usually having low sample size and are subject to test conditions, player fatigue, and poor repeatability. Some improvement in consistency is possible through the application of a mechanical kicking robot, where the flight is recorded for further analysis; although even with such a mechanical test, difficulties exist in effectively recreating initial conditions. This inconsistency results in significant variation in the flight trajectories and the need to establish a high number of repeat kicks to ensure an appropriate sample size for thorough statistical analysis. For recording the ball flight, radar tracking systems and high-speed video systems tend to be difficult to initially set up, slow to repeat, and none have been proven to be sufficiently accurate for detailed flight assessment, such as orientation effects. To develop a high-fidelity flight model and subsequent post-processing techniques to directly compare the flight characteristics of balls from wind tunnel data will reduce the need to physically test the aerodynamics of new prototype balls in such an uncontrolled way.

**Figure 2. Sketch indicating the mechanics behind (left) conventional and (right) reverse Magnus effects.**

**Characterisation procedure**

Most papers in the field of football aerodynamics measure the forces on a range of balls and then run a selection of shots through a flight model, similar to the one described in this article, to demonstrate the difference between balls. However, the extracted data are rarely in the same format, which can make further comparisons difficult. Passmore et al. show a ‘top down’ view comparing lateral movement. Asai and Seo show the effect of drag by plotting the ball path in the vertical plane. Murakami et al. show the lateral deviation against time, and Hong et al. show the difference in point of impact. While all of these methods are applicable and useful to the study in question, not having standardised tests or performance measures makes it impossible to compare results between the tests.

To begin to quantify the characteristics of different balls in a more standardised way, a technique was developed by Rogers et al. to analyse the root mean square (RMS) lateral deviation relative to an initial shot vector for simulated and real recorded trajectories. Rogers also introduced methods such as counting the number of *major* and *minor* inflections and calculating an auto-correlation value to describe the predictability of the flight path. These methods are discussed and analysed with other alternatives later in this article.

This article develops and uses a procedure that will enable a ball manufacturer to obtain information about their ball’s aerodynamic characteristics and directly compare them to other balls that have undertaken the same tests. The procedure starts with testing the ball in question to obtain aerodynamic drag and side force measurements. While this article used a wind tunnel and force balance to obtain these data, alternative experimental methods or computational models could also be used. These forces were then used in a flight model to generate a range of trajectories with a range of input conditions, such as launch speed or spin speed. These flights were statistically analysed to obtain a picture of the ball’s aerodynamic performance. Each of these steps is explained in more detail in this article.

**Experimental method**

A low-speed, open-circuit, closed-jet wind tunnel with a $1.32 \times 1.92$ m working section was used for the experimental work in this article. The tunnel is capable of achieving a maximum velocity of 45 m/s and an upper $Re$ of $7 \times 10^5$ in the working section based on a football diameter of 0.22 m. In this tunnel, a size 5 football or similar prototype produces a blockage ratio of approximately 1.70%. Thus, the subsequent results have not been corrected for blockage. The clean tunnel turbulence intensity was measured in accordance with Johl et al., using a constant-temperature hot-wire anemometer, as 0.15% at 40 m/s. The boundary layer thickness ($\delta$) at the model position was 60 mm and
displacement thickness ($\delta$) of 7.5 mm (at 40 m/s). Further details of the design and performance of the tunnel can be found in Johl et al.\textsuperscript{18}

The ball was mounted from below in the tunnel as seen in Figure 3(a). A 20 mm silver steel shaft was selected, as this does not deflect significantly under loading (0.47 mm at 10 N at 0.6 m) while also being less than the recommended 10% of the ball diameter.\textsuperscript{5} A clearance of one ball diameter from the tunnel floor was chosen to avoid boundary layer interference and streamline compression.\textsuperscript{18} The aerodynamic balance is a high-accuracy, six-axis under-floor, virtual centre balance designed for aeronautical and automotive testing (Figure 3(b)). The quoted accuracy for the relevant balance components is $\pm 0.012$ N for drag and $\pm 0.021$ N for side force. Using an estimate of the expected forces from a football, the resolution is approximately $\pm 0.05\%$ and $\pm 0.50\%$ full scale for the drag and lateral components, respectively. Details of the spin motor can be found in Passmore et al.\textsuperscript{7}

Time-averaged force measurements taken over a 120-s period were converted into the non-dimensional drag and lateral coefficients using equation (1)

$$C_D = \frac{F_D}{(\frac{1}{2} \rho AV^2)} \quad C_Y = \frac{F_Y}{(\frac{1}{2} \rho AV^2)}$$

where $F$, $\rho$, $A$, and $V$ are the force, air density, ball frontal area, and relative velocity, respectively.

Reynolds sweeps were undertaken on the test balls in 5 m/s steps from 5 to 35 m/s with 1 m/s steps used from 10 to 20 m/s through the transition regime. The spin tests consisted of Reynolds sweeps at a range of spin rates. The support interference effect was measured and subtracted to obtain an estimate of the true ball forces (see Passmore et al.\textsuperscript{1}). Frame of reference corrections were made for the drag and lateral components as the balance rotated. The calculated coefficients used the projected frontal area of the ball as the reference area, calculated from the measured mean ball diameter.

**Wind tunnel measurements**

Three FIFA-approved balls with different numbers of panels and surface textures were selected for sample testing using the methodology described by Passmore et al.\textsuperscript{1,3,7}. These data are provided as an example of what is required for robust flight prediction for spinning balls with orientation dependency. A 32-panel prototype ball can be seen in Figure 3(a). Although this article is primarily focused on the lateral forces, the results for drag coefficient ($C_D$) against $Re$ are presented in Figure 4. For comparison, a smooth sphere tested using this method and Achenbach’s results\textsuperscript{5} are also included in Figure 4. These tests were run using a rear mounted support to be consistent with Achenbach, although a magnetically supported sphere was tested by Sawada and Suda.\textsuperscript{19} The effects of mounting from the rear or from below are discussed by Passmore et al.\textsuperscript{1} and not revisited here.

These balls show a broadly similar overall drag profile, but with subtle differences in drag coefficient.

![Figure 3. (a) Ball in wind tunnel and (b) six-axis virtual centre balance.](image)

![Figure 4. Reynolds number ($Re$) sensitivity of balls compared to smooth sphere.\textsuperscript{5}](image)
through transition and in the post-critical region. It can be seen that Ball 3 has the lowest post-critical drag and Ball 2 has the lowest $Re_{\text{crit}}$. For reference, the $Re_{\text{crit}}$ (minimum drag value) of Achenbach’s data is circled. A transition point of $Re = 2 \times 10^5$ equates to a velocity of approximately 13 m/s, at which point the ball is not in the air long enough for the aerodynamics to have a significant effect when compared to realistic kicks. Even large differences in the drag characteristic have a limited effect on the flight, changing the total flight time and end velocity by only a small amount of less than 5%.

As previously discussed, lateral forces can arise due to spin or asymmetric seam arrangements. The lateral force coefficient ($C_y$) for a single ball at a range of spin rates against $Re$ can be seen in Figure 5. As expected, the force increases with both $Re$ and spin rate, with an exception at low values where a reverse Magnus effect can be seen.

The change in forces with orientation is dependent on both the spin rate and airspeed. To collect data at low spin speeds (where this behaviour is most significant), the method defined in Passmore et al. was used. A sample set of data is shown in Figure 1.

**Flight model**

A large number of shots are required for effective overall characterisation due to (1) the need to capture the full range of possible flight conditions and (2) the statistically based methods used in post-processing. Despite the volume of runs to be undertaken, a good degree of accuracy must be maintained for any meaningful conclusions to be drawn. A flight model is an ideal tool to undertake these tasks; its Newtonian physics are simple to compute and unlikely to introduce significant further errors into the prediction. The flight model developed follows similar principles to those reported by Bray and Kerwin, Myers and Mitchell, and Tuplin et al. At each time step, an interpolation of the wind tunnel data for the particular ball type at the current $Re$, spin rate, and orientation was performed to obtain the drag, lift, and lateral force coefficients. It should be noted that these values could also be obtained using other methods such as computational fluid dynamics (CFD) modelling or calculation from recorded trajectories, although these have not yet been proven to be as effective or controllable as wind tunnel testing. These values were converted into accelerations and integrated across the time step to calculate new velocity and position values, which were then used as inputs for the next time step.

This flight model can be used to predict a large number of kicks across a representative range of initial launch conditions that can then be statistically analysed to characterise the overall performance of the ball. This is described mathematically in equations (2)–(5)

\[
F_x = F_{D_r} + F_{M_r} + F_{O_r} + F_{\theta_r},
\]

\[
\ddot{x}_n = F_x/m
\]

\[
\dot{x}_{n+1} = \dot{x}_n + dt
\]

\[
x_{n+1} = x_n + \dot{x}_{n+1} \times dt
\]

where $F_{D_r}$, $F_{M_r}$, $F_{O_r}$, and $F_{\theta_r}$ are the components of the drag, Magnus (spin-dependent), orientation-dependent, and gravitational forces acting in the $X$ direction, respectively. Similar processes are carried out for $Y$, $Z$, and spin axes. For further information, see Tuplin et al.

For consistency and clarity in the tests, the spin axis was assumed to be vertical (and through the valve of the ball), although other spin axes are possible (e.g. a goal kick may be struck with almost entirely backspin). Using this assumption allows the lateral effects to be analysed in isolation from gravitational forces. One could use a horizontal spin axis and analyse the longitudinal against vertical trajectory in the same way this article studies the longitudinal against lateral movement. However, the spin and orientation-dependent forces would be the same, but obscured by gravitational forces and more difficult to examine. The gravitational force cannot simply be removed, as it changes the vertical velocity component in flight, which will change the aerodynamic forces experienced by the ball. This was demonstrated by Myers and Mitchell.

The simulation is assumed to begin after the ball has regained its shape after contact, which was quantified by Shinkai et al. to last in the order of 10 ms (equating to around 1 diameter of travel). The optimum time step was determined using first-order backward differentiation, where the time step has been reduced until there is no significant change in the calculated flight path.

**Input parameters**

For accurate comparisons between different balls, a standardised set of input parameters must be defined.
The initial parameters are: velocity ($V$), spin rate ($\omega$), velocity elevation angle ($\alpha$), and initial yaw orientation ($\psi$). The velocity azimuthal angle remains constant at zero, and it is assumed the valve of the ball is at the bottom pole. Environmental constants such as air density, viscosity, and gravitational acceleration should be assumed to be as at sea level, unless otherwise stated (e.g. investigating effects of altitude). Wind speeds are also assumed to be zero and the spin axis of the ball assumed to be vertical (see the ‘Flight model’ section for justification). All combinations of $V$, $\omega$, $\alpha$, and $\psi$ are studied, totalling 7280 flights per ball. The range of values is shown in Table 1. Notation of $x:y:z$ indicates ‘from $x$ to $z$ in intervals of $y$’.

These values aim to test a representative range of shots. Velocities below 10 m/s are not in the air long enough for aerodynamic forces to have a significant effect. The maximum speed is limited by the sensitive spin balance that can be overloaded at very high spin rates and airspeeds. The chosen spin speeds are aimed to test low spin rates where orientation-dependent forces dominate, high spin where Magnus forces dominate and some intermediate points where both are significant. The elevations primarily aim to incorporate the effect a longer duration may have on the flight, but there is also an element of understanding the effect of changing the velocity in flight. A steeper launch will have a greater vertical velocity component, which will become zero at the apex of the shot. The reduction this has on the velocity magnitude can introduce phenomena such as the reverse Magnus effect, which would not be seen at lower elevations. Finally, the yaw positions are intended to test the sensitivity of the ball to the start orientation.

While there is no definitive dataset on football shot speeds and spin rates publicly available, it is believed that Table 1 gives a balanced overall measure of the ball’s characteristics, based on literature in the field and anecdotal evidence. A more definitive dataset will be an important addition to develop test protocols and standards in the future. Specific aspects of a ball’s performance can be assessed by deliberately manipulating the input parameters. For example, if a ball’s low spin performance was of particular interest, using more, or only, low spin rates can bias the results. All four of the parameters can affect the final results, so it is important that they reflect the analysis required.

### Table 1. Range of test input parameters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
<th>Unit</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>10:5:30</td>
<td>m/s</td>
<td>5</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0:2.5:15, 20:5:45, 50:25:400</td>
<td>rpm</td>
<td>28</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>10:10:40</td>
<td>°</td>
<td>4</td>
</tr>
<tr>
<td>$\psi$</td>
<td>150:30:180</td>
<td>°</td>
<td>13</td>
</tr>
</tbody>
</table>

Flight characterisation techniques

It is the aim of this article to develop standardised methods of drawing direct, quantitative comparisons between ball designs to improve performance analyses. In this article, a ball’s performance is characterised by quantifying the amount of lateral movement in the air, including the shape of a ball’s flight and how orientation-dependent the lateral forces are on the ball. When these characteristics are combined across a predetermined range of flights, an overall performance profile can be built for the ball under test. The key elements of a good measure of performance are that it can be statistically combined across a range of shots, is simple to interpret into real terms, and is sensitive enough to differentiate between balls. This section presents a number of potential measures and outlines the positives and negatives of each.

#### Central tendency measures

The first approach to characterising a ball’s performance is to quantify the deviation from a central tendency, such as the initial shot vector or from a line drawn from the start to finish points. Two methods to do this are the end and maximum lateral deviations (ELD and MLD) from the initial shot vector. Another potential measure is the RMS residual deviation, referred to as residual. This is defined as the RMS of the distances for each point of the flight path from a line drawn between the initial and final positions. This value is then the average deviation from a straight flight. A graphical description of these methods and the results for these flights can be seen in Figure 6. The ELD describes how far the ball finished from the initial shot vector. If the MLD is different to the ELD (such as shot 2), it means that the flight has changed direction and returns closer to the initial shot vector. A low residual means that the ball oscillates closely around a straight line (such as shot 1) and a large residual indicates more deviation (such as shot 3) as represented by the shaded areas in Figure 6. While these methods may seem similar, the features of the flight they describe are different. It is important to understand how effective these methods at quantifying a range of shots and which methods are most intuitive and applicable to a real shot.

Central tendency methods are generally simple to understand and are effective at analysing the result of a shot, but do not provide sufficient detail on the shot path as a whole to draw conclusions about the general shape of the shot.

#### Shape profile measures

To gain an understanding of the flight path, methods must be employed that can quantify the shape or predictability of a shot. A possible measure to describe the
shape of the flight is to fit low-order polynomials to the flight path. The higher the order required to effectively match the trajectory, the more irregular the flight. To calculate what order polynomial is required to adequately model the curve, increasing orders of polynomial are fitted and an arbitrary threshold value is imposed on the RMS residual error between the true flight path and fitted polynomial. Once the residuals drop below the threshold, that flight can be modelled effectively by that order polynomial. The decay of residuals with polynomial order for two shots can be seen in Figure 7. It can be seen that the more complex shot 1 requires fourth-order to effectively model, whereas shot 2 only requires a quadratic. This method will
capture changes of lateral direction in flight and define the shape, but needs the central tendency measures to provide real world context.

Analysing the polynomial coefficients to determine the severity of change in direction was also investigated to provide more detail on the severity of the inflections. The coefficients could also be combined across the shots to build an ‘average’ shot path. While this can work well for a small number of similar runs, combining the coefficients across a wide range of shots will mask many important features of the flight, such as high-order deviations.

Another pair of measures, proposed by Rogers, is to count the number of inflection points and calculate an auto-correlation coefficient for the shot path. An inflection point is defined when the concavity of the line changes, in this case relative to the line drawn from the start to the finish point as shown by markers in Figure 7. The number of inflection points is a definite, easily understood result. One drawback is that there is a sensitivity to a ball oscillating closely about a central line; this would indicate a high level of instability, whereas the actual path may, from the player’s perspective, appear straight. To counteract this, Rogers used an auto-correlation method to describe the predictability of a flight path based on previous points with a low value indicating a more random flight path. For example, shot 1 has a lower auto-correlation coefficient than shot 2. This value could be used to classify the flight as having ‘major’ or ‘minor’ inflections.

**Magnus deviation**

The previous methods have attempted to model the flight as a whole, but do not isolate individual parts of the ball’s performance, such as the ball’s orientation dependency. To calculate this, the simulation is run twice; once with orientation-dependent forces active and once inactive, in combination with spin dependent forces. Comparing these flight paths using an RMS method will provide a direct quantification of the effect of orientation-dependent forces, which are particularly significant at lower spin rates, isolated from spin dependent forces. This is referred to as the Magnus deviation in this article. Flight paths, both with and without orientation-dependent forces in combination with spin dependent forces are shown in Figure 8. The shaded area represents the Magnus deviation value each shot would generate. Shot 1 has a very small value as the two shots follow similar paths, indicating that the orientation has little effect, either due to the ball, or a high spin rate introducing dominant Magnus forces. Shot 2 has a large value, as the orientation has a significant effect on the flight path.

**Normalisation**

A source of bias in the ELD and MLD measurements is the distance the ball travels during flight, arising due to changes in initial velocity or launch elevation angle. A long and short shot with the same lateral movement should not be recognised as having the same characteristics. To remove this bias, these measures are each divided by the total distance the ball has travelled in the horizontal plane and expressed as the deviation per metre of flight.

**Method selection**

Each of these methods has its benefits and disadvantages and can be more effective at describing some types of shots than others while in some cases describing similar behaviour of the ball. To provide a concise measure of a ball’s performance, the fewest number of measures should be selected that accurately represent the ball’s overall aerodynamic performance and do not quantify the same characteristics. Cross-correlation coefficients are obtained for the seven measures described in this article and are displayed in Table 2. These are based on a set of results for the three balls obtained using the input test matrix described in this article. All three central tendency measures show high degrees of correlation, as do the polynomial order and auto-correlation coefficient, indicating that they describe similar characteristics. Therefore, to fully describe the flight, only one of each of these is required. The number of inflection points and the Magnus deviation show some correlation to the polynomial order and auto-correlation methods, but there is still value in presenting these as separate measures of the ball’s orientation dependency. This article has selected the polynomial order to model the general shape of the flight. The number of inflection points to quantify the smaller changes in direction. The ELD to provide some real-term context to these results and the Magnus deviation to characterise the orientation dependency of the ball. These have been selected as they do not correlate strongly to one another, are easy
to consider in real terms and can be combined across the range of shots. The chosen parameters are in bold in Table 2.

**Result analysis**

The three balls described in the wind tunnel testing section were tested using this procedure. These were FIFA approved balls with different numbers of seams and various surface texturing. For each of the shots across the full range of $V$, $\alpha$, and $\psi$, the values of the normalised ELD, the polynomial fit order, Magnus deviation, and number of inflection points were calculated and averaged and are shown in Figure 9. These values can be directly compared to other balls that have undertaken the same tests and analyses. If the ELD is high,

![Image](image_url)

**Figure 9.** Results against spin rate for three FIFA-approved balls using the specified input conditions. Each datapoint represents the mean result for all the combinations of $V$, $\alpha$, and $\psi$ described in Table 1 at the given spin rate—top left: normalised end lateral deviation, top right: polynomial order, lower left: Magnus deviation, and lower right: inflection points.

<table>
<thead>
<tr>
<th>Measure</th>
<th>ELD</th>
<th>MLD</th>
<th>Residual</th>
<th>Polynomial</th>
<th>Auto-correlation</th>
<th>Inflection</th>
<th>Magnus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ELD</td>
<td>MLD</td>
<td>Residual</td>
<td>Polynomial</td>
<td>Auto-correlation</td>
<td>Inflection</td>
<td>Magnus</td>
</tr>
<tr>
<td>End lateral deviation</td>
<td>1.000</td>
<td>0.995</td>
<td>0.953</td>
<td>0.771</td>
<td>0.743</td>
<td>0.402</td>
<td>0.511</td>
</tr>
<tr>
<td>Maximum lateral deviation</td>
<td>0.995</td>
<td>1.000</td>
<td>0.961</td>
<td>0.770</td>
<td>0.744</td>
<td>0.416</td>
<td>0.497</td>
</tr>
<tr>
<td>RMS residual deviation</td>
<td>0.953</td>
<td>0.961</td>
<td>1.000</td>
<td>0.735</td>
<td>0.667</td>
<td>0.362</td>
<td>0.535</td>
</tr>
<tr>
<td>Polynomial order</td>
<td>0.771</td>
<td>0.770</td>
<td>0.735</td>
<td>1.000</td>
<td>0.944</td>
<td>0.694</td>
<td>0.720</td>
</tr>
<tr>
<td>Auto-correlation coefficient</td>
<td>0.743</td>
<td>0.744</td>
<td>0.667</td>
<td>0.944</td>
<td>1.000</td>
<td>0.791</td>
<td>0.626</td>
</tr>
<tr>
<td>Inflection points</td>
<td>0.402</td>
<td>0.416</td>
<td>0.362</td>
<td>0.694</td>
<td>0.791</td>
<td>1.000</td>
<td>0.430</td>
</tr>
<tr>
<td>Magnus</td>
<td>0.511</td>
<td>0.497</td>
<td>0.535</td>
<td>0.720</td>
<td>0.626</td>
<td>0.430</td>
<td>1.000</td>
</tr>
</tbody>
</table>

RMS: root mean square.
this will indicate that the ball tends to move more in flight. The polynomial order will indicate the overall predictability of the ball in flight and the number of inflection points will define the number of changes of direction of the ball in the shot. Finally, the Magnus deviation will isolate the orientation dependency of the ball. These measures were found to vary most with spin rate, as the behaviour of the ball in flight changes significantly from low to high spin rates. Each measure is plotted against spin rate in Figure 9, such that each point represents the mean result from all the combinations of \( V \), \( \alpha \), and \( \phi \) described in Table 1 at the given spin rate.

Ball 2 had very low ELD at 100 rpm, increasing more rapidly with spin rate above this value than the other balls. Ball 1 had a comparable dip, but at a lower spin rate of 50 rpm. Ball 3 had a consistent deviation across spin rates.

Ball 1’s polynomial order was more often higher than those of the other balls at low spin rates, indicating it was the least consistent in flight. As the spin rates increased, the measures converged, indicating that the shape of the trajectory was less dependent on the ball type at higher spin rates. Ball 3 was, again, very consistent across the spin rates.

Ball 1 had the greatest Magnus deviation at low spin rates, which would indicate that its orientation forces (as shown in 1 and discussed by Passmore et al.) had greater influence over the trajectory of the ball. The measurements for Balls 2 and 3 were comparable. Above 100 rpm, the orientation had less influence on the flight; this supports the findings of Passmore et al. The increased orientation sensitivity of Ball 1 suggested by the Magnus deviation correlates to less consistent flights in the polynomial order and inflection point values. This is in agreement with the conclusions drawn by Passmore et al. It can also be concluded that at higher spin rates, Ball 2 will curve the most, although it has dramatically different behaviour at 100 rpm.

For these results, the main differences occur at lower spin rates, particularly for measures of flight shape. The values tend to be more consistent for the three balls at middling to high spin rates, except for the ELD, which exhibits interesting differences between the balls.

Conclusion

This article has defined a process for characterising a footballs’ flight for a wide range of input initial conditions. These flights were generated using a 6-degree-of-freedom flight model that utilises drag and lateral forces measured in a wind tunnel for a range of speeds and spin conditions for each of the test balls.

The range of flights was analysed using a range of statistical measures applied using methods defined in the article. From the analysis, four parameters were extracted that usefully describe the overall flight behaviour, while other parameters that described similar behaviour or were less intuitive were not included in the analysis:

- The ELD defined the magnitude of lateral movement.
- The polynomial fit order described the underlying movement of the ball’s orientation dependency from spin dependent forces.
- The number of inflection points defined the number of changes of direction for each flight.

The quantitative data obtained using these methods can be applied in a number of practical applications, such as ball development and evaluation processes as well as potentially for regulatory purposes. In addition, if a particular feature of the ball’s performance envelope is of interest, then the test input parameters can be deliberately adjusted to focus on specific conditions.

Further work is required to gain an understanding of the relationship between the characterisation parameters and human perceptions of ball flight performance and to understand how the physical ball features can affect the characterisation values.
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Appendix I

Notation

- $A$: frontal area
- $C_d$: non-dimensional drag force coefficient
- $C_f$: non-dimensional lateral force coefficient
- $dt$: time step
- $F$: force
- $g$: gravitational acceleration
- $m$: mass
- $rpm$: revolutions per minute
- $Re$: Reynolds number
- $Re_{crit}$: critical Reynolds number
- $V$: velocity
- $x$: $X$ location
- $\alpha$: elevation angle
- $\delta$: displacement thickness
- $\delta^{90}$: boundary layer thickness
- $\rho$: density
- $\psi$: orientation in yaw
- $\omega$: spin speed