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Abstract

With the successful application of advanced computational fluid dynamics and structural response modelling techniques, we have conducted a set of comprehensive parametric studies on reinforced concrete column failure when subjected to high-rate, coupled uplift and shear typically induced by internal explosive blast. The outputs of the parametric studies have been processed to develop a generalised damage identification procedure for columns subjected to two main internal blast conditions. This paper describes the development of the damage identification procedure together with a number of worked examples illustrating its application and significance in practice.
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1. Introduction

As highlighted previously by the authors [1, 2], columns in internal blast environments are subjected to complex, high-rate axial and shear loads due to blast wave confinement and build-up pressures, leading to a noticeable loss of column structural integrity. With respect to the development of robust damage identification procedures for columns in such complex blast environments, it is essential to carefully take account of the effect of coupled, time-dependent uplift forces, because: (i) – these forces can significantly reduce the net axial compression force in columns, in some circumstances even leading to pure axial tension forces [1], and (ii) – the rebounding of adjacent floor plates and cross girders typically induce substantial axial compression forces [3] which can comfortably exceed the column ultimate design capacity. Nonetheless, the general literature on internal explosive blast and the effect of consequential complex loading conditions on the integrity of structural members currently remain in inconclusive.
The existing literature in the fields of blast effects and protective structures contain research mainly focused on the design and performance assessment of structural systems subjected to external explosive blast [4-8]. In the context of damage state identification for columns, this means that columns have been comprehensively assessed only against two main loading conditions: pure transient-lateral blast loads or lateral blast loads coupled with static axial compression forces. The key aspects that have been of interest in these research include: (i) – the extent of localised damage, failure patterns and residual axial capacity of reinforced concrete (RC) columns [4, 6] and, (ii) – the effect of extremely close-proximity or contact detonations on the response behaviour of RC columns [5, 8]. In consistent with the nature of internal blast-induced loading conditions to a certain extent, multi-directional ground motions typically induced by seismic events can cause significant coupled, time-dependent axial and shear loads on columns [9]. As a consequence, the behaviour of RC columns subjected these time-dependent, coupled axial and shear loads has been of primary interest to many researchers [10, 11] leading to many design guidelines to account for the effects of axial force variation [12]. Nonetheless, there exists a fundamental problem with these guidelines and methods when applied to blast loading conditions due to the significant difference in loading rates. Blasts normally lead to significantly higher strain rates than those typical to seismic actions [13], thus causing highly-complex response and damage behaviours in RC members. As an example, RC components subjected to close-proximity, large-magnitudes explosions can exhibit an intense localised damage and fragmentation behaviour due to the direct transmission of high-intensity stress waves through the concrete, as observed by [6, 14-16]. Conversely, there is also a beneficial effect of such high-rate loading conditions as they tend to enhance material strengths beyond the corresponding static limits.

A number of previous publications by the authors address the aspects key to the development of numerical modelling techniques [1] and data processing [2]. In particular, one of the recently-
published articles [2] presents the research outputs in terms of a set of charts estimating the column residual axial capacity levels for a limited number of internal blast scenarios and mainly highlighting the influence of key input parameters on the overall extent of column damage. As an advancement on the previous publications, this paper presents a generalised damage identification procedure that can be applied to any specific assessment condition defined using column slenderness, concrete strength, reinforcement ratio and blast scenario. Section 2 of the paper summarises the research pertaining to the development of the fundamental numerical modelling procedure and its verification. The parametric study outputs key to the development of the damage identification procedure are discussed in section 3, which is followed by section 4 describing the developed assessment technique. Section 5 provides a set of worked examples. In section 6, conclusions are presented.

2. Numerical modelling of internal blast and column response

In this research, high-resolution CFD simulations of internal building detonation and wave propagation were conducted using the hydrocodes “Air3D” [17] and Autodyn [18]. The hydrocode Air3D is an explicit, finite volume formulation, which solves one-, two and three-dimensional forms of the Euler equations on a regular Cartesian grid using equally spaced, square, and cubic cells. Although the regular Cartesian mesh used in Air3D allows rapid one-dimensional sweeps of the flow solver in each of the three dimensions [17], the hydrocode fails in modelling the effect of close-proximity detonations due to: (i) – the influence of explosive substances on the magnitudes of loading, and (ii) – the effect of after-burn, which is an additional energy-release mechanism governed by further oxidation of detonation products as the shock wave propagates through the surrounding air. With respect to modelling this complex fluid-structure interaction behaviour typical to close-proximity detonations, Autodyn performs better in comparison to Air3D, thus it was used for modelling internal explosions associated with small scaled distances.
In Autodyn, alternative numerical processors are available to model detonation and wave propagation through the air. In this research, the Eular processor that allows for multi-material flow capabilities was employed, with remapped data registries between different flow fields (see [1, 19] for more details). Although the single material Eular-Ideal-Gas flow solver is fast and efficient compared to other Eular processors in blast simulations, it was not adoptable in this research due to the lack of sufficient expansion of the explosives prior to remapping data registries. This can be explained by using the equations of state (EOS) used for modelling TNT and air, given in Eqs 1 [20] and 2 [18] respectively.

\[ P = C_1 \left( 1 - \frac{\omega}{R_1 V} \right) e^{-R_1 V} + C_2 \left( 1 - \frac{\omega}{R_2 V} \right) e^{-R_2 V} + \frac{\omega E}{V} \]  

(1)

Where \( P \) is the hydrostatic pressure, \( C_1, C_2, R_1, R_2 \) and \( \omega \) are empirically derived constants based on the type of explosives; \( V \) is the specific volume of the detonation products and \( E \) is specific internal energy.

\[ P = (\gamma - 1) \rho E \]  

(2)

Where \( P \) is the pressure, \( \gamma \) is the adiabatic constant and is equal to 1.4, \( \rho \) is the air density and is equal to 1.225 kg/m\(^3\) and \( E \) is the specific air internal energy (= 2.068 \times 10^5 \text{ kJ/kg}). Autodyn calculates the density of the detonation products, \( \rho \) (Eq – 3) using the compression ratio, \( \mu \). If the value of \( \mu \) decreases below -0.99, the density of the detonation products tends to be very small [21], and at this stage (at large volumetric ratios) the first two terms of the JWL EOS (Eq – 1) become negligible, converging the JWL EOS to that of an ideal gas (Eq – 2) with \( \gamma = 1.3 \) and \( \rho = 1 \times 10^{-4} \text{ g/cm}^3 \). To employ the Eular-Ideal-Gas floor solver for the 3D domain, the floor state conversion from JWL-EOS to ideal gas requires to occur prior to remapping the data from 1D (or 2D) analysis; however, this cannot always be achieved particularly in the case of considerably near-filed detonations such as internal explosive blasts.
\[ \rho = \rho_0 (1 + \mu) \]  

To take account of the effect of after-burn and consequential time-dependent energy release, Autodyn provides a modification to the last term in Eq – 1 based on the approach proposed by Miller [22], as described by Eq – 4.

\[ P = C_1 \left( 1 - \frac{\omega}{R_1 V} \right) e^{-R_1 V} + C_2 \left( 1 - \frac{\omega}{R_2 V} \right) e^{-R_2 V} + \frac{\omega (E + \lambda Q)}{V} \]  

where \( \frac{d\lambda}{dt} = a(1 - \lambda)^m p^n \); Q is additional specific energy (see [23]); a is energy release constant; m and n are energy release exponent (-1/2) and pressure exponent (-1/6) respectively.

Figure 1 illustrates the wave propagation and fluid-structure interaction due to a detonation of 25kg of TNT equivalence within a vented virtual building arrangement, where the blast wave is confined only between the ground and the upper floors whilst permitting to flow out along the building perimeter. The main aspects pertaining to CFD simulations (e.g. mesh sensitivity, remapping process and comparison of pressure and impulse histories obtained separately from Autodyn and Air3D simulations) are not of primary interest in this paper. The interested readers are directed to the previous publications by the authors [1, 2]. To demonstrate CFD modelling accuracy, a comparison study was conducted using a set of ConWep [24] predictions in terms of peak reflected overpressure (\( P_r \)), total reflected impulse (\( I_r \)) and shock arrival time (\( T_a \)) estimated for 30 different internal blast scenarios. Based on the standoff distance (\( R \)) and TNT equivalence (\( M \)), the ConWep predictions pertaining to the primary pressure pulse (see Figure 2) in each simulation were compared with corresponding CFD simulation results. These are provided in Table 1 together with the column internal forces (shear, \( V \), peak axial force, \( N \) and peak bending moment, \( M \)) estimated separately from applied element (AE) and finite element (FE) structural response modelling techniques. With respect to modelling internal blast, the results indicate a good overall consistency between CFD and ConWep predictions. The slight deviations of the CFD predictions
compared to the ConWep results can be attributed to main simplifications used with CFD simulations, including: (i) – perfect ground reflection, (ii) – above-ground detonation (approximately 0.5m above the ground), and (iii) – blast wave reflection at a finite column surface leading to a notable clearing effect.

The primary computer program used to model the transient-dynamic response of columns was ELS [25] which is based on the AE method [26] for modelling the response of structures subjected to extreme loading conditions such as blast and impact. The fundamental numerical modelling procedure, material models and verification studies (both qualitative and quantitative) have already been discussed in details in a number of previous publications by the authors [1, 27]. As a further extension to the verification studies reported in the previous publications, this paper also provides a simplistic comparison of column internal forces estimated separately using the AE and FE methods (see Table 1). The primary interest of this comparison was to ensure the integrity of AE models prior to conducting more comprehensive verification studies using experimental test data. In this comparison, although the reinforcement were modelled explicitly as unique structural components with interface (see Figure 3), material properties for the concrete and reinforcement were assumed to be linear-elastic for simplicity.

3. Development of the damage state identification procedure

The underlying procedure used for the development of this damage assessment procedure consists of two main steps: (i) – a comprehensive parametric study to develop a database of column response and damage patterns corresponding to different internal explosive blast scenarios, and (ii) – data processing (multi-variable, non-linear curve fitting analysis) and interpretation of results. Prior to the parametric study, input parameters key to the response and failure of columns were identified using a set of independent numerical simulations [19], namely:
column slenderness properties (width, $B$; depth, $D$; height, $H$), blast scenario (TNT equivalence, $M$; standoff distance, $R$), reinforcement ratio (longitudinal, $\rho_l$; transverse, $\rho_t$) and design compressive strength of concrete, $f_{ck}$. In each analysis case, two output variables (damage index, $\eta$ and residual axial capacity index, $\alpha$) were derived based on the extent of overall column damage. As an example, Figure 4 illustrates the procedure used for estimating $\alpha$ using an incremental static, axial compression force applied to the column following the blast loading stage, until the column fails in direct compression. Referring to Figure 4, $\alpha$ can be obtained by using the axial force versus axial shortening curves derived for both blast-induced damaged and undamaged conditions. In other words, $\alpha$ is defined as $N_d / N_{ud}$, where $N_d$ and $N_{ud}$ are the column axial compression capacity corresponding to damaged and undamaged conditions, respectively. As an illustration, the data given in Figure 4 can be used to estimate the values of $\alpha$ for the two damage conditions denoted as $B$ and $C$. These are equal to 0.79 and 0.68 respectively. The damage index $\eta$ is a qualitative parameter defined based on the key observations such as the extent of column overall damage and integrity of reinforcement. Table 2 provides part of the parametric study outputs pertaining to the two internal blast environments considered in this research: vented and contained. In the case of vented blast scenario, the building has neither strong perimeter walls nor partition walls (e.g. building arrangements typical to open-plan parking premises). Conversely, contained blast conditions are typical in explosive blast events occurring within areas such as basement parking or storage premises where the presence of non-frangible perimeter walls can completely reflect the entire blast wave, further increasing the magnitudes of blast loads on structural components.

The data processing step involves with multi-variable, non-linear curve fitting analyses using a Chi-square minimisation approach [28]. In this, the global regression function which relates the input variables to the damage index, $\eta$ takes the form as described by Eq – 5. The column slenderness input parameters ($B$, $D$ and $H$) were shown to have polynomial relationships with $\eta$, whilst the
relationships corresponding to other variables ($M, R, \rho_l$ and $\rho_t$) were power functions (see [19] for further details).

\[ \eta [f(\alpha)] = a(b + c.[B] + d.[B]^2) \times (e + f.[D] + g.[D]^2) \times (h + i.[H] + j.[H]^2) \times (k + l.[M]^m) \times (n + o \frac{1}{[R]^2}) \times (p \frac{1}{10^{12}} \times \frac{1}{[\rho_l]^q}) \times (r - s.[\rho_t]^t) \] (5)

The global non-linear, multiple regression function described by Eq – 5 is the mathematical representation of a specific data set. Once the model parameters ($a, b, c, ..., t$) are estimated, the function can be used to develop a graphical representation of the data set for repetitive application purpose. To derive the model parameters, curve fitting analyses were conducted for each data set corresponding to different compressive strength classes (see Table 2), separately for vented and contained blast conditions. As an example, Tables 3 and 4 provides the model parameters estimated using the data set for $f_{ck} = 40$MPa corresponding to the vented internal blast scenario.

When performing nonlinear curve fitting, an iterative procedure is employed that minimises the reduced chi-square ($\chi^2_{rd}$) value to obtain the optimal model constant values. The $\chi^2_{rd}$ value and adjusted coefficient of determination ($R^2_{ad}$) corresponding to the outputs provided in Tables 3 and 4 are 2.40 and 0.90 respectively, indicating a good fitness of data. The reduced chi-square was obtained by dividing the residual sum of squares (RSS) by the degrees of freedom (DOF). Although this is the quantity that is minimised in the iteration process, it is typically not a good measure to determine the goodness of fit [28]. On the other hand, coefficient of determination ($R^2$) provides a better understanding of the fitness of data; however, a larger value of $R^2$ (closer to unity) does not necessarily mean a better fit because the degrees of freedom can also affect the value. As a consequence, if more parameters are introduced, the $R^2$ value will increase, but this does not imply a better fit. To overcome this problem, the adjusted coefficient of determination was estimated, as
this parameter can take accounts for the degrees of freedom and leads to a better estimate of the goodness of fit.

The primary objective of the use of damage identification procedure is to identify the extent of column damage in terms of $\eta$ and $\alpha$. This requires a set of distinct damage classes that appropriately describe the extent of column damage with high practical relevance, because depending upon the input variable values, column overall damage can range from a no-damaged state to an imminent collapse state (complete compression failure or sheared-off). By carefully investigating the parametric study outputs, it was possible to define a damage classification system consisting of five damage classes as provided in Table 5. Table 5 also includes the appropriate range of each output variable ($\eta$ and $\alpha$) for each damage class. Figure 5 shows the relationships between $\eta$ and $\alpha$ derived separately for each damage class using the results.

4. Damage identification procedure

This section describes the underlying stepwise procedure developed for damage identification.

Step 1: The input variables $B$, $D$, $H$, $\rho_l$ and $\rho_t$ were fixed. For example, the normalised values of $B$, $D$ and $H$ (denoted respectively as $B'$, $D'$ and $H'$) were 350mm, 350mm and 3m respectively. Using these fixed values and the global non-linear regression function given by Eq – 5, a simplified equation that relates $M$ and $R$ to a new parameter termed ‘normalised damage index ($K_D$)’ was derived as given by Eq – 6, where $K_1$, $K_2$, $K_3$, $K_4$ and $K_5$ are constants that depend on the normalised input variables.

$$K_D = K_1 \times K_2 \times K_3 \times (k + l. [M]^m) \times (n + o. \frac{1}{[R]^2}) \times K_4 \times K_5 \quad (6)$$

Once the model constants $k$, $l$, $m$, $n$ and $o$ are obtained from curve fitting analyses, it is possible to interpret $K_D$ graphically in terms of different combinations of $M$ and $R$. Considering this, two
separate sets of charts for vented and contained internal blast conditions were developed. For each blast condition, five charts were constructed based on the design compressive strength of concrete: 30MPa, 40MPa, 50MPa, 60MPa and 100MPa. These charts are shown in Figures 6(a)-(e) and 7(a)-(e) for vented and contained internal blast conditions respectively. Each chart also comprises a reference line ($z = 0.3\text{m/kg}^{1/3}$) beyond which the curves were extended purely on the basis of data extrapolation.

Step 2: The charts described in step 1 correspond with the normalised values of $B, D, H, \rho_l$ and $\rho_t$. As a consequence, modifications are necessary for actual values of the normalised input variables. In this step, modifications in terms of the correction factors $\beta_B, \beta_D$ and $\beta_H$ for column slenderness input parameters $B, D$ and $H$ are derived. Considering Eqs – 5 and 6, the following relationships can be written for $\beta_B, \beta_D$ and $\beta_H$:

$$\beta_B = \frac{b + c \cdot [B] + d \cdot [B]^2}{b + c \cdot [350] + d \cdot [350]^2}$$  \hspace{1cm} (7)

$$\beta_D = \frac{e + f \cdot [D] + g \cdot [D]^2}{e + f \cdot [350] + g \cdot [350]^2}$$  \hspace{1cm} (8)

$$\beta_H = \frac{h + i \cdot [H] + j \cdot [H]^2}{h + i \cdot [3] + j \cdot [3]^2}$$  \hspace{1cm} (9)

Alternatively, the correction factors $\beta_B, \beta_D$ and $\beta_H$ can be obtained from the charts shown in Figures 8 and 9 for vented and contained internal blast conditions respectively. In either of the two methods, the correction factor for any column slenderness input parameter requires to converge to unity when the actual value is equal to its normalised value.

Step 3: Using a similar approach to that discussed in step 2, the correction factors for longitudinal and transvers reinforcement ratios $\beta_{pl}$ and $\beta_{pt}$ are derived in this step. These can be written as:
\[ \beta_{pt} = 1.24 \times (\rho_t)^{-0.178} \]  
\[ \beta_{pt} = 0.99 - \frac{2.07}{10^{12}} (\rho_t)^{4.29} \]

These relationships were derived using the global regression function (Eq – 5) and the model constants \( p, q, r, s \) and \( t \) estimated from the non-linear curve fitting analyses.

Step 4: This step involves with estimating the damage index \( \eta \) using \( K_D, \beta_B, \beta_D, \beta_H \) and \( \beta_{pt} \) estimated in the previous steps:

\[ \eta = K_D \times \beta_B \times \beta_D \times \beta_H \times \beta_{pt} \times \beta_{pt} \]  

The estimated damage index is subsequently used to obtain the appropriate damage class together with the column residual axial capacity using the grey scale shown in the damage identification chart for the desired compressive strength class and internal blast condition. For compressive strengths in between any two successive \( f_{ck} \) values, \( \eta \) can be estimated from interpolation; however, in this case, the appropriate damage class should be obtained from the chart corresponding to the smaller \( f_{ck} \) value to ensure safe conservative predictions.

5. Application of the proposed method

This section discusses a set of illustrative examples for the application of the damage identification procedure described in section 4. In the first part, the column dimensions \( B, D \) and \( H \) were defined to be 250mm, 350mm and 3.5m respectively. The column was considered to have 8 longitudinal reinforcing bars of 25mm diameter, and 10mm diameter stirrups with a spacing of 100mm. The clear concrete cover was assumed to be 25mm. The blast scenario was defined at 60kg of TNT equivalence detonated at a standoff distance of 2.5m.
Once the blast scenario, column dimensions and reinforcement details are defined, the damage identification procedure can be used to predict the appropriate damage class (DC) and consequential column residual axial capacity. As an example, if the design compressive strength of concrete, $f_{ck}$, is assumed to be 40MPa, the corresponding damage class for vented and contained internal blast conditions are 9.28 and 13.34 respectively. In both cases, the column remains in ‘Moderate’ damage class ($8 \leq \eta \leq 16$); however, the column residual axial capacity corresponding to the vented blast condition (78%) decreases to 68% under the contained blast condition, column axial capacity drop of 10% purely due to further confinement of the blast wave. Table 6 provides the entire output data set including the values of $\eta$ and $\alpha$ together with the damage class corresponding to each $f_{ck}$ value, estimated separately for vented and contained internal blast conditions. It is evident from the results that the column when subjected to the vented internal blast will have reduced damage (LD) at $f_{ck} = 50$MPa or greater, compared to the damage extent typical to lower strength classes (< 40MPa). Similarly, in the case of contained internal blast, the column exhibits a reduced damage level (LD) only at an $f_{ck}$ value in between 60MPa and 100MPa, clearly indicating the extent of increased damage due to the contained blast.

To further illustrate the application of the proposed method, it was used to estimate the value of $\eta$ corresponding to different TNT equivalences ranging from 10kg to 150kg (see Figure 10a). In this, the contained and vented blast conditions are denoted as ‘V’ and ‘C’ respectively. The problem input variables remained the same as described earlier, except the column’s depth and width which were changed to define two assessment groups (C1 and C2) with different column orientations with respect to the direction of the blast wave. In the assessment group ‘C1’, $B$ and $D$ were 250mm and 350mm respectively, whilst those corresponding to the analysis group ‘C2’ were 350mm and 250mm; a reduced column lateral stiffness in C2 compared to that in C1. Of the four assessment scenarios denoted in Figure 10a as C1_V, C1_C, C2_V and C2_C, C1_V, in which case
the column deforms about its major bending axis due to the effect of vented blast, indicates a high level of resistance against the blast. Conversely, when the column is considered to deform about its minor bending axis due to the effect of contained blast (assessment case C2_C), it indicates a noticeably low level of resistance against the blast, and the column also tends to exhibit a complete collapse at a TNT equivalence of 116kg or greater. For the same assessment scenarios, Figure 10b shows the relationships between \( \eta \) and \( R \) (TNT equivalence was fixed at 60kg). It is evident from Figure 10b that the column vulnerability to the blast (60kg of TNT) exponentially increases with decreasing standoff distance, \( R \). At standoff distances equal to or smaller than approximately 1.5m, the column exhibits an imminent collapse in all assessment scenarios. To ensure that the column can survive the blast either in vented or contained wave propagation condition, the required safe standoff distance can be considered as 3.5m (see Figure 10b); however the column can still be subjected to moderate damage as described in Table 5. The extent of acceptable damage level depends on many factors such as the overall protection level required for the building and the type of column retrofits available as means of blast protection measures.

6. Conclusions
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