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Abstract—With the popularity of video technology, stereoscopic video quality assessment (SVQA) has become increasingly important. Existing SVQA methods cannot achieve good performance because the videos’ information is not fully utilized. In this paper, we consider various information in the videos together, construct a simple model to combine and analyze the diverse features, which is based on saliency and sparsity. First, we utilize the 3-D saliency map of sum map, which remains the basic information of stereoscopic video, as a valid tool to evaluate the videos’ quality. Second, we use the sparse representation to decompose the sum map of 3-D saliency into coefficients, then calculate the features based on sparse coefficients to obtain the effective expression of videos’ message. Next, in order to reduce the relevance between the features, we put them into stacked auto-encoder, mapping vectors to higher dimensional space, and adding the sparse restraint, then input them into support vector machine subsequently, and finally, get the quality assessment scores. Within that process, we take the advantage of saliency and sparsity to extract and simplify features. Through the later experiment, we can see the proposed method is fitting well with the subjective scores.

Index Terms—Stereoscopic video quality assessment, saliency, sparse representation, stacked auto-encoder (SAE), sparsity.

I. INTRODUCTION

In contemporary, the 3D technology developed rapidly, such as virtual reality, 3D films, and 3D display devices. Accordingly, the 3D videos are widely used in various domains, and they can bring the more reality sensations than 2D videos [1]. As we all known, the quality related to the videos has a direct effect on the subjective sensation about human eyes. When arising the distortions during the compression, transmission or presentation, the quality about videos will be decreased at the receiving end, and then people will feel uncomfortable even disgusting when watching them. In other words, the users’ experience is worse, so we need a metric to measure the distortions. On the other side, the subjective evaluation is tedious and time-consuming [2], so it is necessary to evaluate the quality on the videos by algorithms [3].

The relevant algorithms can be divided into three aspects: full-reference (FR), reduced-reference (RR) and no-reference (NR) [4]. As the name suggests, the FR methods acquire the pristine video source, RR algorithms require the partial message about origin videos, when the NR assessments doesn’t need any additional information [1]. Obviously it has many restrictions on the FR and RR, because it is difficult to obtain the source video in real life. Therefore, the NR algorithms have more practical significance and applicable value [5]. But from the another aspect, due to lack of undistorted counterpart, there has more obstacles when design an effective NR approaches, so according to the tendency in the future, the NR method will develop faster than other two methods, and it still has plenty of room for growth.

With the help of quality assessments on images, many methods on video’s quality evaluations appeared subsequently. The relevant thought appeared at the beginning is simply learned from the practice about the image quality assessment (IQA), such as SSIM [6], VSI [7], BRISQUE [8], DIVINE [2] and other measures. These algorithms expected to obtain the videos’ quality scores by means of evaluating per frames separately, then combined them in the manner of weighted average, treated as video quality assessment (VQA).

However, the final effects of these methods are unsatisfactory. This is imaginable because the approaches abovementioned only pay attention to the spatial features but ignore the movement features. Then several approaches concerned about this point. They added the temporal features and got the better performance. Saad et al. [9] proposed a 3D VQA, it utilized the DCT-domain features on each frame to get spatial information, then combined the natural scene statistic model to approach the human visual perception process. Han et al. [10] constructed a 3D spatial-temporal structural (3D-STS) model to integrate the peculiarities between spatial and temporal on inter-frames. These ideas pointed out the direction for the further research.

Meanwhile, Human Visual System (HVS) is also an indispensable factor in quality assessment. Compared with 2D quality assessment, there are a few major points need to be considered [11] in stereovision, such as the disparity between two views, binocular fusion and binocular rivalry phenomenon. Shao et al. [12] proposed new feature encoding
and similarity measure approaches to model visual properties of the primary visual cortex, which yielded better results. Yu et al. [13] divided visual model into binocular fusion portion and binocular rivalry portion, extracted features from each part respectively, finally pooled and got the excellent performance. In [14] and [15], binocular vision model was combined with the saliency model to approach the perception process. In [16], respective fields of the human visual cortex were simulated and support vector regression was used to establish connections between them. These efforts had promoted the development of quality assessment.

In addition, a number of studies based on visual attention and machine learning had achieved rapid development, these work got excellent performance on 3D VQA. Zhao et al. [17] constructed evaluation algorithm based on edge differences, visual attention and depth information. Oprea et al. [18] estimated the perceptually important areas through salient region detection, then computed distortion measure to obtain perceptual result. In [19], a novel VQA metric was proposed through visual perception and visual attention. Shahid et al. [20] presented a model based on LS-SVM (least Square Support Vector Machines), which attained more robust features. In [21], DBN (Deep Belief Nets) was introduced to make more accurate predictions. Narwaria and Lin [22] designed a method on the basis of SVR (Support Vector Regressor) and SVD (Singularly Valuable Decomposition) features to capture structural information for videos. Inspired by previous ideas, we take advantage of visual attention and machine learning in our work.

In this paper, we introduce a method that combines the saliency, sparse representation and stacked auto-encoder (SAE). The contributions in our paper are the following:

1) Taking the advantages of sum-difference theory and 3D saliency, integrating the information an videos in a novel and simple way.

2) Employing the sparse representation to extract video’s features, to the best of our knowledge, we are the earliest to adopt the method of sparse representation in SVQA.

3) Putting forward an innovative work that combines the saliency and sparsity to extract features on frames, validating the reasonable and effectiveness of proposed approach.

4) Handling the video’s features with SAE based on the principle of sparseness, further simplified features by neural network.

The remainder of this paper is organized as follows. Section II introduces the previous work associated with proposed metric briefly. Section III details the concrete steps of proposed method. In Section IV, the performance of proposed framework and related experiments are presented. Finally, we make a brief summary in Section V.

II. RELATED WORK AND MOTIVATION

A. Saliency Map

When people observe a scene, though the visual information they achieve may be complicated, human eye’s will be attracted by some preferred areas, which named saliency [23]. It reflects the places where people usually pay more attention to play a important role on visual perception. The related researches grow rapidly as the deeper awareness on visual system [24]. The early work is in [25], Itti et al. derived saliency map by means of calculating the images’ pixel intensity, orientation and color’s contrast. Then many improved algorithms emerged in large numbers, like the method based on natural statistics in [26], the algorithm which mainly utilized the low-level features in [27], the approach which considered the spectral residual in [28], etc. Some VQA methods also viewed saliency as a powerful tool. Yang et al. [29] integrated salient region and edge difference into human visual system, Jia et al. [30] weighted salient and non-salient region to calculate degradation, Culibrk et al. [31] used a multi-scale background-subtraction assessment approach based on salient motion, Wei and Zhang [32] constructed statistics features combined with saliency map for evaluation.

We refer the relevant work in [33], which computed the statistical uncertainty measures to combine the spatial and temporal information. We understand the saliency from another perspective, regard the saliency as an efficient way which reflects the relationship between the spatial and temporal. Different from the related work previous mentioned, we do not directly divide significant and non-significant regions through saliency maps, but process them together to ensure integrity. Besides that, the saliency of the left and right view is combined with sum map in consideration of binocular vision. The details are shown in Section III-A.

B. Sparse Representation

Sparse representation is usually used in the signal processing [34]. The main idea on sparse representation is to express the signals simply and effectively [35] with the linear combination of a small number of elementary signals [36]. The theory about sparse representation also conforms to the human eyes’ visual characteristic [37]. When human eyes observe an image, optical signal will be processed on the retina. Cells in the retina encode received visual signal, then information is encoded as complex statistical dependencies among the photoreceptor activities on lateral geniculate nucleus (LGN). And primary visual cortex reduces these statistical dependencies to discover the intrinsic structures, finally form the information of image’s features in the brain [38].

This phenomenon can be mimicked as describing images with a linear superposition of a small number of basis vectors. Therefore, a larger, over-complete set (namely dictionary) of basis vectors is able to adapt to images and best represent all structures information of images. It also means that basis elements of the dictionary are similar to the receptive field of the cortical simple cells. It is also consistent with the process of sparse representation. Sparse representation decomposes the image signal through dictionary, which is similar to the procedure of encoding light information on the area of retina [39]. In addition, related studies indicated that the natural images’ structure had redundancy and would be simplified in receptive field, and sparse coding is a reasonable and valid method to model the biological phenomenon.
The basic process of sparse representation is as follows: first divide the image into patches \( \{X_c\} \), \( X_c, c = 1, 2, \ldots, n, X_c \in \mathbb{R}^{h \times w} \), \( h^2 \) is size of pathes, and \( n \) represents the total number of patches. Then the K-SVD [40] algorithm is adopted to solve the problem about dictionary generation and optimization. The first step is fixing the dictionary \( D \) and looking for the optimal sparse matrix \( A \). Let \( a_i \) to be the \( i \)-th column vector of matrix \( A \), \( x_i \) to be the \( i \)-th column vector of batch \( X \), then take the sparse coding as foundation, the optimization of dictionary can be formulated as:

\[
D = \arg \min \sum ||x_i - Da_i||^2_2 \text{ s.t. } ||a_i||_0 \leq T_0
\]  

\( T_0 \) is a constant which is chosen according to the experience. \( ||a_i||_0 \) is 0-norm of \( a_i \), which represents the number of zero elements in \( a_i \). It is a NP hard problem, Orthogonal Matching Pursuit (OMP) algorithm is usually applied to solve it. The next step is to update dictionary \( D \) by column. The specific approach is fixing the coefficient matrix \( A \) and dictionary \( D \), updating the \( k \)-th column \( d_k \) of \( D \), multiplying the sparse matrix \( A \) and \( d_k \). Each column of result is denoted as \( a_i^j \) (\( j = 1, 2, \ldots, k \)) the formula (4) can be rewritten as:

\[
\|X - DA\|_F^2 = \|X - \sum_{j=1}^{k} d_j a_i^j\|_F^2 = \|X - \sum_{j=k}^{k} d_j a_i^j - d_k a_i^k\|_F^2 = \|E_k - d_k a_i^k\|_F^2
\]  

Then SVD (singular value decomposition) is used to decompose the difference matrix \( E_k \):

\[
E_k = UVV^T
\]  

\( d_k \) is updated with the first atom in first column of \( U \), \( a_i^k \) is replaced with the product of the first column of \( V \) and \( V(1, 1) \). Iterate these steps, finally we obtain an optimal dictionary, which is used for decomposing per frame into coefficients. The formulation of the decomposition process is as follows:

\[
I = \left( \sum_{i=1}^{n} R_i^T R_i \right)^{-1} \sum_{i=1}^{n} (R_i^T Da_i)
\]  

\( I \) denotes the images that need to be reconstructed, and \( R_i^T \) is a matrix operator which extracts patches from image. Then the OMP algorithm is utilized to solve the equation in a similar manner, attaining a set of coefficients which are used to construct features.

The above is the basic theory of sparse representation. Due to its excellent properties, some IQA methods using sparse represent appear as well. In [41], MUMBLIM model based on sparsity was presented to predict objective scores. Chang et al. [42] used sparse feature fidelity (SFF) to measure distortion. Shao et al. [43] simulated monocular and binocular visual perception through sparse representation. These methods exhibited good performance on evaluating the quality of stereoscopic images.

Inspired by previous work, we perform the strategy on videos to dig the deeper structure message, and the majority of content is referred in [38]. What is different from previous work is that we employ sparse representation on videos rather than images, so the field of application on algorithm is extended from spatial domain to spatial-temporal domain; in addition, we connect sparse theory with association of saliency, the innovative combination can take advantage of two parts.

### C. Stacked Auto-Encoder

In the phase of processing features, the selected regression algorithms are different in relevant work. As mentioned earlier, LS-SVM was employed in [20], SVR was chosen in [22], DBN was selected in [21]. In this work, we choose SAE as a tool for feature handling. Compared with previous work, SAE can learn features effectively and express features compactly. And it can enhance the expression ability of the hidden layer by using sparsity, which is in line with visual system.

SAE is a sort of deep-learning (DL) network [44]. It consists of automatic encoders stacked in series. The purpose of stacking multi-layer auto-encoders is extracting high-order feature of input data hierarchically and reducing the dimension of input data during the process. In this way, complex input data is converted into a series of simple high order features. It constructs a more sparse structure, conforming to the processing of signals by human eyes cells to a certain extent, which is better than SVM at this point.

The fundamental unit of SAE named auto-encoder (AE) [45]. It is designed to make the output vector to identical with input vector. It can be divided into three parts, which include input layer, hidden layer and output layer. The structure of AE is shown in Fig. 1, symbol \( w \) means the weight between two units and \( b \) means bias.

AE minimizes the reconstruction error of the input data by two steps of encoding and decoding, thereby obtaining the best data expression for hidden layers. As the figure shows, denote the training sets as \( \{y_1, y_2, \ldots, y_n\} \), when \( y_j(i = 1, 2, \ldots, n) \) is input in the first hidden layer, hidden units are activated by encoding, and the intermediate quantity
Fig. 2. The framework of proposed method.

\( h(y_i) \) is generated. Then through the decoding process, \( z(y_i) \) is reconstructed in the output layer. In this way, the data on previous layer is expressed approximately. The encoding and decoding formulas are:

\[
\begin{align*}
  h(y_i) &= f(W_{yh}y_i + b_y) \\
  z(y_i) &= g(W_{zh}h(y_i) + b_h)
\end{align*}
\]

As is shown in the figure, the general framework is mainly divided into three parts. First we extract images from videos per 8 frames at left and right view videos, (the number of selected frames can be slightly changed as needed, must guarantee that it doesn’t lose too much information on videos), add the left and right views together, obtain their 3D visual saliency map on the basis of the method in [33]. Next, we choose different frames’ map at diverse scenes, combine into one map and use it to train a dictionary, then employ sparse coding on all saliency maps of videos. In this procedure we get the coefficients that enable to capture per frames’ structure, then extract features based on these coefficients and feed them to a stacked auto-encoder (SAE), finally input processed features into support vector machine (SVM) to get the scores about videos’ quality. We will demonstrate the framework and verify the validity on each part in subsequent subsections.

A. Visual Theories and Saliency

For the 3D scene, in addition to the saliency mentioned in Section II, binocular vision is also an important factor that need to be taken into account [46]. So we try to combine saliency with visual theory. When human observes an object, it will produce the binocular vision [47], making the left and right views merge and relate with each other. So it is necessary to mix two eyes’ views together. We refer to the work mentioned in [48], which introduced the sum and difference channels with binocular visual characteristic. Denote \( I_L \) as left view of a frame, \( I_R \) as right view of a frame, by definition, the sum map and difference map are computed as:

\[
\begin{align*}
  I_{\text{sum}} &= (I_L + I_R)/2, \\
  I_{\text{diff}} &= |(I_L - I_R)|.
\end{align*}
\]

These two types of maps can effectively express the image information received by two eyes in a simply way. Therefore, we draw lessons from this theory. But our work is differing from previous work. In [48], it showed difference map play a more important role on visual perception; in this paper, we
only adopt the sum maps [49]. Because we find that difference
map can’t fully reflect the content of each frame. Just as
Fig. 9 (e) shows, it retains more edges and contours, in con-
trast, background or other trivial details are almost neglected.
So we try to employ the sum map to solve this problem. On
the one hand, we expect to further simplify the structure, on
the other hand, it is beneficial for the follow-up work. We hope
to get the integrated message on sampled frames, so difference
maps can’t meet our requirements.

In order to reflect human visual system and preserve original
information, sum map is chosen to compute saliency. After
obtaining the sum maps from video’s frames, we calculate
the 3D saliency map on them, treating as the videos’ saliency
maps. The corresponding definition is:

\[ I_{sum} = (I_L + I_R) / 2 \]  \hspace{1cm} (10)

We mainly derive the saliency model based on [33]. Convert
the color space into YCbCr at first, then divide sum maps into
non-overlapping patches. Next calculate the spatial saliency
on patch \( i \) according to the following formula:

\[ S_{k(sum)}^i = \sum_{j \neq i} \left[ \frac{1}{\sqrt{2\pi\sigma_s}} e^{-\frac{D_{ij}^2}{2\sigma_s^2}} \right] \]  \hspace{1cm} (11)

where \( k \) indicates the groups of features which include lumin-
nance, color and texture, \( D_{ij} \) denotes the feature difference
between the patch \( i \) and \( j \), \( \sigma_s \) is a weight of \( D_{ij} \), \( l_{ij} \) is the spa-
tial distance between two patches. The spatial saliency \( S^i(s) \)
is computed as:

\[ S^i(s) = \frac{1}{K} \sum_k N(S^k_{sum}) \]  \hspace{1cm} (12)

where \( N \) is normalize function. Meantime, the temporal
saliency about patch \( i \) is calculated according to the following
formula:

\[ S^i(t) = -log_2(p(v)) = \alpha log_2 v + \beta. \]  \hspace{1cm} (13)

In the formula, \( p(v) \) is a power-law function with regard to
the prior distribution of motion speed, \( v \) is the relative speed
of the \( i \)-th patch, which is defined as:

\[ v_i = \sum_{j \neq i} \left[ \frac{1}{\sqrt{2\pi\sigma_t}} e^{-\frac{D_{ij}^2}{2\sigma_t^2}} \right] \]  \hspace{1cm} (14)

where \( D_{ij} \) means the length of the vector difference be-
tween the mean absolute motion vectors of patches \( i \) and \( j \).

The overall 3D saliency maps consist of spatial maps, tem-
poral maps and uncertainty for each pixel accordingly. The
final expression is:

\[ S^{i(s)}_{sum} = \frac{U^{i(s)} p^{i(s)} S^{i(s)}_{sum}}{U^{i(s)} + U^{i(t)}} \]  \hspace{1cm} (15)

where \( H_b \) is a binary entropy function, \( p(s|d) \) measures the
saliency probability of a pixel based on the distance \( d \) from
saliency center, \( p(s|c) \) computes the saliency probability of
a pixel based on the connectedness \( c \) from saliency center.
More specific description about parameters and concepts are
elaborated in [33].

There are two points that need to be explained. Firstly, we
are not just focusing on the saliency. Saliency is significant for
visual information, but it doesn’t mean the background is use-
less. The combination of background and saliency can show the
characteristics of video better. Secondly, we think that saliency
is an important expression on the interaction between time
and space. In our opinion, spatial and temporal is not mu-
tually independent, the variation of the spatial pixels pro-
vides motion information and temporal attention for the time
domain; in contrast, the flow of temporal embodies the spatial
saliency in the video. So it is more accord with perception to
merge the spatial and temporal together. We pick out some
sum map’s saliency map of different type of videos, exhibiting
them in Fig. 3. Through the group of illustrations, it is clearly
that the saliency maps represent more useful message in
videos, and the effect of saliency is well on sum maps. The
highlight part emphasizes the motion intensity and orientation
at saliency position of the frames, the larger percentage of its
share in frame, the more movement appears in the videos. It
displays the motion information in temporal domain visually.

The effectiveness and rationality of our manners will be
confirmed in the experimental part, by means of contracting
with other synthetic images’ saliency map.

B. Saliency and Sparse Representation

The next step is to extract features on saliency maps. We
adopt the sparse representation method, it can analyze the
information of the frame effectively and reflect the influence
of saliency characteristics on visual elements. We select nine
frames’ 3D saliency map at nine videos, forming an image
that used to be trained a dictionary. The source images are
shown in the lower left portion of Fig. 2.

In Section II-B, image is divided into \( n \) patches of \( h^2 \) size (\( h 

\) is 8 in this experiment). But after adding saliency, the effects
of saliency on various blocks are different. Obviously, in the
saliency part of the image, the change of pixel value is greater.
Denote pixels in origin image as \( I_{io} \), pixels in saliency map
as \( I_{is} \), and \( N_f \) indicates the total number of pixels in image.
The average variation of pixels value is denoted as $\Delta I$, it is formulated as follows:

$$\Delta I = \frac{\sum N_i (I_{io} - I_{io})}{N_I} \quad (17)$$

Just as mentioned in the previous chapter, the areas highlighted by color (namely the saliency part) symbolize the motion intensity and tendency. The saliency map changes the content of the original image, making the salient part more prominent. It is obvious that the patches which contain much saliency will be different from other ‘static’ patches, the pixel value of them will be higher than the counterpart in the original image, and the coefficients will be changed as well. And in most cases, background information is the majority in the scene, so most of the regions are not salient. Under this condition, $\Delta I$ in the above formula can be an effective criterion to distinguish from salient blocks and non-salient blocks. Denote the salient blocks as $X_c$, non-salient blocks as $X_n$, original blocks as $X_o$ they are defined as:

$$X_c = \begin{cases} 
X_{c_i}, \text{ when } X_c - X_o \geq h^2 \Delta I \\
X_{n_i}, \text{ when } X_c - X_o < h^2 \Delta I 
\end{cases} \quad (18)$$

Accordingly, the expression of dictionary should also be changed. The following formula is more consistent with the situation of adding saliency:

$$\hat{D} = \arg \min_{\mathbf{a}} \left( \sum_{x_i \in X_c} \| x_i - \hat{D} \mathbf{a}_{i} \|_2^2 + \sum_{x_i \in X_n} \| x_i - \hat{D} \mathbf{a}_{i} \|_2^2 \right) \quad (19)$$

where $\hat{D}$ is defined to distinguish the dictionary which is derived from ordinary image. By the same reason, Eq.2 is changed as:

$$\| \sum X_{c_l} + \sum X_{n_l} - \hat{D} \mathbf{a}_{l} \|_2^2 = \| \hat{E}_{k} - \hat{D} \mathbf{a}_{k} \|_2^2 \quad (20)$$

$\hat{d}_k$ and $\hat{a}_{k}^T$ are also defined to distinguish the original variables $\mathbf{d}_k$ and $\mathbf{a}_k^T$. Through the aforementioned formula, a series of coefficients which represent image are generated. Based on the conception in [38], the dictionary $\hat{D}$ can represent visual primitive set in theory, so we can conclude that coefficients in sum maps’ saliency map are similar with cells on the retina to some extent. Parallel with the process of integrating optimal signal in LGN, we can extract features which fit to the biological vision perception from these coefficients. But due to the number of coefficients is large, and coefficients are too trivial to manifest the valid features in the videos clearly, we decide to get features through coefficients’ entropy. Entropy can be used to measure the information quantities on the basis of Shannon theory [50]. It is an effective metric to describe visual perceptual information.

Denote the coefficients as $a_k$, the probability value is calculated as:

$$p_k = \frac{a_k}{\sum_{k=1}^{N} a_k} (k = 1, 2, \ldots N) \quad (21)$$

By definition, the entropy value is computed through the following formula:

$$H = - \sum_{k=1}^{N} p_k \log p_k \quad (22)$$

To explore the regularity on frames’ coefficients, we adopt three statistical modes: mean (abbreviates to m), standard deviation (abbreviates to s) and 2-norm (abbreviates to n). Assuming the restriction number of non-zero is $L$, we attain $L$ entropy value from a frame. If the number of sample frames is $M$, denote the per frame’s entropy as $H_{lm}$, the corresponding formulas are:

$$m_l = \frac{\sum_{i=1}^{M} H_{lm}}{M}, (l = 1, 2, \ldots L) \quad (23)$$

$$s_l = \sqrt{\frac{\sum_{i=1}^{M} (H_{lm} - m_l)^2}{M}, (l = 1, 2, \ldots L) \quad (24)$$

$$n_l = \left( \frac{\sum_{i=1}^{M} (H_{lm})^2}{L} \right)^{1/2}, (l = 1, 2, \ldots L) \quad (25)$$

We get the $3L$ features from each video. These features measure the magnitude and variation of entropy and represent three statistical structures respectively. At next step, we analyze these features and simplify them based on the idea about sparseness.

### C. Sparsity and Deep-Learning Network

Through the procedure abovementioned, we get three types of features, but there may exist correlation between them, that is to say, features can be simplified to a certain degree. Inspired by thought of sparseness, we expect to use less features to give a robust and simple expression, and SAE is adopted to derive a more sparse formation about features. Fig. 4 shows the SAE structure with two hidden layers.

It can see clearly that SAE is a deep neural network model with tightly stacking of AE (auto-encoder). The output of the lower AE is also the input of the upper AE. The principle of AE is explained in Section II.

![Fig. 4. The structure of SAE in the experiment, which has 2 hidden layers.](image)
SAE gradually realizes the abstraction of features through stacking, eventually gets more compact and useful features. The training of SAE is divided into two stages, which include pre-training and fine-tuning. The first stage is pre-training from bottom to top. The output of the \( k \)-th hidden layer of the model will be used as input to train the \( k+1 \)-th hidden layer, encoding matrix \( W \) and encoding bias \( b \) can be obtained by minimizing the cost function. These two parameters are calculated by gradient descent. For \( k \)-th layer, the renewal equations are as follows:

\[
W_j(k) = W_j(k) - \varepsilon \frac{\partial}{\partial W_j(k)} L(W, b)
\]

(26)

\[
b_j(k) = b_j(k) - \varepsilon \frac{\partial}{\partial b_j(k)} L(W, b)
\]

(27)

where \( \varepsilon \) is learning rate, \( W_j \) means weight which is connected with unit \( j \) in \( k \)-th layer and unit \( i \) in \( k+1 \)-th layer, \( L \) indicates reconstruction error which is defined in Section II-C. Then parameters distributed in the network is tuned with supervised training after pre-training.

It should be noted that the \( L \) has two forms of expression. When the number of neural units in hidden layer is smaller than the input layer, the dimensions of features are reduced through hidden layers. The principle is similar to PCA (principal component analysis) in this case. And we can also set the number of hidden units more than the input layer units, then add sparse constraints to hidden layers. This scheme is more consistent with visual theory, because input signals only stimulate a small amount of neurons in the process of receiving visual signals, while most of the other neurons are inhibited.

For the above reason, we choose second strategy, sparse constraint is used in penalty item. It aims at controlling the number of ‘activated’ neurons in the hidden layer (for sigmoid function, 1 means the output of a neuron is ‘activated’, while 0 is considered to be ‘suppressed’). Average amount of activation is used to indicate the activation level of \( j \)-th neuron in the hidden layer, it is defined as:

\[
\hat{\rho}_j = \frac{1}{N} \sum_{i=1}^{N} z_j(y^{(i)})
\]

(28)

In order to restrain most of neurons, activation level and penalty term are added in objective function to make \( \hat{\rho}_j \) closer to a constant \( \rho \). KL divergence is adopted as a penalty item, it is calculated as:

\[
KL(\rho || \hat{\rho}_j) = \rho \log \frac{\rho}{\hat{\rho}_j} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_j}
\]

(29)

The deviation degree of KL divergence will become larger with distinction between \( \hat{\rho}_j \) and \( \rho \). Especially, \( KL(\rho || \hat{\rho}_j) = 0 \) when \( \hat{\rho}_j = \rho \). Furthermore, the objective function with sparsity constraint can be expressed as:

\[
\hat{\theta} = \arg \min_{\theta} L_{\text{sparse}}(Y, Z)
\]

\[
= \arg \min_{\theta} L(Y, Z) + \gamma \sum_{j=1}^{H_N} KL(\rho || \hat{\rho}_j)
\]

(30)

where \( \gamma \) represents the weight of sparse penalty, \( H_N \) indicates the number of hidden layer units. And the corresponding renewal equation is changed as:

\[
W_j(k) = W_j(k) - \varepsilon \frac{\partial}{\partial W_j(k)} L_{\text{sparse}}(W, b)
\]

(31)

\[
b_j(k) = b_j(k) - \varepsilon \frac{\partial}{\partial b_j(k)} L_{\text{sparse}}(W, b)
\]

(32)

With the sparse constraint, redundancy of features can be reduced to a small degree. And different degrees of sparse constraints will change the result, which is demonstrated in this experiments. Through the SAE, we can obtain the ‘deeper’ and ‘sparse’ features, giving a better representation on video’s frames structure. In this paper, SAE is designed with two hidden layers, first hidden layer has 60 nodes and the second hidden layer has 50 nodes, input layer has 42 nodes and the output layer has 10 nodes. We have tried to construct SAE with more hidden layers, but the results have not be improved, so we adopt a simpler way. Besides that, SVM is connected with output layer to regress features and subjective scores, finally get the performance metrics.

IV. EXPERIMENTS RESULTS AND ANALYSIS

In this section, we compare our metric with other algorithms which have the remarkable effect on two public databases. We validate effectiveness of our proposed method through better performance. Meanwhile, the rationality and essentiality of saliency and sparseness are proved in the manner of contrast experiment.

A. Stereoscopic Video Databases

1) NAMA3DS1-COSPAD1 Stereo Video Database: We carry through contrastive experiments using NAMA3DS1-COSPAD1 stereo video database described in [51]. It is a general database for video quality evaluation. There are 10 original videos and 100 symmetrically distortions videos, 10 kinds of distortion in each video source. The types of distortions include JPEG2000, sharpen, H.264/AVC, reduction of resolution (at different levels of bit rates) and downsample with sharpen. The frames’ size of NAMA3DS1-COSPAD1 stereo video database is 1920×1080 and the frame rate is 25 fps. The illustration of NAMA3DS1-COSPAD1 stereo videos database are shown in Fig. 5.

2) QI-SVQA Video Database: To verify the extensive suitability of proposed method, we also test on the another public videos database (we named QI-SVQA video database in this
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Fig. 6. The first frame of nine pristine videos in QI-SVQA database.

TABLE I
THE MAIN DIFFERENCE IN NAMA3DS1-COSPAD1 STEREO VIDEO DATABASE AND QI-SVQA DATABASE

<table>
<thead>
<tr>
<th>video databases</th>
<th>distortion type</th>
<th>characteristic of distortion</th>
<th>number of source videos</th>
<th>total number of videos</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAMA3DS1-COSPAD1</td>
<td>H.264, JPEG2K, reduction of resolution, sharpening, downsampling and sharpening</td>
<td>symmetrical</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>QI-SVQA</td>
<td>H.264, blur</td>
<td>asymmetric</td>
<td>9</td>
<td>450</td>
</tr>
</tbody>
</table>

paper) in [19]. QI-SVQA video database has 9 pristine source videos and distortions, which be divided into 225 blur videos and 225 H.264 videos. Unlike the NAMA3DS1-COSPAD1 stereo videos database, its distortion is asymmetrical, so it is more challenging in this respect. Fig. 6 shows the illustration of QI-SVQA database.

3) The Difference Between Two Stereo Video Databases: In order to clearly show the difference between the two video databases, we tabulate the key points. The main terms are shown in Table I.

From the table, we can see that there are more samples in QI-SVQA database and more distortion types in NAMA3DS1-COSPAD1 stereo video database. Besides that, the distortion in QI-SVQA database is asymmetrical while the distortion in NAMA3DS1-COSPAD1 stereo video database is symmetrical. Our method is tested on two databases, final results are shown in later subchapter.

B. Performance Metrics

Just like IQA, four indicators which include Pearson linear correlation coefficient (PLCC), Spearman rank correlation coefficient (SROCC) [52], Kendall rank-order correlation coefficient (KROCC) and Root mean squared error (RMSE) are used in VQA. The range of them is from 0 to 1, and 1 indicates the best performance for PLCC, SROCC and KROCC while 0 is the perfect result for RMSE. The four indexes measure the fitting degree with human mean opinion scores (MOS), which is used to represent the videos’ perceived quality. Its range is from 1 to 5. For the videos from same source, the higher the evaluation score, the better the subjective quality. The number of times of random subdivision is set to 1200, and the median value is taken as the final result in the experiment.

C. Test and Comparison on Video Databases

We test our method on two different video databases to verify the effectiveness and expansibility, in addition, compare with other objective video quality metrics, include 2D IQA metrics (SSIM [6], PSNR) and some excellent 3D VQA algorithms. With regard to 2D algorithms, apply them on two views and each frame, then take the mean value as the approximate value of VQA. In the experimental part of the paper, we randomly select 80% videos for training and 20% for test, and there is no overlap between the two sets [53]. The run time is set to 1200, and we take median value as the final results. The scatter plot between the MOS and objective quality scores (utilize proposed method) on two databases are shown in Fig. 7, the box plot between the MOS and objective quality scores (utilize proposed method) on two databases are shown in Fig. 8, and the four evaluation indexes on various methods are tabulated in Table II and Table III. Boldface represents the best results among these metrics.

It can be seen intuitively that the prediction score is fitting well with MOS from Fig. 7 and Fig. 8 on two databases, more accurate results are listed in the following two tables.

As shown in Table II and Table III, the proposed metric performs better than other methods. It is noticeable that there are
almost FR methods for comparison, but our proposed method is a NR metric, under this circumstance, its performance is still superior to the others, which proves its effectiveness. In addition, comparing with other methods that divide the information into spatial and temporal, the framework is simpler in proposed metric, which demonstrates proposed structure is reasonable and efficient.

In addition, in order to validate the extensibility of our metric, we show the results about two types of distortions on QI-SVQA database (abbreviated as Q) and NAMA3DS1-COSPAD1 stereo video database (abbreviated as N). And ‘number’ means the quantity of each type of distortion. The results are shown in Table IV.

In Table IV, N (Other 3 types) included reduction of resolution, sharpening, downsampling and sharpening. We put them together due to each type only has 10 samples, which will make the result unstable. From the table we find the performance is good on distortion type of two databases, confirming our proposed metric works well for different types of distortion.

D. Compare Performance With Different Maps

In this subchapter, we discuss about the effect of sparsity features with different maps. Then we test 6 types of maps: difference map, which only includes the main spatial information; sum map, which contains almost all information of videos; frame difference map, which retains the variation at spatial and temporal domain. The other three types are saliency maps corresponding to the maps abovementioned. We compare them for the sake of exploring the effect of spatial, temporal, saliency and background. The corresponding six maps of one frame are shown in Fig. 9. Besides that, we also calculate the results under monocular vision, namely take average value between the left and right view. The results of experiment are shown in Table V.

From Table V, we can see that the performance of eighth group is best, which is also our choice. It is because the sum map’s 3D saliency map contains almost all the information about frames, whether temporal, spatial domain, saliency or non-saliency objects. It has complete content that none of other maps have. By comparing with results on (1) and (2), (5) and (6), (7) and (8), it is easy to find that adding saliency can improve the evaluation results, and it is comprehensible because the positions with saliency are more attractive. But unexpectedly, the final result decreases severely comparing with (3) and (4). We analyze it is due to the irrational expansion of saliency. Differ from the sum maps and difference maps, the position on saliency may be varying large relatively, result in saliency areas expanding unreasonably. In addition, due to the subtraction operation between two frames,
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Fig. 10. The distribution of entropy on different maps, (a) corresponds to $I_s$ when (b) corresponds to $I_{sum}$, and (c) is difference between the (a) and (b).

the background and other structure message will be reduced by a large margin, from another perspective, the saliency covers the primitive images’ features. It is more intuitive from Fig. 9.

On the other side, comparing (1) with (3), we find that frames’ difference maps can express the video’s quality better. It is because there exists temporal features in them. In contrast with (5) and (7), (6) and (8), it is easily observed that sum map is beneficial to binocular perception. Through the group of (7), we can see that sum maps are preferable to difference maps between two view of frames and inter-frames. It proves the features on background also play a important role for sparse representation, sufficient images’ information improve the effect of sparse representation.

In summary, we draw a conclusion that lacking one of spatial, temporal, saliency or background will degrade performance on sparseness, confirming that our work is reasonable.

E. The Effect of Saliency on Coefficients

We conjecture that the saliency will have an impact on coefficients in the previous chapter, but it has not been verified. In order to valid this assumption, we calculate the value of coefficients’ entropy on videos. More concretely, after obtaining the sparse coefficients on per sample frame on videos, we take average value of these frames, regarding as the whole video’s entropy. This method is applied on NAMA3DS1-COSPAD1 stereo videos database, so there are 100 videos, and the $L$ (represents the number of entropy per frame) is 14 in the experiment. We have tested on the sum map (denote as $I_s$) and the saliency map corresponding to it (denote as $I_{sum}$). The intuitive results are shown in Fig. 10.

From three figures we can clearly see that the amplitude of videos’ entropy increased after applying the saliency on sum maps, and the regularity of the change is universal, though the degrees of variations are not identical. It can demonstrate iconically the influence of saliency on coefficients through the sparse representation, which conforms to the characteristic of HVS. From the view of sparse coding, the parts of saliency change the pixels value in image blocks; from the perspective of visual perception, optical signal from salient parts will be handled differently by cells on retinas, so the sum map’s model that considers the saliency has better performance, which explains the results on above subchapters.

Beyond that, the difference map (denote as $I_{dif}$) and frames’ difference map (denote as $I_{fradif}$) are processed in the same manner, which is used to compare with the previous experiment. Intuitive results can be seen from figures in Fig. 11.

Surprisingly, from Fig. 11, the results on two kinds of difference map are nearly opposite to sum map’s. Adding the saliency to $I_{dif}$ will lead to a decline of amplitude on entropy, but the variations are consistent on all coefficients. As for $I_{fradif}$, the change on salient is uncertain. This might be the principal reason for the decrease of metrics. It is obviously there is somewhat different on frame-difference map, its amplitudes have both positive and negative when the amplitudes of other two maps both are positive or negative. Therefore, it is reasonable to think such distinction leads to different results.

We further analyze the reasons. The reason for this result may be different characteristics between maps. Sum map and difference map are generated from left and right view. When people observe a sense, the distinction between two views is not large, so the salient region is similar; but for frame-difference map, it also includes the temporal variation of salient regions, which makes two salient regions (saliency of previous frame and current frame) with larger difference appear on one map, it is apparently unreasonable. Besides that, salient regions are usually brighter (namely pixels’ value is higher), so unreasonable salient region also masks the original information. These factors result in different variations and make bad performance on saliency for frame-difference maps.

Through a series of tests, we draw the conclusion that the consistency of variation about coefficients’ entropy plays an important role on VQA, which is affected by saliency. On the other side, the fluctuation on amplitude of entropy can not account for the performance is good or bad.
The performance metrics are listed in Table VI.

From Table VI, something can be observed. Through (1), (2), (3), we can see the results on a single type of features are relatively low, and the performance metrics are close to each other. Besides that, when different types of features are combined, the effect may be improved, but the levels of improvement are different. For instance, (4) and (6) show the improved effect is significant, while (5) is lower. Compare (7) with (4) and (6), the improvement is also a little. This may be able to analyze in terms of mathematics. The correlation between mean and 2 norm is higher, which means the increase of sparse degree will lead to the performance improvement of SAE. But when the value of S is too small, performance will decline instead. This can be explained by the characteristics of sparsity. On one hand, when S is large, namely the expectation of sparsity is small, sparse constraints is not fully reflected, which causes the decline of ability about learning features. On the other hand, when the value of S is too small, only a very small number of hidden layer units are working. In this case, the hidden layers lack in ability of expressing features, leading to decline of network performance. It follows that the influence of sparsity on performance is not monotonically increasing, only suitable value can achieve the best effect. In this paper, S is set to 0.3. Besides that, comparing the red points (with suitable sparse constraint) with red horizontal dashed lines (without sparse constraint), we find that an appropriate sparse degree can further improve performance, which proves the effect of sparsity.

It should be noted that S only indicates an expected target, instead of the sum of network’s weights on each layer. For example, when S is valued as 0, obviously the sum of weights on each layer won’t be 0, in this case it means that all nodes in the hidden layer are not be activated, which is impossible.

H. Number of Hidden Layers on SAE

In the previous description, we constructed a SAE with two hidden layers, but this structure is shallower compared with general deep learning network. So the networks which have more hidden layers are tested in the experiments. We have chosen several numbers, which are ranged from 1 to 10. The performance metrics are detailed in Table VII.

From the table, we find that there is not much improvement for SAE which has more hidden layers, which means that 2 hidden layers are enough. It is probably because the number of samples input is small, so shallower network is able to deal with the problem, while too many hidden layers will degrade performance.
the network performance. Moreover, adding hidden layers will increase the number of parameters, making it more difficult to adjust parameters. All things considered, 2 hidden layers are fitting to this work.

V. CONCLUSION

In this paper, we proposed NR-SVQA method based on the saliency and sparsity. The entire procedure embodies the ideas on saliency and sparseness. We utilize the sum maps of 3D saliency maps to integrate the information on spatial, temporal, saliency and background, instead of separating the videos into spatial and temporal domain; in addition, verifying the validity of this procedure in the experiment subsequently. Then we extract features by means of combining saliency maps and sparse representation. Afterwards, handling the features with SAE in the light of idea on sparse. Sparse coding lessen the superfluous structure, decomposing per frame into coefficients, analogy with the process about receiving light signals on human eyes’ cells; meanwhile, SAE reduces the redundancy and makes features sparse. Experimental results indicate that the sparse is meaningful and feasible for VQA. The overall framework of our model is simple, but the performance is well.

There are other questions worth exploring in the future work. For instance, we only employ the sum maps to model the binocular vision, but it is not enough for stereoscopic perception. And we don’t further highlight the role of saliency in sparse coding, there is still room for improvement. We are going to study in these directions.
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