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ABSTRACT

There are at present a large number of theoretical and algorithmic results relating to one variable polynomial matrices arising from one-dimensional multivariable systems. In recent years many of the theoretical results have been extended to two variable polynomial matrices arising from two-dimensional multivariable systems, such as delay-differential or partial differential systems. However there has been no major attempt to extend the algorithmic results associated with single variable polynomial matrices to two variable or multivariable polynomial matrices.

This thesis investigates further some of the extensions of the algebra of one-dimensional multivariable systems to two-dimensional multivariable systems. The main area of interest is the equivalence of a two variable polynomial matrix with its Smith form over the ring $\mathbb{R}[s,z]$.

The thesis then provides algorithmic extensions to two variable polynomial system matrices. The algorithms developed are for the equivalence of a two variable polynomial matrix with its Smith form, the equivalence of a two variable rational matrix with its Smith-McMillan form, and the minimal realization of a two variable rational transfer function matrix as a state-space system matrix.
LIST OF SYMBOLS

\( \mathbb{R} \) The field of real numbers.

\( \mathbb{R}[s] \) The ring of polynomials in \( s \), with coefficients over \( \mathbb{R} \).

\( \mathbb{R}(s) \) The field of rational functions in \( s \), with coefficients over \( \mathbb{R} \).

\( \mathbb{R}[s,z] \) The ring of polynomials in \( s \) and \( z \), with coefficients over \( \mathbb{R} \).

\( \mathbb{R}(z)[s] \) The ring of polynomials in \( s \), with coefficients over \( \mathbb{R}(z) \).

\( \mathbb{R}[z][s] \) The ring of polynomials in \( s \), with coefficients over \( \mathbb{R}[z] \).

\( \mathbb{R}^{m \times n}[s,z] \) The \( m \times n \) matrix with elements polynomials over \( \mathbb{R}[s,z] \).
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CHAPTER 1

INTRODUCTION

1.1 Statement of the problem and basic definitions

There are at present a large number of theoretical and algorithmic results relating to system matrices associated with ordinary differential systems. In recent years many of these theoretical results have been extended for the theory of system matrices associated with delay-differential or partial differential systems. However there has been no major attempt to extend the algorithmic results associated with single variable polynomial system matrices to two variable or multivariable polynomial system matrices. This thesis will cover the algorithmic extensions to two variable polynomial system matrices whilst also attempting to design the algorithms so that they can be more easily extended to three or more variable polynomial system matrices, if required for future developments.

It will also be necessary to investigate some of the algebraic extensions, particularly those relating to the equivalence of two matrices over \( \mathbb{R}[s,z] \). This will be done so that conditions can be found for the equivalence of a.
matrix with its Smith form over \( \mathbb{R}[s,z] \), which would be useful in the design of the algorithms.

At this stage it is appropriate to give a few preliminary definitions.

Firstly full definitions of the Smith form over \( \mathbb{R}[s] \), \( \mathbb{R}[s,z] \) and \( \mathbb{R}(z)[s] \) are given.

**Definition 1.1: Smith form over \( \mathbb{R}[s] \)**

The Smith form of a \( p \times q \) polynomial matrix \( K(s) \) over \( \mathbb{R}[s] \) is defined to be the \( p \times q \) matrix

\[
S(s) = \begin{cases} 
[ E(s); 0 ] & ; p < q \\
E(s) & ; p = q \\
\begin{bmatrix} E(s) \\
\vdots \\
0 \\
\end{bmatrix} & ; p > q 
\end{cases}
\]

Here

\( E(s) = \text{diag} \{ e_i(s) \} \)

where the \( i \)th invariant polynomial

\( e_i(s) = d_i(s) / d_{i-1}(s) \quad i = 1, 2, \ldots, \min(p,q); \)

and the determinantal divisor \( d_i(s) \) is the greatest common divisor of all the \( i \)th order minors of \( K(s) \), and \( d_0 \) is defined to be 1. All of the non-zero determinantal divisors
and invariant polynomials will be monic as polynomials in \( R[s] \), that is the leading coefficient is 1.

Also the invariant polynomials \( e_i(s) \) have the divisibility property, that is:
\[
e_1(s) \mid e_2(s) \mid \ldots \mid e_r(s)
\]

where \( r = \text{rank}(K(s)) \).

**Definition 1.2:** Smith form over \( R[s,z] \) and \( R(z)[s] \)

The Smith form of a \( p \times q \) polynomial matrix \( K(s,z) \) over \( R[s,z] \) is defined to be the \( p \times q \) matrix:

\[
S(s,z) = \begin{cases} 
[ E(s,z) ; 0 ] & ; p<q \\
E(s,z) & ; p=q \\
\begin{bmatrix}
E(s,z) \\
\cdots \\
0
\end{bmatrix} & ; p>q
\end{cases}
\]

Here
\[
E(s,z) = \text{diag} \{ e_i(s,z) \}
\]

where the diagonal elements of \( E(s,z) \) are the invariant polynomials over \( R[s,z] \) of \( K(s,z) \), given by
\[
e_i(s,z) = d_i(s,z) / d_{i-1}(s,z) \quad i=1,2,\ldots, \min(p,q).
\]

where \( d_0 \) is defined to be 1 and the determinantal divisor \( d_i(s,z) \) is the greatest common divisor of all the \( i \)th order
minors of \( K(s,z) \). All the non-zero determinantal divisors and invariant polynomials will be taken to be monic over \( \mathbb{R}[s,z] \).

Also the invariant polynomials \( e_1(s,z) \) have the divisibility property, that is:

\[ e_1(s,z) \mid e_2(s,z) \mid \ldots \mid e_r(s,z) \]

where \( r = \text{rank}(K(s,z)) \).

The Smith form, \( S^S(s,z) \), over \( \mathbb{R}(z)[s] \) of the \( p \times q \) matrix \( K(s,z) \) has the same form as \( S(s,z) \) above, but in this case the invariant polynomials \( e^S_i(s,z) \) are defined in terms of determinantal divisors \( d^S_i(s,z) \) which are monic as polynomials in \( \mathbb{R}(z)[s] \).

Similarly the Smith form \( S^Z(s,z) \) over \( \mathbb{R}(s)[z] \) can be defined.

Next the definitions of equivalence of two matrices over the rings \( \mathbb{R}[s] \), \( \mathbb{R}[s,z] \), and \( \mathbb{R}(z)[s] \) are given.

**Definition 1.3:** **Equivalence of two matrices over \( \mathbb{R}[s] \)**

Two polynomial matrices \( K_1(s) \) and \( K_2(s) \) are equivalent over \( \mathbb{R}[s] \) if and only if there exist two polynomial matrices \( M(s) \) and \( N(s) \) which are unimodular over \( \mathbb{R}[s] \), and such that

\[ K_1(s) = M(s) K_2(s) N(s) \]

\( M(s) \) and \( N(s) \) are unimodular over \( \mathbb{R}[s] \) if the condition
\[ \det(M(s)), \det(N(s)) \in \mathbb{R} \neq 0 \]
is true, that is \(M(s)\) and \(N(s)\) are non-singular for all \(s\).

**Definition 1.4: Equivalence of two matrices over \(\mathbb{R}[s,z]\) or \(\mathbb{R}(z)[s]\)**

Two polynomial matrices \(K_1(s,z)\) and \(K_2(s,z)\) are equivalent over \(\mathbb{R}[s,z]\) if and only if there exist two polynomial matrices \(M(s,z)\) and \(N(s,z)\) which are unimodular over \(\mathbb{R}[s,z]\), such that

\[ K_1(s,z) = M(s,z) K_2(s,z) N(s,z) . \]

\(M(s,z)\) and \(N(s,z)\) are unimodular over \(\mathbb{R}[s,z]\) if they are non-singular for all values of the pair \((s,z)\).

For equivalence over \(\mathbb{R}(z)[s]\), it is required that \(M(s,z)\) and \(N(s,z)\) are unimodular over \(\mathbb{R}(z)[s]\), that is

\[ \det(M(s,z)), \det(N(s,z)) \in \mathbb{R}(z) \neq 0. \]

These definitions are the basic ones to extend the theory of system matrices over \(\mathbb{R}[s]\) to system matrices over \(\mathbb{R}[s,z]\). Other definitions which will prove useful in the algebraic investigation and the algorithmic development will also be stated here.
Definition 1.5: Degree of a polynomial over $\mathbb{R}[s]$

A polynomial $p(s)$ in $\mathbb{R}[s]$ can be expressed as the sum

$$p(s) = \sum_{i=0}^{r} a_is^i$$

where the integer $r$ is the degree of $p(s)$. Also $p(s)$ is monic over $\mathbb{R}[s]$ if $a_r=1$.

Definition 1.6: Degree of a polynomial over $\mathbb{R}[s,z]$

A polynomial $p(s,z)$ in $\mathbb{R}[s,z]$ can be expressed as the sum

$$p(s,z) = \sum_{i=0}^{s} \sum_{j=0}^{r} a_{ij} s^i z^j$$

If $(m,n)$ is one of the pairs $(i,j)$ such that $m+n$ is the maximum value of $i+j$ for which $a_{ij} \neq 0$, then $m+n$ is the degree of $p(s,z)$ over $\mathbb{R}[s,z]$. Also $p(s,z)$ is monic over $\mathbb{R}[s,z]$ if $a_{mn}=1$. If there are more than one such pair, then for uniqueness the one which has largest degree in $s$ is chosen as the leading term.
Definition 1.7: Degree of a polynomial over $\mathbb{R}(z)[s]$

A polynomial $p(s,z)$ in $\mathbb{R}(z)[s]$ can be expressed as the sum

$$p(s,z) = \sum_{i=0}^{r} a_i(z) s^i \quad a_i(z) \in \mathbb{R}(z),$$

where the integer $r$ is the degree of $p(s,z)$ over $\mathbb{R}(z)[s]$. $p(s,z)$ is monic as a polynomial in $\mathbb{R}(z)[s]$ if $a_r(z)=1$.

In one of the algorithms it is required to find the polynomial of least degree over $\mathbb{R}(z)[s]$ in a matrix where the elements are not necessarily monic, to use as a pivot. If two polynomials $p(s,z)$ and $q(s,z)$ have the same degree over $\mathbb{R}(z)[s]$, that is

$$p(s,z) = \sum_{i=0}^{r} a_i(z) s^i \quad a_i(z) \in \mathbb{R}(z),$$

$$q(s,z) = \sum_{i=0}^{r} b_i(z) s^i \quad b_i(z) \in \mathbb{R}(z).$$

Then an extra criterion for a better pivot is to choose $p(s,z)$ if the degree of $a_r(z)$ is less than the degree of $b_r(z)$, since certainly $q(s,z)$ could not divide $p(s,z)$ without involving rational terms in $z$ as it has leading term of higher degree in $z$ than the leading term of $p(s,z)$. 
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Definition 1.8: Existence of a division algorithm over $R[s]$

Given any two polynomials $p_1(s)$ and $p_2(s)$ in $R[s]$, with $\deg(p_1(s)) > \deg(p_2(s))$, there exist a unique pair of polynomials $q(s)$ and $r(s)$ in $R[s]$, such that

$$p_1(s) = q(s) p_2(s) + r(s),$$

and $\deg(r(s)) < \deg(p_2(s))$. $q(s)$ is the quotient polynomial and $r(s)$ is the remainder polynomial.

Definition 1.9: Existence of a division algorithm over $R(z)[s]$

Given any two polynomials $p_1(s,z)$ and $p_2(s,z)$ in $R(z)[s]$, with $\deg(p_1(s,z)) > \deg(p_2(s,z))$, there exist a unique pair of polynomials $q(s,z)$ and $r(s,z)$ in $R(z)[s]$, such that

$$p_1(s,z) = q(s,z) p_2(s,z) + r(s,z),$$

and $\deg(r(s,z)) < \deg(p_2(s,z))$. $q(s,z)$ is the quotient polynomial and $r(s,z)$ is the remainder polynomial.

However, a division algorithm over $R[s,z]$ does not exist, as the following example will show.
Example 1.1:

Consider the polynomials $p_1(s,z) = s^2$, and $p_2(s,z) = z$ in $\mathbb{R}[s,z]$. Here $\deg(p_1(s,z)) > \deg(p_2(s,z))$. Let $q(s,z)$ and $r(s,z)$ be polynomials in $\mathbb{R}[s,z]$ and consider the equation

$$s^2 = q(s,z)z + r(s,z).$$

(1.1)

As it would be required that $\deg(r(s,z)) < \deg(z) = 1$, then $r(s,z) \in \mathbb{R}$. Therefore the right hand side of (1.1) must have a term in $z$, whereas the left hand side does not. Therefore $q(s,z)$ and $r(s,z)$ cannot be in $\mathbb{R}[s,z]$ and so there does not exist a division algorithm over $\mathbb{R}[s,z]$.

If $q(s,z)$ and $r(s,z)$ were polynomials in $\mathbb{R}(z)[s]$, then $q(s,z) = s^2z^{-1}$, $r(s,z) = 0$ would solve equation (1.1).

One final result, which will be widely used throughout the thesis, will also be given here.
Theorem 1.1: Hilberts Nullstellensatz
(Van der Waerden 1964)

Polynomials $f_1, \ldots, f_n \in \mathbb{R}[z_1, \ldots, z_q]$ have no common zeros if and only if the relationship

$$g_1 f_1 + \ldots + g_n f_n = 1$$

is valid in $\mathbb{R}[z_1, \ldots, z_q]$.

Where $g_1, \ldots, g_n \in \mathbb{R}[z_1, \ldots, z_q]$, and are non-unique.

This will be mainly used in the following context. A necessary and sufficient condition that the polynomials $x(s,z)$ and $y(s,z)$ have no common zeros over $\mathbb{R}[s,z]$ is that there exist polynomials $a(s,z)$ and $b(s,z)$ over $\mathbb{R}[s,z]$ such that

$$a(s,z) x(s,z) + b(s,z) y(s,z) = 1.$$
1.2 Historical background of one variable polynomial system matrices

One variable polynomial system matrices arise from linear constant differential systems of the form

\[ \dot{x}(t) = Ax(t) + Bu(t) \]  \hspace{1cm} (2.1)

\[ y(t) = Cx(t) + Du(t) \]  \hspace{1cm} (2.2)

where \( A, B, C, D \) are constant matrices.

On taking Laplace transforms, assuming zero initial conditions, these equations become:

\[ (sI - A) \bar{x} = B \bar{u} \]  \hspace{1cm} (2.3)

\[ \bar{y} = C \bar{x} + D \bar{u} \]  \hspace{1cm} (2.4)

which, when combined give the input-output mapping

\[ \bar{y} = \left( C (sI - A)^{-1} B + D \right) \bar{u} \]  \hspace{1cm} (2.5)

where

\[ G(s) = C (sI - A)^{-1} B + D \]  \hspace{1cm} (2.6)

is the transfer function matrix.

This system can be represented by the state-space
matrix

\[
P(s) = \begin{bmatrix}
    sI - A & B \\
    -C & D
\end{bmatrix}
\]  \hspace{1cm} (2.7)

If the output equation (2.2) contained differential terms of the control \(u(t)\), then we would have \(D \equiv D(s)\) in (2.4) and (2.7).

If the output equation (2.2) was independant of the control \(u(t)\), then we would have \(D \equiv 0\) in (2.4) and (2.7).

More generally linear constant differential systems may be represented by the polynomial system matrix

\[
P(s) = \begin{bmatrix}
    T(s) & U(s) \\
    -V(s) & W(s)
\end{bmatrix}
\]  \hspace{1cm} (2.8)

where, if the corresponding output equation is independant of the control, \(W(s) \equiv 0\).

The polynomial system matrix (2.8) gives rise to the transfer function matrix

\[G(s) = V(s) \cdot T^{-1}(s) \cdot U(s) + W(s)\]  \hspace{1cm} (2.9)

It can be seen that the state-space form is a special case of the polynomial matrix form. Therefore the polynomial matrix form will be the one mainly considered here.
It can be shown (see, for example, Rosenbrock and Storey 1970) that any polynomial matrix in $\mathbb{R}[s]$ is always equivalent to its Smith form over $\mathbb{R}[s]$. In fact the proof of this result is constructive and is analogous to the technique of Gaussian elimination for transforming a matrix to diagonal form. As the method is constructive and could form the basis of an algorithm it will be given in full here.

Consider the $m \times n$ polynomial matrix $P(s)$,

\[
P(s) = \begin{bmatrix}
P_{11} & P_{12} & \cdots & P_{1n} \\
P_{21} & P_{22} & \cdots & P_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
P_{m1} & P_{m2} & \cdots & P_{mn}
\end{bmatrix} \quad (2.10)
\]

where the polynomials $p_{ij} = p_{ij}(s)$ are elements in $\mathbb{R}[s]$.

Firstly a non-zero polynomial of least degree is brought to position $p_{11}$ by appropriate row and column operations.

Then for each of the elements $P_{12}, \ldots, P_{1n}$ of the pivotal row, in turn, the division algorithm is applied to form

\[P_{1j} = P_{11} g_{1j} + r_{1j} \quad j = 2, \ldots, n\]
with $r_{1j}$ zero, or having degree less than the degree of $p_{11}$. Then $g_{1j}$ times column 1 is subtracted from column $j$.

The same process is applied to the elements $p_{21}, \ldots, p_{m1}$ of the pivotal column, in turn, so that

$$p_{1i} = p_{11} g_{i1} + r_{i1} \quad i = 2, \ldots, m$$

with $r_{i1}$ zero, or having degree less than the degree of $p_{11}$. Then $g_{i1}$ times row 1 is subtracted from row $i$.

This procedure will leave elements $r_{1j}$ in the pivotal row and $r_{i1}$ in the pivotal column. Now either all the $r_{1j}$, $r_{i1}$ are zero, or an element of lower degree can be brought to position $p_{11}$. This procedure is then repeated for the new $p_{11}$ and continued until all the $r_{1j}$, $r_{i1}$ are zero.

If any of the columns 2, $\ldots, n$ now contains an element which is not divisible by the leading element $p_{11}$, then this column is added to the first column. Then the degree of the leading element $p_{11}$ can be reduced until the process will finally terminate with the matrix $Q(s)$ which is equivalent over $R[s]$ to $P(s)$,
\[ Q(s) = \begin{bmatrix}
  p_1 & 0 & \ldots & 0 \\
  0 & q_{22} & \ldots & q_{2n} \\
  0 & q_{32} & \ldots & q_{3n} \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & q_{m2} & \ldots & q_{mn}
\end{bmatrix} \]  \hspace{1cm} (2.11)

where \( p_1 \) can be made to be monic over \( \mathbb{R}[s] \) and is a factor of all the remaining elements of \( Q \).

If the above procedure is now repeated for the sub-matrix \( Q'(s) \) of \( Q(s) \),

\[
Q'(s) = \begin{bmatrix}
  q_{22} & q_{23} & \ldots & q_{2n} \\
  q_{32} & q_{33} & \ldots & q_{3n} \\
  \vdots & \vdots & \ddots & \vdots \\
  q_{m2} & q_{m3} & \ldots & q_{mn}
\end{bmatrix} \]  \hspace{1cm} (2.12)

and so on, then the Smith form of \( P(s) \) will be finally obtained.

The algorithm may now be given formally in a structured form.

\textbf{Algorithm 2.1: Smith form of a one variable polynomial matrix}

1. Let \( K \) be the initial polynomial matrix of dimension \( m \times n \).
(2) \( r=1 \).

(3) Consider the sub-matrix of \( K \) which has its top left hand corner at position \((r,r)\). If all the elements are zero goto 16.

(4) Find the position of the non-zero element with least degree. Move it to position \((r,r)\) by row and column interchange.

(5) \( i=r+1, \) \( j=r+1, \) \( \text{pivot} = \text{element } K(r,r) \).

(6) Consider column \( j \). Divide element \( K(r,j) \) by pivot, giving the quotient \( q \). Subtract \( q \) times column \( r \) from column \( j \).

(7) \( j=j+1. \) If \( j<n \) goto 6.

(8) Consider row \( i \). Divide element \( K(i,r) \) by pivot, giving the quotient \( q \). Subtract \( q \) times row \( r \) from row \( i \).

(9) \( i=i+1. \) If \( i<m \) goto 8.

(10) If not all elements in the pivotal row and column are zero goto 4.

(11) \( k=r \).

(12) \( k=k+1. \) If \( k>n \) goto 15.

(13) If pivot divides all elements in column \( k \) goto 12.

(14) Add column \( k \) to column \( r \). Goto 4.

(15) \( r=r+1. \) If \( r<\min(m,n) \) goto 3.

(16). Stop.
A number of different algorithms have been developed along the same lines as algorithm 2.1, with modifications. Pace and Barnett (1974a) have produced the most efficient of these algorithms, using a new version of the Euclidean algorithm by Blankinship (1963) which calculates the greatest common divisor of two polynomials, and a set of multipliers for each of the rows and columns.

However, the Blankinship algorithm uses the division algorithm to find the greatest common divisor. The approach taken in this thesis is to overcome the lack of a division algorithm over $\mathbb{R}[s,z]$ by extending algorithm 2.1 rather than the method of Pace and Barnett.

Another canonical form to be considered later is the Smith-McMillan form of a rational polynomial matrix.

**Definition 2.1: Smith-McMillan form of a matrix over $\mathbb{R}(s)$**

Consider a $p \times q$ rational matrix $K(s)$, where the elements of $K(s)$ are

$$n_{ij}(s) / d_{ij}(s) \quad \text{for} \quad i=1,\ldots,p \quad \text{and} \quad j=1,\ldots,q$$

and $n_{ij}(s), d_{ij}(s) \in \mathbb{R}[s]$.

The Smith-McMillan form of $K(s)$ is defined to be the matrix
\[
M(S) = \begin{cases} 
\begin{bmatrix} E(s) & 0 \end{bmatrix} & ; \ p<q \\
E(s) & ; \ p=q \\
\begin{bmatrix} E(s) \\
-\cdots- \\
0 \end{bmatrix} & ; \ p>q
\end{cases}
\]

where \( E(s) = \text{diag} \left[ \frac{e_i(s)}{g_i(s)} \right] \),
and \( e_i(s), g_i(s) \) are relatively prime polynomials in \( \mathbb{R}[s] \)
with the division property along the diagonal, that is
\[
e_1(s) | e_2(s) | \ldots | e_r(s),
\]
and \( g_r(s) | g_{r-1}(s) | \ldots | g_1(s), \)
where \( r = \text{rank}(K(s)) \).

Algorithms to find the Smith-McMillan form of a rational matrix \( K(s) \) are based on the Smith form of a related polynomial matrix (see, for example, Rosenbrock 1970). If the least common denominator \( d(s) \) of all the elements of \( K(s) \) is found, then \( K(s) \) can be expressed

\[
K(s) = \frac{N(s)}{d(s)}. \tag{2.13}
\]

If \( N(s) \) is now transformed into its Smith form, \( S(s) \), then \( K(s) \) is equivalent over \( \mathbb{R}[s] \) to the matrix \( M(s) \),

\[
M(s) = \frac{S(s)}{d(s)}. \tag{2.14}
\]
If any common factors between the numerator and denominator of the elements of the leading diagonal of M(s) are cancelled, then M(s) will be of the form of definition 2.1, the Smith-McMillan form of K(s).

Finally, in this section, it is worth considering the realization problem in R[s], that is given a transfer function matrix G(s), construct a state-space system matrix corresponding to G(s), of the form

\[
\begin{bmatrix}
  sI - A & B \\
  -C & D(s)
\end{bmatrix}
\]  

(2.15)

such that

\[ G(s) = C \frac{1}{sI - A} B + D(s). \]  

(2.16)

If G(s) is proper, that is G(s) tends to the zero matrix as s tends to infinity, then D(s) ≡ 0.

If the matrix A is of least dimensions, then the realization is said to be minimal (see, for example, Barnett 1971). Also it can be shown that a minimal realization over R[s] is always controllable and observable (Barnett 1971).

Once again a number of computer algorithms have been written, on the whole based on the method of Rosenbrock (1970). One such algorithm is that of Munro and McLeod.
(1971). This method involves the construction of an observable state-space realization, and then removing any input-decoupling zeros to give a minimal state-space realization. This method is shown to be more efficient than its predecessors, with a reduction of the order of 100:1 in computation time.

However a more recent algorithm, Pace and Barnett (1974b) is shown to be the most efficient of all. The strategy of this method is slightly different to that of Munro and McLeod. A minimal polynomial realization is firstly constructed and then this is transformed into a minimal state-space realization. It is this difference which makes the method more efficient.
1.3 Historical background of two variable polynomial system matrices

Two variable polynomial system matrices can arise from a number of different systems. One of the main ones is the linear delay-differential system

\[
\dot{x}(t) = A(d) x(t) + B(d) u(t) \quad (3.1)
\]

\[
y(t) = C(d) x(t) + D(d) u(t) \quad (3.2)
\]

where \( d \) is the delay operator

\[
d x(t) = x(t-h)
\]

for some fixed delay \( h \).

Another system which also gives rise to a two variable polynomial system matrix is the partial differential system

\[
x_T(t) = A(d) x(t) + B(d) u(t) \quad (3.3)
\]

\[
y(t) = C(d) x(t) + D(d) u(t) \quad (3.4)
\]

where \( d \) is now the partial differential operator with respect to the extra space variable \( T \)

\[
d x(t) = x_T(t).
\]

If the Laplace transform is taken for either of these systems the resulting equations are
\[
( sI - A(z) ) \bar{x} = B(z) \bar{u} \tag{3.5}
\]
\[
\bar{y} = C(z) \bar{x} + D(z) \bar{u} \tag{3.6}
\]

which, when combined, give the input-output mapping

\[
\bar{y} = ( C(z) ( sI - A(z) )^{-1} B(z) + D(z ) ) \bar{u} \tag{3.7}
\]

where

\[
G(s,z) = C(z) ( sI - A(z) )^{-1} B(z) + D(z) \tag{3.8}
\]

is the transfer function matrix.

This system can be represented by the state-space matrix over \( \mathbb{R}[s,z] \),

\[
P(s,z) = \begin{bmatrix} sI - A(z) & B(z) \\ -C(z) & D(z) \end{bmatrix} \tag{3.9}
\]

If the output equation, (3.2) or (3.4), contained differential terms of the control \( u(t) \), then \( D = D(s,z) \).

If the output equation, (3.2) or (3.4), is independant of the control \( u(t) \), then \( D \equiv 0 \).

More generally, these systems can be represented by the polynomial system matrix over \( \mathbb{R}[s,z] \),
where, if the corresponding output equation is independant of the control \( u(t) \), then \( W(s,z) = 0 \).

The polynomial system matrix (3.10) gives rise to the transfer function matrix

\[
G(s,z) = V(s,z) T^{-1}(s,z) U(s,z) + W(s,z) \tag{3.11}
\]

It can be seen that if there is more than one delay, say, the resulting system matrix will be over the ring \( \mathbb{R}[s,z_1,z_2,\ldots,z_r] \), where \( z_1,\ldots,z_r \) are the Laplace variables of the \( r \) independant delays. Therefore when considering the extension of results for \( \mathbb{R}[s] \) to results for \( \mathbb{R}[s,z] \), it would be useful to consider also the further extension to \( \mathbb{R}[s,z_1,\ldots,z_r] \).

However, as will now be shown, the extension of results for \( \mathbb{R}[s] \) to results for \( \mathbb{R}[s,z] \) is not straightforward. Indeed the extension is actually to the ring \( \mathbb{R}(z)[s] \), as both \( \mathbb{R}[s] \) and \( \mathbb{R}(z)[s] \) are principal ideal domains, whereas the ring \( \mathbb{R}[s,z] \) is not.

Frost (1979) found a major difference between matrices over \( \mathbb{R}[s] \) and matrices over \( \mathbb{R}[s,z] \). For a matrix over \( \mathbb{R}[s] \)
it is certainly the case that if the determinantal divisor \(d_1(s)\) is removed from all the \(i\)th order minors, then the remaining polynomials cannot be simultaneously zero for any value of \(s\). This result does not extend for matrices over \(\mathbb{R}[s,z]\), and so prompts the definition of zeros of a matrix over \(\mathbb{R}[s,z]\).

**Definition 3.1: Zeros of a matrix over \(\mathbb{R}[s,z]\) (Frost 1979)**

Given a matrix over \(\mathbb{R}[s,z]\) it is possible that on removal of the determinantal divisor \(d_1(s,z)\) from all the \(i\)th order minors of the matrix, the remaining polynomials can all be simultaneously zero for one or more values of the pair \((s,z)\). Such a value of \((s,z)\) will be defined as an \(i\)th order zero of the matrix over \(\mathbb{R}[s,z]\).

**Example 3.1: (Frost 1979)**

Consider the matrix

\[
K(s,z) = \begin{bmatrix}
s+z & 0 & z \\
0 & s+z & 0 \\
0 & 0 & s
\end{bmatrix}
\]

which has determinantal divisors

\[d_1(s,z) = 1, \ d_2(s,z) = s+z, \ d_3(s,z) = s(s+z)^2.\]

If the second order determinantal divisor \(d_2(s,z)\) is removed
from all the second order minors the following non-zero polynomials remain:

\[(s+z), z, s, s.\]

These are all simultaneously zero for the pair \((0,0)\). Therefore \((0,0)\) is a second order zero of \(K(s,z)\).

This is a very important property and shows the need to extend the property of zeros in \(\mathbb{R}[s]\) to factors and zeros in \(\mathbb{R}[s,z]\). Confusion must be avoided, as zeros in \(\mathbb{R}[s]\) are actually factors in \(\mathbb{R}[s]\).

As shown in section 1.1 there exists the concept of equivalence of matrices over \(\mathbb{R}(z)[s]\) or \(\mathbb{R}(s)[z]\). For this reason Morf et al (1977) have suggested a method to transform a matrix \(K(s,z)\) to its Smith form over \(\mathbb{R}[z][s]\). This could be done by firstly transforming \(K(s,z)\) to its Smith form over \(\mathbb{R}(z)[s]\), that is

\[M(s,z) K(s,z) N(s,z) = S^S(s,z) \]

(3.12)

where \(\text{det}(M(s,z)), \text{det}(N(s,z)) \in \mathbb{R}(z)\), and the matrices \(M(s,z), N(s,z), S^S(s,z)\) are over the ring \(\mathbb{R}(z)[s]\). If \(M(s,z)\) and \(N(s,z)\) are now renormalized by multiplication by diagonal matrices over \(\mathbb{R}[z]\), such that \(M(s,z), N(s,z)\) are now matrices over \(\mathbb{R}[s,z]\) and \(\text{det}(M(s,z)), \text{det}(N(s,z))\)
are in \( \mathbb{R}[z] \), then the resulting Smith form \( S'_{s,z}(s,z) \) would be the Smith form of \( K(s,z) \) over \( \mathbb{R}[z][s] \). This results in the following theorem.

**Theorem 3.1:** (Morf et al 1977)

Given any polynomial matrix \( K(s,z) \), there exist two polynomial matrices \( M(s,z) \) and \( N(s,z) \) with

\[
\det(M(s,z)), \det(N(s,z)) \in \mathbb{R}[z]
\]

such that the Smith form \( S_{s,z}(s,z) \), of \( K(s,z) \) over \( \mathbb{R}[z][s] \) can be obtained by

\[
M(s,z) K(s,z) N(s,z) = S_{s,z}(s,z).
\]

The same result would apply over \( \mathbb{R}[s][z] \). However the Smith forms over \( \mathbb{R}[z][s] \) and \( \mathbb{R}[s][z] \) may be quite different and neither may be the Smith form over \( \mathbb{R}[s,z] \).

**Example 3.2**

Consider the matrix

\[
K(s,z) = \begin{bmatrix}
  s & -(1+z) \\
  -z^2 & s
\end{bmatrix}
\]

This has Smith form over \( \mathbb{R}[z][s] \)
$$SS(s,z) = \begin{bmatrix} z+1 & 0 \\ 0 & (z+1)(s^2-z^2(z+1)) \end{bmatrix}$$

and Smith form over $\mathbb{R}[s][z]$

$$S^2(s,z) = \begin{bmatrix} s & 0 \\ 0 & s(s^2-z^2(z+1)) \end{bmatrix}$$

and the Smith form over $\mathbb{R}[s,z]$ is

$$S(s,z) = \begin{bmatrix} 1 & 0 \\ 0 & s^2-z^2(z+1) \end{bmatrix}$$

which shows that all three Smith forms are different.

Although the method of Morf et al would give an equivalence over $\mathbb{R}[z][s]$, if possible it would be more desirable to obtain equivalence over $\mathbb{R}[s,z]$. As it is known that equivalence over $\mathbb{R}[s,z]$ is not always possible, it would be useful to find conditions on the matrix which are necessary and sufficient for equivalence over $\mathbb{R}[s,z]$ to its Smith form.

Frost (1979) found that a transformation of equivalence over $\mathbb{R}[s,z]$ will preserve the zeros of a matrix, whereas a
transformation of equivalence over \( \mathbb{R}(z)[s] \) need not do so. As the Smith form of any matrix has no zeros, then the invariance of zeros for equivalence over \( \mathbb{R}[s,z] \) gives the following result.

**Theorem 3.2:** (Frost 1979)

A necessary condition for the equivalence of a polynomial matrix \( K(s,z) \) with its Smith form \( S(s,z) \) over \( \mathbb{R}[s,z] \) is that \( K(s,z) \) should have no zeros.

Frost and Storey (1978) initially thought that the property of zeros of a matrix over \( \mathbb{R}[s,z] \) is also a sufficient condition for equivalence to its Smith form over \( \mathbb{R}[s,z] \). However Lee and Zak (1981) are able to obtain a necessary and sufficient condition for equivalence to its Smith form over \( \mathbb{R}[s,z] \) of a certain class of matrix. From this they are able to produce a counter example to Frost and Storeys result. To discuss their result it is first necessary to define a cyclic vector, and a cyclic (or non-derogatory) matrix.

**Definition 3.2:** A cyclic (or non-derogatory) matrix over \( \mathbb{R}[z] \)

An \( n \times n \) matrix \( A(z) \) is said to be cyclic if there exists a vector \( b(z) \) such that the matrix
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has full rank for all \( z \). Such a vector \( b(z) \) for which this holds is called a cyclic vector (Lee and Zak 1981).

**Theorem 3.3:** (Lee and Zak 1981)

Necessary and sufficient conditions for the existence of a cyclic vector \( b(z) \in \mathbb{R}^n[z] \), for a given matrix \( A(z) \in \mathbb{R}^n \times n[z] \) are the following:

(i) The Smith form of the matrix \([sI - A(z)]\) is

\[
S_A(s, z) = \begin{bmatrix}
I & 0 \\
0 & \text{det}(sI - A(z))
\end{bmatrix}
\]

that is, the degree in \( s \) of \( \text{det}(sI - A(z)) \) is equal to the degree in \( s \) of the minimal polynomial of \( A(z) \).

(ii) The matrices \( S_A(s, z) \) and \([sI - A(z)]\) are equivalent over \( \mathbb{R}[s, z] \).

As a consequence to this theorem, Lee and Zak provided the following counter example to the result of Frost and Storey (1978).
Example 3.3: (Lee and Zak 1981)

Consider the matrix

\[ P(s,z) = \begin{bmatrix} s & -(1+z) \\ -z^2 & s \end{bmatrix} \]

which has no zeros and is of the form \([sI - A(z)]\) where

\[ A(z) = \begin{bmatrix} 0 & 1+z \\ -z^2 & 0 \end{bmatrix} \]

Now

\[ \det [b, Ab] = \det \begin{bmatrix} b_1 & (1+z)b_2 \\ b_2 & z^2b_1 \end{bmatrix} \]

\[ = z^2b_1^2 - (1+z)b_2^2 \]

where \(b = \begin{bmatrix} b_1(z) \\ b_2(z) \end{bmatrix}\)

But \(z^2b_1^2 - (1+z)b_2^2 \not\in \mathbb{R} \neq 0\) for any polynomials \(b_1, b_2 \in \mathbb{R}[z]\) as it is not sign definite for values of \(z\).

Therefore by theorem 3.3, \(P(s,z)\) is not equivalent to its Smith form \(S(s,z)\);

\[ S(s,z) = \begin{bmatrix} 1 & 0 \\ 0 & s^2-z^2(1+z) \end{bmatrix} \]
over $\mathbb{R}[s,z]$ even though $P(s,z)$ has no zeros.

Frost (1979) tried to construct an equivalence transformation to transform a matrix $K(s,z)$, which has no zeros, to its Smith form over $\mathbb{R}[s,z]$.

Firstly $K(s,z)$ can be transformed by equivalence over $\mathbb{R}[s,z]$ to the form

$$e_1(s,z) K'(s,z) \quad (3.13)$$

where $e_1(s,z)$ is the first invariant polynomial of $K(s,z)$, and $K'(s,z)$ is such that the $(1,1)$th and $(1,2)$th elements have no common zeros. It can be seen, by theorem 1.1, that two polynomials $x(s,z), y(s,z) \in \mathbb{R}[s,z]$ have no common zeros if and only if there exist polynomials $a(s,z), b(s,z) \in \mathbb{R}[s,z]$ such that

$$a(s,z) x(s,z) + b(s,z) y(s,z) = 1 \quad (3.14)$$

Now using this result a transformation of equivalence over $\mathbb{R}[s,z]$ can be constructed which brings $K'(s,z)$ to the form

$$\begin{bmatrix} 1 & 0 \\ \hline 0 & K_1(s,z) \end{bmatrix} \quad (3.15)$$
Continuing this process on $K_1(s,z)$ will construct a transformation of equivalence over $\mathbb{R}[s,z]$ which will transform $K(s,z)$ into its Smith form.

However, as example 3.3 has shown, the property of zeros is not a sufficient condition for equivalence over $\mathbb{R}[s,z]$. Therefore the point at which the method fails is the assertion that it is always possible to transform $K(s,z)$ into $e_1(s,z)K'(s,z)$ where $K'(s,z)$ has the $(1,1)$th and $(1,2)$th elements having no common zeros.

The final extension to be covered in this section, is an algorithm for the greatest common divisor extraction from two multivariable polynomials due to Bose (1976). This is extremely useful because it finds the greatest common divisor of polynomials in any number of variables. This method makes use of bigradients or subresultants (see, for example, Barnett 1971).

Consider two polynomials $f(p_1,\ldots,p_k)$ and $g(p_1,\ldots,p_k)$ written as

\begin{align}
 f(p_1,\ldots,p_k) &= a_0 p_1^n + a_1 p_1^{n-1} + \ldots + a_n \\
 g(p_1,\ldots,p_k) &= b_0 p_1^m + b_1 p_1^{m-1} + \ldots + b_m
\end{align}

(3.16) \quad (3.17)

where the $a_i, b_j$ are polynomials in the variables.
\((p_2, \ldots, p_k)\). The method works for primitive polynomials. Therefore it is necessary to remove the content of each polynomial (that is the greatest common divisor of the \(a_i\) in the case of \(f\)), by recursively using the method on the \((k-1)\) variables \((p_2, \ldots, p_k)\) of firstly the polynomials \(a_0, \ldots, a_n\) for the content of \(f\), and then \(b_0, \ldots, b_m\) for the content of \(g\).

This gives the result

\[
\text{gcd}(f, g) = [\text{gcd}(\text{cont}(f), \text{cont}(g))] [\text{gcd}(\text{pp}(f), \text{pp}(g))] \quad (3.18)
\]

where \(\text{cont}(f)\) is the content of \(f\), and \(\text{pp}(f)\) is the primitive part of \(f\).
1.4 Synopsis of the thesis

The previous sections of this chapter have covered some of the relevant work relating to polynomial system matrices. However it is noticeable that there has been far less extension of the algorithms developed for one variable system matrices to two variable system matrices, than the underlying algebra.

Chapter 2 attempts to extend some of the algebra to the ring \( \mathbb{R}[s,z] \). This is done by considering the 2x2 polynomial matrix over \( \mathbb{R}[s,z] \),

\[
\begin{bmatrix}
  x(s,z) & y(s,z) \\
  u(s,z) & w(s,z)
\end{bmatrix}
\]

The equivalence of this matrix to its known Smith form is analysed in an attempt to find conditions under which the equivalence exists, whilst at the same time investigating the construction of the actual equivalence transformation. However it is not possible to separate the conditions for the equivalence and the construction. Therefore there is further investigation into the result of Lee and Zak given in theorem 3.3.

The chapter then deals with the development of a computer algorithm for the transformation of a matrix to its
Smith form over $\mathbb{R}[s,z]$, based on algorithm 2.1. There were quite a few problems in constructing this algorithm, and these will be fully discussed.

Because of these problems it was also worth trying to compare this algorithm with one which finds the Smith form by explicitly calculating the determinantal divisors of the matrix. It is then possible to compare computing times of the two methods, to show whether it is more efficient to calculate the determinantal divisors or to use the equivalence over $\mathbb{R}[s,z]$.

To conclude chapter 2, an algorithm is developed which will calculate the Smith-McMillan form of a rational polynomial matrix, using the previously developed Smith form algorithm.

A number of examples will be given to show how the algorithms perform on matrices chosen to illustrate various difficulties.

Because it is not possible to find conditions for equivalence over $\mathbb{R}[s,z]$ of a general matrix in chapter 2, chapter 3 considers the concept of extended equivalence of Pugh and Shelton (1978). This is again applied to the general $2 \times 2$ matrix, to investigate if the new approach will prove more useful in finding the required conditions. However this turns out to be just an alternative route to
the same results as chapter 2, and the new approach gives no other insights into the problem.

As it has not been possible to find necessary and sufficient conditions for the equivalence of a general polynomial matrix to its Smith form over $\mathbb{R}[s,z]$, chapter 4 considers the problem for a particular form of matrix, the Roesser matrix. The Roesser matrix has the form

$$\begin{bmatrix}
sI_n - a_1 & -a_2 & b_1 \\
-a_3 & zI_p - a_4 & b_2 \\
-c_1 & -c_2 & d
\end{bmatrix}$$

(4.2)

and arises from a number of different systems. The matrix (4.2) could be a special form of state-space matrix over $\mathbb{R}[s,z]$ arising from delay-differential or partial differential systems. Such matrices arise in the study of two-dimensional image processing systems (see, for example, Kung et al 1977) and indeed arise naturally from the approach suggested by Givone and Roesser (1972, 1973) or Fornasini and Marchesini (1975) for two-dimensional filters.

Mathematical induction is used to produce a sufficient condition for equivalence of a certain class of Roesser matrix of the form (4.2) to its Smith form over $\mathbb{R}[s,z]$. Although the method is tedious it is the only one known at
the present time to find the sufficient condition.

To conclude chapter 4 a number of Roesser matrices are used as examples for testing the Smith form program.

Chapter 5 moves on to the topic of the realization of a two variable rational transfer function matrix to a state-space system matrix over $\mathbb{R}[s,z]$. The algorithm is based on that developed by Pace and Barnett (1974b) for the single variable realization. However, as Frost (1979) has shown, a realization over $\mathbb{R}[s,z]$ may not always be both controllable and observable. This is again due to the property of zeros, in this case the fact that it may not be possible to remove both input-decoupling and output-decoupling zeros. Both the theoretical background and algorithmic development of the realization will be covered with examples to test the program.

Chapter 6 concludes the thesis, examining how successful were the attempts to extend the algebra and the algorithms to two variable system matrices. There are also suggestions of areas for further research which may help to resolve some of the outstanding problems.

All the work in the last five chapters is original unless otherwise stated.
CHAPTER 2

FURTHER EXTENSIONS OF THE THEORY, AND ALGORITHMS RELATING TO TWO VARIABLE POLYNOMIAL MATRICES

2.1 Introduction

From section 1.3 of the introduction it is clear that the theoretical extension of the results for 1-D systems to 2-D systems has not been completed. This is certainly true for results concerning equivalence of a general two variable polynomial matrix with its Smith form. Theorem 3.2 of chapter 1 gives a necessary condition, but a corresponding sufficiency condition has not been found.

This chapter attempts to find a sufficiency condition by examining a 2x2 general two variable matrix. If such a condition was found the result could be extended to a m x n two variable matrix by mathematical induction. Following this the result of Lee and Zak (1981), theorem 3.3 of chapter 1, is extended for a more general matrix.

Finally in this chapter a number of algorithms are developed for computing the Smith form and Smith-McMillan form of two variable polynomial or rational matrices.
2.2 Algebraic investigations into equivalence of a 2x2 two-variable polynomial matrix with its Smith form over \( \mathbb{R}[s,z] \)

To attempt to find the required sufficiency condition for equivalence of a two variable polynomial matrix with its Smith form over \( \mathbb{R}[s,z] \) it would be useful firstly to consider a 2x2 matrix without zeros.

Consider the matrix \( A(s,z) \), without zeros,

\[
A(s,z) = \begin{bmatrix}
x(s,z) & y(s,z) \\
u(s,z) & w(s,z)
\end{bmatrix}
\]  \( (2.1) \)

It can be assumed that \( x(s,z), y(s,z), u(s,z), \) and \( w(s,z) \) have no common factor and (as \( A(s,z) \) has no zeros) also no common zeros. Therefore the Smith form of \( A(s,z) \) is the matrix \( S(s,z) \),

\[
S(s,z) = \begin{bmatrix}
1 & 0 \\
0 & x(s,z) w(s,z) - y(s,z) u(s,z)
\end{bmatrix}
\]  \( (2.2) \)

To find the sufficiency condition it is assumed that \( A(s,z) \) is equivalent to \( S(s,z) \) over \( \mathbb{R}[s,z] \). That is there exist unimodular matrices \( M(s,z), N(s,z) \) over \( \mathbb{R}[s,z] \) such that
\[ M(s, z) A(s, z) N(s, z) = S(s, z) \quad (2.3) \]

or

\[
\begin{bmatrix}
    a & b \\
    c & d
\end{bmatrix}
\begin{bmatrix}
    x & y \\
    u & w
\end{bmatrix}
\begin{bmatrix}
    e & f \\
    g & h
\end{bmatrix}
= \begin{bmatrix}
    1 & 0 \\
    0 & xw-uy
\end{bmatrix} \quad (2.4)
\]

where \( x = x(s, z) \) etc, for ease of notation.

By solving the matrix equation, 2.4, it should be possible to find sufficiency conditions for \( A(s, z) \) for equivalence over \( \mathbb{R}[s, z] \) to exist. Also it should be possible to give the actual construction for the equivalence transformation.

In section 3 of the introduction it was shown that Frost was able to construct a transformation of equivalence if adjacent elements of the matrix had no common zeros.

For example if \( x(s, z) \) and \( u(s, z) \) have no common zero, then there exist, by theorem 1.1 of chapter 1, polynomials \( a(s, z) \) and \( b(s, z) \) over \( \mathbb{R}[s, z] \) such that,

\[
a(s, z) \cdot x(s, z) + b(s, z) \cdot u(s, z) = 1, \quad (2.5)
\]

which gives the transformation of equivalence over \( \mathbb{R}[s, z] \),
Therefore for this investigation it is also assumed that any adjacent pair of polynomials of \( A(s,z) \) have common zeros. That is the pairs

\[
(x,y), (x,u), (u,w), (y,w)
\]

have common zeros.

Expanding (2.4) gives the four equations

\[
\begin{align*}
\text{(2.8)} & \quad e(ax+bu) + g(ay+bw) = 1 \\
\text{(2.9)} & \quad f(ax+bu) + h(ay+bw) = 0 \\
\text{(2.10)} & \quad e(cx+du) + g(cy+dw) = 0 \\
\text{(2.11)} & \quad f(cx+du) + h(cy+dw) = xw-uy
\end{align*}
\]

Also there are the unimodularity conditions on the equivalence matrices \( M(s,z) \) and \( N(s,z) \), which give

\[
\begin{align*}
\text{(2.12)} & \quad ad - bc = k_1 \in \mathbb{R} \neq 0 \\
\text{(2.13)} & \quad eh - fg = k_2 \in \mathbb{R} \neq 0
\end{align*}
\]

It can be seen that equation (2.8) holds the key to the transformation, because once there is a 1 in the top left
hand corner of the matrix, the remaining transformation to the Smith form is straightforward.

If (2.8) holds, that is

\[ e(ax+bu) + g(ay+bw) = 1 \]

then the equivalence transformation is,

\[
\begin{bmatrix}
  a & b \\
  -(eu+gw) & (ex+gy)
\end{bmatrix}
\begin{bmatrix}
  x & y \\
  u & w
\end{bmatrix}
\begin{bmatrix}
  e & -(ay+bw) \\
  g & (ax+bu)
\end{bmatrix}
= 
\begin{bmatrix}
  1 & 0 \\
  0 & xw-uy
\end{bmatrix}
\]

(2.14)

where the determinant of both the equivalence matrices is 1.

A few methods are now proposed which attempt to find the conditions under which (2.8) holds.

2.2.1 Method 1

The problem is to solve the equation

\[ e(ax+bu) + g(ay+bw) = 1 \] (2.1.1)

for polynomials \( a, b, e, g \in \mathbb{R}[s, z] \), for the given polynomials \( x, u, y, w \in \mathbb{R}[s, z] \).

By theorem 1.1 of chapter 1, (2.1.1) can be solved if and only if the polynomials
have no common zeros.

To investigate this, consider the set of zeros \( \{ (s_1, z_1) \} \) of the polynomial \((ax+bu)\), and examine the polynomial \((ay+bw)\) at these points to find conditions such that \((ay+bw)\) is not zero.

Let the set of pairs \( \{ (s_1, z_1) \} \) be the zeros of \((ax+bu)\), that is

\[
\begin{align*}
  a_1 x_1 + b_1 u_1 &= 0 \\
  a_1 &= a(s, z) \quad \text{etc.}
\end{align*}
\]  

\(\{(s_1, z_1)\}\)

The set \( \{ (s_1, z_1) \} \) is non-empty, as from (2.7) \( x \) and \( u \) have common zeros.

Evaluating \((ay+bw)\) at this set, it is assumed that there is a subset \( \{ (s_0, z_0) \} \) of \( \{ (s_1, z_1) \} \) for which

\[
a_0 y_0 + b_0 w_0 = 0
\]

If necessary conditions can now be found for this subset to be non-empty, then these will be conditions for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros. From
this it should be possible to find sufficient conditions for which the polynomials \((ax+bu)\) and \((ay+bw)\) have no common zeros and so solve equation (2.1.1).

Firstly consider the case when \(x_0 = 0\). From equation (2.1.3) we have

\[b_0 u_0 = 0\]  \hspace{1cm} (2.1.5)

which implies that \(b_0 = 0\) and/or \(u_0 = 0\).

If \(b_0 = 0\), then (2.1.4) gives

\[a_0 y_0 = 0\]  \hspace{1cm} (2.1.6)

which implies that \(y_0 = 0\), as \(a_0 \neq 0\) because \(a\) and \(b\) have no common zeros. This gives the result.

**Lemma 2.1.1**

A sufficient condition for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros is that the polynomials \(b,x,y\) have common zeros.

Now consider \(u_0 = 0\) in equation (2.1.5). To satisfy (2.1.4) we require

\[a_0 y_0 + b_0 w_0 = 0\]  \hspace{1cm} (2.1.7)

at the common zeros of \(x\) and \(u\).

To further investigate this, let \(y_0 = 0\). This implies \(b_0 = 0\) as \(x,y,u,w\) have no common zero. If \(y_0 \neq 0\), let \(w_0 = 0\) from which we have the condition
\[ a_0 = 0 \text{ at the common zeros of } x, u, w. \quad (2.1.8) \]

Finally if \( y_0 \neq 0 \) and \( w_0 \neq 0 \) this gives the condition

\[ a_0 y_0 + b_0 w_0 = 0 \quad (2.1.9) \]

at the common zeros of \( x \) and \( u \) which are not zeros of \( y \) or \( w \). These can be combined to give the result.

**Lemma 2.1.2**

Sufficient conditions for the polynomials \((ax + bu)\) and \((ay + bw)\) to have common zeros are the following:

(i) The polynomials \( b, x, u, y \) have common zeros.

(ii) The polynomials \( a, x, u, w \) have common zeros.

(iii) The polynomial \((ay + bw)\) is zero at the set of points which are common zeros of \( x \) and \( u \), but not zeros of \( y \) or \( w \).

To complete this approach it is necessary to consider the case when \( x_0 \neq 0 \).

In this set if \( u_0 = 0 \) then from (2.1.3) \( a_0 = 0 \). Also from (2.1.4) we have

\[ b_0 w_0 = 0 \quad (2.1.10) \]

which implies \( w_0 = 0 \), as \( a \) and \( b \) have no common zero. This gives the result.
Lemma 2.1.3

A sufficient condition for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros is that \(a_0 = 0\) at the common zeros of \(u\) and \(w\) which are not zeros of \(x\).

Again if we now consider \(x_0 \neq 0\) and \(u_0 \neq 0\) then

\((2.1.3)\) gives

\[
a_0 x_0 = -b_0 u_0 \quad \text{with } a_0 \neq 0, b_0 \neq 0. \quad (2.1.11)
\]

\((2.1.4)\) gives

\[
a_0 y_0 + b_0 w_0 = 0 \quad (2.1.12)
\]

now multiplying by \(x_0 \quad (\neq 0)\) gives

\[
a_0 x_0 y_0 + b_0 x_0 w_0 = 0
\]

which gives, from \((2.1.11)\)

\[
- b_0 u_0 y_0 + b_0 x_0 w_0 = 0
\]

or

\[
b_0 (x_0 w_0 - u_0 y_0) = 0 \quad (2.1.13)
\]

and hence the result

Lemma 2.1.4

A sufficient condition for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros is that

\[
x_0 w_0 - u_0 y_0 = 0
\]

for some values of the set \(\{ (s_0,z_0) \}\) which are not zeros of \(x\) or \(u\).
Combining lemmas 2.1.1, 2.1.2, 2.1.3, and 2.1.4 will give the following theorem.

**Theorem 2.1.1**

Sufficient conditions for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros are the following:

(i) The polynomials \(a, u,\) and \(w\) have common zeros.

(ii) The polynomials \(b, x,\) and \(y\) have common zeros.

(iii) The polynomial \((ay+bw)\) is zero at the set of points which are common zeros of \(x\) and \(u\), but not zeros of \(y\) or \(w\).

(iv) The polynomials \((ax+bu)\) and \((xw-uy)\) have common zeros which are not zeros of \(x\) or \(u\).

A necessary condition for the polynomials \((ax+bu)\) and \((ay+bw)\) to have common zeros is that one of the above four conditions must hold.

Directly from theorem 2.1.1, the actual result required can be found.
Theorem 2.1.2

A sufficient condition for two polynomials \((ax+bu)\) and \((ay+bw)\) to have no common zeros is that all of the following conditions must hold:

(i) The polynomials \(a, u,\) and \(w\) have no common zero.
(ii) The polynomials \(b, x,\) and \(y\) have no common zero.
(iii) The polynomial \((ay+bw)\) must be non-zero at the set of points which are common zeros of \(x\) and \(u\), but not zeros of \(y\) or \(w\).
(iv) The polynomials \((ax+bu)\) and \((xw-uy)\) have no common zeros which are not zeros of \(x\) or \(u\).

It can be seen from the above theorem that conditions (i) and (ii) are the constructions for the polynomials \(a\) and \(b\). However from conditions (iii) and (iv) it is not possible to find explicit conditions on \(x, y, u,\) and \(w\) for the equivalence transformation to exist, or further construction for the polynomials \(a\) and \(b\) of the transforming matrices.

Therefore it is necessary to consider an alternative approach.
2.2.2 Method 2

Again the problem is to solve the equation

\[ e(ax + bu) + g(ay + bw) = 1 \quad (2.2.1) \]

for polynomials \( a, b, e, g \in \mathbb{R}[s, z] \). This equation is solvable if and only if the polynomials

\[ (ax + bu) \quad \text{and} \quad (ay + bw) \quad (2.2.2) \]

have no common zeros for general polynomials \( a \) and \( b \) which themselves have no common zero.

To investigate this consider the following proposition.

**Proposition 2.2.1**

For the polynomials \((ax+bu)\) and \((ay+bw)\) to have no common zero then either

(i) They are never equal, and so cannot have any common value.

or

(ii) If they are equal, at those points where they are equal they are not zero.
For the polynomials \((ax+bu)\) and \((ay+bw)\) never to be equal it is necessary that

\[ a(x - y) + b(u - w) \neq 0 \quad (2.2.3) \]

for all values of \((s,z)\), which immediately gives the result:

**Lemma 2.2.1**

A sufficient condition for the polynomials \((ax+bu)\) and \((ay+bw)\) to have no common zero is that the polynomials \((x-y)\) and \((u-w)\) have no common zero and then the polynomials \(a\) and \(b\) are chosen such that

\[ a(x - y) + b(u - w) = 1. \]

Now if the polynomials \((x-y)\) and \((u-w)\) have common zeros then an analysis of the form used in method 1 is required. Unfortunately this gives results which will not explicitly determine whether a transformation of equivalence exists. This analysis also gives rise to conditions (i) and (ii) of theorem 2.1.2, showing consistency in the methods.

To illustrate this method consider the following example.
Example 2.2.1

For the matrix

$$\begin{bmatrix} s & -(1+z) \\ -z & s \end{bmatrix}$$  \hspace{1cm} (2.2.4)$$

all adjacent pairs of polynomials have common zeros, but the matrix has no zeros.

Here

$$(x - y) = s+z+1$$  \hspace{1cm} (2.2.5)$$

$$(u - w) = -(s+z)$$  \hspace{1cm} (2.2.6)$$

and it can easily be seen that $(x-y)$ and $(u-w)$ have no common zero. Choosing $a = 1$, $b = 1$ gives

$$1.(s+z+1) + 1.(-(s+z)) = 1$$  \hspace{1cm} (2.2.7)$$

which gives the equivalence transformation

$$\begin{bmatrix} 1 & 1 \\ s+z & s+z+1 \end{bmatrix} \begin{bmatrix} s & -(z+1) \\ -z & s \end{bmatrix} \begin{bmatrix} 1 & -(s-z-1) \\ -1 & s-z \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & s^2-z(z+1) \end{bmatrix}$$  \hspace{1cm} (2.2.8)$$
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2.2.3 Method 3

This method considers equation (2.8) in a different way, that is

\[(ae)x + (ag)y + (be)u + (bg)w = 1\] (2.3.1)

As \(x, y, u,\) and \(w\) have no common zero then there exist polynomials \(k, l, m, n \in \mathbb{R}[s, z]\) such that

\[kx + ly + mu + nw = 1.\] (2.3.2)

However this is true for many \(k, l, m, n\). The problem now is to find \(k, l, m, n\) which are factorizable such that

\[ae = k\]
\[ag = l\] (2.3.3)
\[be = m\]
\[bg = n\]

However this problem is not definitive and would require searching through all possible \(k, l, m, n\) until one set is found which is factorizable.

To illustrate this method consider the example.
Example 2.3.1

Consider the matrix

$$\begin{bmatrix}
  s & -(l+z) \\
  -z & s
\end{bmatrix} \quad (2.3.4)$$

which has no zeros. Choosing

$$k = 1, \ l = -1, \ m = 1, \ n = -1 \quad (2.3.5)$$

gives

$$1.(s) - 1.(-(l+z)) + 1.(-z) - 1.(s) = 1 \quad (2.3.6)$$

and \(k, l, m, n\) are factorizable giving

$$a = 1, \ b = 1, \ e = 1, \ g = -1 \quad (2.3.7)$$

which gives the equivalence transformation

$$\begin{bmatrix}
  1 & 1 \\
  s+z & s+z+1
\end{bmatrix}
\begin{bmatrix}
  s & -(z+1) \\
  -z & s
\end{bmatrix}
\begin{bmatrix}
  1 & -(s-z-1) \\
  -1 & s-z
\end{bmatrix} =
\begin{bmatrix}
  1 & 0 \\
  0 & s^2-z(z+1)
\end{bmatrix} \quad (2.3.8)$$
2.2.4 Use of the resultant

Resultants are often used to determine whether two specific polynomials have no common zeros. The method of Bose (1976) to find the greatest common divisor of two multivariable polynomials uses this property. It is to be considered here whether resultants can be used to determine if the general polynomials

\[(ax + bu) \text{ and } (ay + bw)\]  \hspace{1cm} (2.4.1)

have no common zeros. Here the polynomials \(x,u,y,w\) are specified, and \(a\) and \(b\) are assumed to be of the form

\[a = \sum_{i=0}^{m} a_i(z) s^i\]  \hspace{1cm} (2.4.2)

\[b = \sum_{j=0}^{n} b_j(z) s^j\]  \hspace{1cm} (2.4.3)

however \(m\) and \(n\) are unknown.

To use the resultant for these polynomials, values of \(m\) and \(n\) have to be assumed. The resultant will then produce conditions on the \(a_i(z)\) and \(b_j(z)\), such that the polynomials \((ax+bu)\) and \((ay+bw)\) have no common zeros. If it is not possible to find conditions on the \(a_i(z)\) and \(b_j(z)\), then alternative values of \(m\) and \(n\) have to be assumed. Therefore this method is not conclusive, as all possible pairs \((m,n)\) may have to be considered.
Example 2.4.1

Consider the matrix

\[
A(s, z) = \begin{bmatrix}
s & -(l+z) \\
-z & s \\
\end{bmatrix}
\]

It is required to find polynomials \( a \) and \( b \) such that the polynomials

\[
(as - bz) \quad \text{and} \quad (bs - a(l+z))
\]

have no common zeros.

Let \( a \) and \( b \) be of the form

\[
a = \sum_{i=0}^{m} a_i(z) \quad s_i \\
b = \sum_{j=0}^{n} b_j(z) \quad s_j
\]

Let \( m = n = 0 \).

Now resultant \( (a_0(z)s - b_0(z)z) , (b_0(z)s - a_0(z)(l+z)) \)

\[
= \det \begin{bmatrix}
a_0(z) & -b_0(z)z \\
b_0(z) & -a_0(z)(l+z)
\end{bmatrix}
\]

\[
= -a_0^2(z)(l+z) + b_0^2(z)z \\
\not{R} \not{= 0} \quad \text{if} \quad a_0(z) = 1, \quad b_0(z) = 1.
\]
That is the polynomials \((s-z)\) and \((s-z-1)\) have no common zeros.

### 2.2.5 Some observations

To conclude this section some relevant observations are made.

The only fully known statement about the problem is that the matrix \(K(s,z)\) has no zeros, that is there exist polynomials \(k,l,m,n \in \mathbb{R}[s,z]\), such that

\[
kx + 1y + mu + nw = 1. \tag{2.5.1}
\]

Refering back to theorem 2.1.2 we see that condition (i) requires that the polynomials \(a, u,\) and \(w\) have no common zeros, and condition (ii) requires that the polynomials \(b, x,\) and \(y\) have no common zeros. If we choose \(a\) and \(b\) such that

\[
a = kx + 1y \quad \tag{2.5.2}
\]

\[
b = mu + nw \quad \tag{2.5.3}
\]

then by equation (2.5.1)

\[
a + mu + nw = 1 \quad \tag{2.5.4}
\]

\[
b + kx + 1y = 1 \quad \tag{2.5.5}
\]
which gives the result that $a,u,w$ have no common zeros and
$b,x,y$ have no common zeros. We also have the extra result
from (2.5.1), (2.5.2), (2.5.3) that
\[ a + b = 1 \]  \hspace{1cm} (2.5.6)

Therefore if $a = kx + my$, $b = 1 - a$ it is necessary
only to consider conditions (iii) and (iv) of theorem 2.1.2
on the polynomials
\[ (a(x - u) + u) \text{ and } (a(y - w) + w) \]  \hspace{1cm} (2.5.7)

Use of these observations may assist in constructing a
transformation of equivalence for specific examples. However
for the general case these still do not give explicit
conditions.

In conclusion it is obvious that an alternative
necessary and sufficient condition to determine whether two
polynomials have common zeros is required. This would be
used in conjunction with Hilbert's Nullstellensatz to
construct the transformation of equivalence.
2.3 Extensions of the results of Lee and Zak (1981)

As shown in section 3 of chapter 1, Lee and Zak were interested in matrices of the form

\[
\begin{bmatrix}
  sI - A(z)
\end{bmatrix}
\]  

(3.1)

which has Smith form

\[
\begin{bmatrix}
  I & 0 \\
  0 & \text{det}(sI - A(z))
\end{bmatrix}
\]  

(3.2)

The extension initially proposed here is for the general 2x2 matrix

\[
P(s,z) = \begin{bmatrix}
  t & u \\
  v & w
\end{bmatrix}
\]  

(3.3)

where \( t = t(s,z) \in R[s,z] \) etc., and \( P(s,z) \) has Smith form

\[
S(s,z) = \begin{bmatrix}
  1 & 0 \\
  0 & tw-uv
\end{bmatrix}
\]  

(3.4)

It is possible to extend the definition of a matrix being cyclic over \( R[z] \), to being cyclic over \( R[s,z] \).
Definition 3.1

The matrix $P(s,z) \in \mathbb{R}^{n \times n}[s,z]$ is cyclic over $\mathbb{R}[s,z]$ if and only if there exists a vector $b \in \mathbb{R}^n[s,z]$ such that

$$\det( [b, Ab, \ldots, A^{n-1}b] ) \in \mathbb{R} \neq 0 \quad (3.5)$$

The vector $b$ is said to be a cyclic vector over $\mathbb{R}[s,z]$.

Therefore if the matrix $P(s,z)$ of (3.3) is cyclic then there exists

$$b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \in \mathbb{R}^2[s,z] \quad (3.6)$$

such that

$$\det( [b, Ab] ) = \det \begin{bmatrix} b_1 & tb_1 + ub_2 \\ b_2 & vb_1 + wb_2 \end{bmatrix} = 1 \quad (3.7)$$

which gives the equation

$$b_1^2v + b_1b_2(w-t) - b_2^2u = 1 \quad (3.8)$$

From this it is possible to construct the equivalence matrices which will transform $P(s,z)$ into its Smith form,
In fact immediately from the matrix $[b,Ab]$ it is possible to find the similarity matrices to transform $P(s,z)$ into its companion form,

\[
\begin{bmatrix}
-b_2 & b_1 \\
-(b_1v+b_2w) & (ub_2+b_1t)
\end{bmatrix}
\begin{bmatrix}
t & u \\
v & w
\end{bmatrix}
\begin{bmatrix}
b_1 & ub_2-b_1w \\
b_2 & b_1v-b_2t
\end{bmatrix}
= \begin{bmatrix}
1 & 0 \\
0 & tw-uv
\end{bmatrix}
\]

(3.9)

with

\[
det \begin{bmatrix}
-b_2 & b_1 \\
-(b_1v+b_2w) & (ub_2+b_1t)
\end{bmatrix} = 1
\]

(3.10)

\[
det \begin{bmatrix}
b_1 & ub_2-b_1w \\
b_2 & b_1v-b_2t
\end{bmatrix} = 1
\]

(3.11)

and

\[
\begin{bmatrix}
-b_2 & b_1 \\
-(b_1v+b_2w) & (ub_2+b_1t)
\end{bmatrix}
\begin{bmatrix}
b_1 & ub_2-b_1w \\
b_2 & b_1v-b_2t
\end{bmatrix}
= \begin{bmatrix}
0 & 1 \\
-1 & t+w
\end{bmatrix}
\]

(3.12)

In fact immediately from the matrix $[b,Ab]$ it is possible to find the similarity matrices to transform $P(s,z)$ into its companion form,

\[
\begin{bmatrix}
b_1 & tb_1+ub_2 \\
b_2 & vb_1+wb_2
\end{bmatrix}
\begin{bmatrix}
t & u \\
v & w
\end{bmatrix}
\begin{bmatrix}
ub_1+wb_2 & -(tb_1+ub_2) \\
-b_2 & b_1
\end{bmatrix}
= \begin{bmatrix}
0 & -(tw-uv) \\
1 & t+w
\end{bmatrix}
\]

(3.13)

where $[b,Ab]$ and $[b,Ab]^{-1}$ are the transforming matrices.
However there seems to be some confusion whether cyclic and non-derogatory are equivalent properties over $\mathbb{R}[s,z]$. A derogatory matrix is one for which the minimal polynomial is of lower degree than the characteristic polynomial.

**Example 3.1**

Consider a general 2x2 two variable polynomial matrix $A(s,z) = \begin{bmatrix} x(s,z) & y(s,z) \\ u(s,z) & w(s,z) \end{bmatrix}$.

If $A(s,z)$ is derogatory then it has a linear minimal polynomial $\lambda - a = 0$.

Therefore

$$
\begin{bmatrix} x(s,z) & y(s,z) \\ u(s,z) & w(s,z) \end{bmatrix} - a(s,z) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}.
$$

For this to hold we have

$$
u(s,z) = y(s,z) = 0, \quad x(s,z) = a(s,z),$$
\[ w(s, z) = a(s, z). \]

Therefore the only 2x2 derogatory matrices are of the form
\[
\begin{bmatrix}
  a(s, z) & 0 \\
  0 & a(s, z)
\end{bmatrix}
\]

which is already in Smith form. Moreover the only 2x2 derogatory two variable matrix which has Smith form
\[
\begin{bmatrix}
  1 & 0 \\
  0 & p(s, z)
\end{bmatrix}
\]
is the identity matrix.

Therefore it must be the case that non-derogatory matrices over \( \mathbb{R}[s, z] \) are not necessarily similar to their companion forms. This can be shown by the following example:

**Example 3.2**

Consider the matrix
\[
A(s, z) = \begin{bmatrix}
  s & -(z+1) \\
  -z^2 & s
\end{bmatrix}
\]
From the previous result, this matrix is non-derogatory. It has companion form

\[ C(s,z) = \begin{bmatrix} 0 & 1 \\ -(s^2-z^2(z+1)) & 2s \end{bmatrix} \]

For \( A(s,z) \) to be similar to \( C(s,z) \), we must have

\[
\begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} s & -(z+1) \\ -z^2 & s \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -(s^2-z^2(z+1)) & 2s \end{bmatrix} \begin{bmatrix} a & b \\ c & d \end{bmatrix}
\]

where \( a = a(s,z) \) etc. This gives

\[
\begin{align*}
as - bz^2 &= c \\
bs - a(z+1) &= d \\
Cs - dz^2 &= 2cs - a(s^2-z^2(z+1)) \\
ds - c(z+1) &= 2ds - b(s^2-z^2(z+1))
\end{align*}
\]

and for unimodularity of the transforming matrix

\[ ad - bc \in \mathbb{R} \neq 0. \]

Now
\[
ad - bc = a(bs - a(z+1)) - b(as - bz^2) \\
= b^2z^2 - a^2(z+1)
\]
\[ R \neq 0 \] because it is not sign definite.

Therefore \( A(s,z) \) is not similar to its companion form.

Obviously there is a difference between cyclic and non-derogatory matrices over \( \mathbb{R}[s,z] \). However it is still possible to extend the result of Lee and Zak to \( \mathbb{R}[s,z] \) using definition 3.1.

**Theorem 3.1**

Consider the cyclic matrix \( P(s,z) \) over \( \mathbb{R}[s,z] \),

\[ P(s,z) = [p_{ij}] \quad i,j = 1,2,\ldots,n \]

where \( p_{ij} \in \mathbb{R}[s,z] \), which has Smith form \( S(s,z) \) over \( \mathbb{R}[s,z] \),

\[ S(s,z) = \begin{bmatrix} I_{n-1} & \vdots & 0 \\ \hline & & \\ 0 & \vdots & \text{det}(P) \end{bmatrix} \quad (3.14) \]

Then \( P(s,z) \) is equivalent over \( \mathbb{R}[s,z] \) to \( S(s,z) \).

**proof** (similar to that for the result of Lee and Zak 1981)

If \( P(s,z) \) is cyclic, then there exists a matrix \( H(s,z) \),

\[ H(s,z) = [b, Ab, \ldots, A^{n-1}b] \]

where \( b \) is the cyclic vector. Now \( P(s,z) \) is similar to its
companion form $C(s,z)$ with similarity matrix $H(s,z)$,

$$H^{-1}(s,z) P(s,z) H(s,z) = C(s,z).$$

It can be shown that $C(s,z)$ is equivalent over $\mathbb{R}[s,z]$ to

$S(s,z)$, the Smith form of $P(s,z)$. Therefore if $P(s,z)$ is
cyclic over $\mathbb{R}[s,z]$ then it is equivalent to its Smith form
over $\mathbb{R}[s,z]$. 
2.4 Development of an algorithm to produce the Smith form of a two variable polynomial matrix

As section 2 of chapter 1 shows, there are a number of methods for finding the Smith form of a one variable polynomial matrix. This section extends algorithm 2.1 of chapter 1 to transform a two variable polynomial matrix into its Smith form.

As there does not exist a division algorithm over $R[s,z]$ it is necessary to design the Smith form algorithm to change from equivalence over $R[s,z]$ to equivalence over $R(z)[s]$ or $R[z][s]$ if required. The main problem area for the algorithm is the actual Gaussian elimination. It was noticed that choice of pivot was crucial, so that if a "better" pivot is available at any time it should be used.

Consider the $m \times n$ polynomial matrix $P(s,z)$,

$$
P(s,z) = \begin{bmatrix}
P_{11} & P_{12} & \cdots & P_{1n} \\
P_{21} & P_{22} & \cdots & P_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
P_{m1} & P_{m2} & \cdots & P_{mn}
\end{bmatrix}
$$

where $p_{ij} = p_{ij}(s,z) \in R[s,z]$.

Element $p_{11}$ is the pivot. Firstly element $p_{12}$ is divided by element $p_{11}$ as far as possible, that is until no further division can be carried out without introducing
rational terms in one of the variables. This will produce a quotient and remainder such that

$$P_{12} = qP_{11} + r.$$  \hfill (4.2)

Here \( r \) may not be of lower degree than \( P_{11} \). Then \( q \) times column 1 is subtracted from column 2. At this stage it is checked if there is an element of lower degree than the pivot. If there is, then it is moved to position (1,1) becoming the new pivot and elimination is restarted. Otherwise the next element on the pivotal row is considered and the same procedure followed.

This is carried out for the pivotal row and column resulting in one of two situations. Either all the elements of the pivotal row and column are zero, and so this stage of the elimination has been successful. Or there are some elements on the pivotal row or column which are not zero, and the present pivot cannot further divide any of these elements over \( R[s,z] \), and a better pivot is not available. If this is the case then the elimination must continue over \( R(z)[s] \) or \( R[z][s] \).

If equivalence over \( R[s,z] \) is possible then this technique is quite straightforward to implement. However for equivalence over \( R(z)[s] \) a few problems arise.
For a number of reasons it is necessary to change the definition of monic over \( \mathbb{R}(z)[s] \). To make the pivot monic under the usual definition would require division of a column of the matrix by a polynomial in \( \mathbb{R}(z) \). The division here would have to be complete, that is without a remainder. If the algorithm used a notation for a polynomial in \( \mathbb{R}(z)[s] \) of the form

\[
p(s,z) = \frac{n(s,z)}{d(z)}
\]  

(4.3)

where \( p(s,z) \in \mathbb{R}(z)[s] \), \( n(s,z) \in \mathbb{R}[s,z] \), \( d(z) \in \mathbb{R}[z] \), then this would cause no problem. However the algorithm uses a series expansion as its definition, that is for \( p(s,z) \in \mathbb{R}(z)[s] \)

\[
p(s,z) = \sum_{i=0}^{r} \sum_{j=0}^{m} a_{ij} s^i z^j
\]  

(4.4)

For this definition, dividing by a polynomial in \( \mathbb{R}(z) \) may result in an infinite series expansion of the polynomial, such that at any stage of the division there would always be a remainder.

It was thought that if the pivot was made monic only after the elimination was complete, with pivotal row and column having all remaining elements zero, this problem could be overcome. However this still affects the
equivalence matrices.

Another effect of dividing through by a polynomial in \( R(z) \) with the notation (4.4) is that polynomial factors in \( R[z] \) may be lost when the matrix is renormalized using the method of Morf et al (1977) as described in section 3 of chapter 1.

Therefore it was decided to change the definition of monic over \( R(z)[s] \) to be that the coefficient of the leading term in \( s \), is purely rational in \( z \) with leading term 1, that is by dividing through by a monomial in \( z \).

It is worth expanding on the idea of Morf et al for renormalizing the equivalence over \( R(z)[s] \).

Consider the equivalence of a matrix \( A(s,z) \) with its Smith form \( S_{s}(s,z) \) over \( R(z)[s] \),

\[
M(s,z) A(s,z) N(s,z) = S_{s}(s,z) \tag{4.5}
\]

where \( M(s,z), N(s,z), S_{s}(s,z) \) are matrices over \( R(z)[s] \) and \( M(s,z), N(s,z) \) are unimodular over \( R(z)[s] \). Now if \( M(s,z) \) and \( N(s,z) \) are renormalized by diagonal matrices over \( R[z] \) so that

\[
M'(s,z) A(s,z) N'(s,z) = S_{s}'(s,z) \tag{4.6}
\]

and \( M'(s,z), N'(s,z), S_{s}'(s,z) \) are now matrices over \( R[z][s] \).
with \( M'(s,z) \) and \( N'(s,z) \) unimodular over \( \mathbb{R}[z][s] \). Now \( S_s(s,z) \) is correct to within removed polynomial factors in \( z \), and \( S_s'(s,z) \) is correct to within added polynomial factors in \( z \) of the actual Smith form, \( S(s,z) \), over \( \mathbb{R}[s,z] \).

It can be seen that the new definition of monic over \( \mathbb{R}(z)[s] \) helps the renormalization, because the diagonal matrices over \( \mathbb{R}[z] \) need only have monomials in \( z \) as their elements.

If the same procedure is repeated for equivalence over \( \mathbb{R}(s)[z] \), and then renormalized to equivalence over \( \mathbb{R}[s][z] \), then the resulting Smith form \( S_z'(s,z) \) will be correct to within added polynomial factors in \( s \) of the actual Smith form, \( S(s,z) \), over \( \mathbb{R}[s,z] \).

Therefore it can be seen that the greatest common divisor of the corresponding elements of the Smith forms \( S_s'(s,z) \) and \( S_z'(s,z) \) will give the actual Smith form over \( \mathbb{R}[s,z] \).

So the strategy of the algorithm would be to use the Gaussian elimination initially over \( \mathbb{R}[s,z] \). If it is not possible to complete the equivalence over \( \mathbb{R}[s,z] \), then elimination will be continued over \( \mathbb{R}(z)[s] \) to produce the Smith form \( S_s(s,z) \). If required the equivalence will be attempted over \( \mathbb{R}[z,s] \) producing either the Smith form \( S(s,z) \) over \( \mathbb{R}[z,s] \), or the Smith form \( S_z(s,z) \) over \( \mathbb{R}(s)[z] \). If \( S_s(s,z) \) and \( S_z(s,z) \) are found then these can be renormalized.
to $S_s'(s,z)$ and $S_z'(s,z)$ and the greatest common divisor of the elements taken to give the correct Smith form over $\mathbb{R}[s,z]$.

A further extension of this would be to consider equivalence over $\mathbb{R}[z][s]$ instead of equivalence over $\mathbb{R}(z)[s]$, when equivalence over $\mathbb{R}[s,z]$ is not possible. This would remove the need to renormalize the matrices $M(s,z)$ and $N(s,z)$. Equivalence over $\mathbb{R}[z][s]$ can be achieved by multiplying rows and columns by suitable polynomials in $\mathbb{R}[z]$ to ensure that division by the pivot is always possible, that is

$$k(z) \, p_{12}(s,z) = q(s,z) \, p_{11}(s,z) + r(s,z) \quad (4.7)$$

where $p_{11}(s,z)$, $p_{12}(s,z)$, $q(s,z)$, $r(s,z)$ are in $\mathbb{R}[z][s]$, and the degree in $s$ of $r(s,z)$ is less than the degree in $s$ of $p_{11}(s,z)$. This will ensure that elimination will terminate with all the elements of the pivotal row and column being zero.

Use of equivalence over $\mathbb{R}[z][s]$ also removes the problems of the definition of monic and of handling rational terms in one of the variables, which makes the implementation of the algorithm easier.
2.5 Production of a computer program to implement the algorithm

The choice of computing language to implement this algorithm is very important. It has to be able to handle the required representation of a polynomial matrix, that is an array of arrays of real numbers. The language should be capable of using recursion and conditional loops, as these will form an important part of the algorithm. Therefore ALGOL 68 was chosen as the most suitable language, as it is extremely flexible and adaptable to a particular user's requirements.

In this section the various techniques and problems associated with writing the program will be outlined. The design of the algorithm and the production of a computer program have been carried out hand in hand as care must be taken to design an algorithm which will be relatively easy to program and will run efficiently.
2.5.1 Representation of a two variable polynomial matrix

The obvious way of representing a two variable polynomial is by an array of coefficients. A polynomial $p(s,z)$ is represented by

$$p(s,z) = \begin{bmatrix}
0 & \ldots & j & \ldots & r \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
i & x & \ldots & x & \ldots & x \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
q & x & \ldots & x & \ldots & x \\
\end{bmatrix}$$

(5.1.1)

where element $(i,j)$ is the coefficient of $s^i z^j$ of $p(s,z)$ and

$q = \text{maximum power of } s$

$r = \text{maximum power of } z$.

Algol 68 allows for any integer indexing of arrays, so that in this case the constant term $s^0 z^0$ is easily seen. Also if it is required to have negative powers of one (or both) variables then this can be easily implemented. As storage is an important criterion in efficient programming, use will be made of flexible arrays where the size of the array can increase or decrease as required. Obviously this is a useful property as in the elimination degrees of polynomials will be decreasing, and hence it would be sensible to decrease the array representation as well. To ensure that this is
carried out, after operations on the polynomial, a small procedure will remove rows and columns of zeros until there is at least one non-zero coefficient in the qth row and rth column. This is operator % (see appendix). This compares favourably with other languages which require the maximum dimensions of an array to be declared before use, which is very expensive in stack size.

A polynomial matrix would be normally represented by an array of polynomials, or more specifically as an array of arrays of coefficients. However arrays of arrays cannot be defined in Algol 68. It would be possible to use four dimensional arrays where element \((i,j,k,l)\) would be the coefficient of \(s^k z^l\) of the \((i,j)\)th element of the polynomial matrix. However this again would be inefficient in the use of the stack. To overcome this problem, a slight change is made in the definition of polynomials using the "structure" mode in Algol 68, namely that a polynomial is now a structure of an array of coefficients. As Algol 68 allows the user to define his own modes, the following mode declaration is used for a polynomial:

\[
\text{'mode' 'poly' = 'struct' ([0:0'flex',0:0'flex'] 'real' p),}
\]

and simply for an \(m \times n\) polynomial matrix \(K\),

\[
\text{[1:m,1:n] 'poly' K.}
\]
2.5.2 Arithmetical operators

All the normal arithmetic operators +, - (both monadic and diadic), *, / have to be defined for two variable polynomials. The operators +, -, * are all defined fairly easily by operations on the coefficients of the polynomials. They can be defined using the 'op' operator mode of Algol 68 as they use only one or two parameters.

However the division operator causes difficulties as a division algorithm does not exist over $\mathbb{R}[s,z]$. The operator / carries out normal long division either over $\mathbb{R}[s,z]$, $\mathbb{R}(z)[s]$ or $\mathbb{R}[z][s]$ depending on whether a global logical flag "rat" is set as true or false. It is useful to look into the division operator in greater depth.

The division operator finds the leading term of both polynomials and applies long division between them. Over $\mathbb{R}[s,z]$ the long division will continue until either the remainder is of lower degree than the divisor, or it is not possible to continue the division without introducing rational terms in one of the variables. It should be noted that it may be necessary to re-dimension the array of coefficients of either the remainder or the quotient. This arises because although the degree over $\mathbb{R}[s,z]$ of the remainder will be reduced, the degree in one of the variables may increase. Over $\mathbb{R}(z)[s]$ it may be necessary to re-dimension the quotient or remainder due to either
increasing degree in \( z \) or the need for more rational terms in \( z \). Over \( \mathbb{R}(z)[s] \) the division will terminate when the degree in \( s \) of the remainder is less than the degree in \( s \) of the divisor. However there is another case when division must stop. Consider dividing the polynomial \( p_1 = s \) by \( p_2 = z+1 \). After one step of the division

\[
s = (z^{-1}s)(z+1) - z^{-1}s
\]

(5.2.1)

that is \( q = z^{-1}s \), \( r = -z^{-1}s \). Now the degree in \( s \) of \( r \) is greater than the degree in \( s \) of \( p_2 \). But it can be seen that this division will never terminate as \( r \) will always have greater degree than \( p_2 \). Therefore when it can be detected that the division would never terminate, an extra criterion for halting the division would be when the sum of the powers of the leading term of \( r \) is less than the sum of the powers of the leading term of \( p_2 \). In (5.2.1) division would now stop as the sum of the powers of the leading term of \( r = -1+1 = 0 \), and the sum of the powers of the leading term of \( p_2 = 1 \).

Division over \( \mathbb{R}[z][s] \) follows the same lines as division over \( \mathbb{R}[s,z] \) except for the different definitions of degree and leading term.
2.5.3 Input-ouput

To run the program the data must be input in the following format:

1) Two integers for the size of the matrix.
2) For each of the elements of the matrix, row by row,
   Two integers for the degrees in s and z of the element.
   The array of real coefficients of that element.

Given the data in this form the program will construct the required polynomial matrix ready for the elimination.

The form of the data output has been designed to give the user all the relevant information while trying to keep output volume to a minimum. When a polynomial matrix is output, the position of each element will be given followed by its array of coefficients. Any zero elements will not be printed to save on output volume.

Example 5.3.1

The following output

\[
\begin{bmatrix}
2 & 3 \\
1.0 & 0.0 & 3.0 & 0.0 \\
0.0 & 1.0 & 0.0 & 2.0 \\
\end{bmatrix}
\]
indicates that the (2,3)th element of the matrix is the polynomial
\[ 2sz^3 + sz + 3z^2 + 1. \]

The following information will be printed:

(i) The initial polynomial matrix.

(ii) For each transformation, whether over \( R[s,z], R[z][s], R[s][z], R(z)[s], \) or \( R(s)[z] \):
Both the equivalence matrices and their determinants.
The Smith form over the particular ring.
The actual matrix product of the equivalence matrices and the initial matrix.

(iii) Also for the rings \( R(z)[s] \) and \( R(s)[z] \):
The renormalized Smith form.

(iv) If the equivalence was not completed over \( R[s,z] \):
The calculated Smith form over \( R[s,z] \).

The determinants are printed as a check for unimodularity over the various rings. The actual matrix product is printed as a check that there has been no errors in the calculation of the equivalence matrices.
2.5.4 The greatest common divisor procedure

The greatest common divisor method of Bose (1976) as described in section 3 of chapter 1 is ideal for two variable polynomials. Firstly it is necessary to extract the content from each polynomial, leaving the primitive part. Then

\[ \text{gcd}(f,g) = \{\text{gcd}(\text{cont}(f), \text{cont}(g))\}\{\text{gcd}(\text{pp}(f), \text{pp}(g))\} \quad (5.4.1) \]

where \(\text{cont}(f)\) is the content of \(f\), and \(\text{pp}(f)\) is the primitive part of \(f\), \(f\) and \(g\) being the two polynomials under consideration.

This would involve recursion to first of all extract the contents of \(f\) and \(g\), and then find their greatest common divisor.

If

\[ f(s,z) = a_0(z)s^n + \ldots + a_n(z) \quad (5.4.2) \]
\[ g(s,z) = b_0(z)s^m + \ldots + b_m(z) \quad (5.4.3) \]

then

\[ \text{cont}(f) = \text{gcd}[a_0, \ldots, a_n] \quad (5.4.4) \]
\[ \text{cont}(g) = \text{gcd}[b_0, \ldots, b_m] \quad (5.4.5) \]
The method has therefore to be programmed such that it can find the greatest common divisor of polynomials in one or two variables. It will also be necessary to consider polynomials of the form

\[ p(s,z) = c_0(s)z^n + \ldots + c_n(s) \quad (5.4.6) \]

Therefore when the procedure is called it has to decide whether it is dealing with

(i) polynomials in two variables.
(ii) polynomials in s only.
(iii) polynomials in z only.

This is important to ensure that further recursion is not carried out, and the bigradient matrix is correctly constructed.

In the method it is also necessary to evaluate the determinants of two variable polynomial matrices. Normally numerical techniques to evaluate determinants are based on equivalence or similarity of the original matrix to a triangular form. An example of this is of course Gaussian elimination.

Obviously this is not appropriate for two variable polynomial matrices. Therefore it is necessary to evaluate the determinants from a basic definition, that is by expansion along the first row of the matrix, and using
recursion to evaluate the determinants of the corresponding lower order minors.

It was found however that the method was very expensive in terms of storage and computing time. To overcome this the method of Blankinship (1963) was used for the greatest common divisors of single variable polynomials when required, this being called as a default from the main recursive greatest common divisor routine of Bose (1976).
2.6 An algorithm developed from the definition of the Smith form

Because it is not always possible to find the transformation of equivalence between a two variable polynomial matrix and its Smith form over \(R[s,z]\) it seems desirable to investigate the development of an algorithm which produces the Smith form directly from the determinantal divisors of the original matrix.

Obviously this technique would be very time consuming especially as the dimensions of the matrix increase. However with the following ideas the method can be made quite efficient.

To calculate the Smith form in this way it would seem necessary to calculate all the determinants of the minors of a given order, and then find their greatest common divisor. From practice it is seen that, especially with the lower order minors, the greatest common divisor is often unity. It seems that it is only necessary to calculate the determinants one by one until the greatest common divisor is unity or all the minors have been considered.

However it was noticed that the calculation of the determinants by expansion along the first row and recursion for lower order determinants is itself very time consuming. It was felt that the best way to overcome this was to make use of any previously calculated determinants of lower
order. That is using expansion along the first row and a "table lookup" technique to find the value of the determinant of the corresponding lower order minor. This removes the need to use recursion and so keeps the running time down. However using this method requires all the determinants of minors of a given order to be evaluated, but tests show that there is still a definite saving in running time.

The "table lookup" technique requires a matrix, MINN, of real numbers which correspond to the determinants, and two matrices, RN and CN, the rows of which are the r-tuples of the selected rows and columns of the rth order minors. The ith row of RN and the jth row of CN correspond to the rth order minor which has determinant stored in MINN(i,j). From this it is possible to form RNl, CNl, MINNl which correspond to the (r+1)th order minors of the matrix.

A comparison of the computing times of this method and the ones using the Gaussian elimination will be given for various examples in the results section.
2.7 The Smith-McMillan form algorithm

This section considers the production of the Smith-McMillan form of a rational matrix. It is first necessary to define the Smith-McMillan form over $\mathbb{R}[s,z]$.

**Definition 7.1**

Consider a $p \times q$ rational matrix $K(s,z)$ where the elements of $K(s,z)$ are

$$n_{ij}(s,z) / d_{ij}(s,z) \quad i = 1, \ldots, p \quad (7.1)$$

$$j = 1, \ldots, q$$

and $n_{ij}(s,z), d_{ij}(s,z) \in \mathbb{R}[s,z]$.

The Smith-McMillan form of $K(s,z)$ is defined to be the matrix

$$M(s,z) = \begin{cases} 
[E(s,z) \mid 0] & ; p < q \\
E(s,z) & ; p = q \\
\begin{bmatrix} E(s,z) \\ \cdots \\ 0 \end{bmatrix} & ; p > q
\end{cases} \quad (7.2)$$

where $E(s,z) = \text{diag}[ e_1(s,z) / g_1(s,z) ]$, and $e_i(s,z), g_i(s,z)$ are relatively prime polynomials in $\mathbb{R}[s,z]$ with the divisibility property

$$e_1(s,z) \mid e_2(s,z) \mid \ldots \mid e_r(s,z)$$

$$g_r(s,z) \mid g_{r-1}(s,z) \mid \ldots \mid g_1(s,z)$$
where \( r = \text{rank}(K(s,z)) \), and the \( e_i(s,z) \) and \( g_i(s,z) \) are related as in equations 7.4 and 7.5.

The algorithm will follow along the same lines as those outlined for single variable rational matrices described in section 2 of the introduction.

Given a rational matrix \( K(s,z) \), firstly find the least common denominator of the elements of \( K(s,z) \), say \( d(s,z) \) in \( \mathbb{R}[s,z] \). Then form the matrix \( N(s,z) \) such that

\[
K(s,z) = N(s,z) / d(s,z) \quad (7.3)
\]

where \( N(s,z) \) is a matrix over \( \mathbb{R}[s,z] \). Now calculate the Smith form, \( S(s,z) \), of \( N(s,z) \) using the algorithm of section 4 (that is either by equivalence over \( \mathbb{R}[s,z] \) or by the joint equivalence over \( \mathbb{R}[z][s] \) and \( \mathbb{R}[s][z] \)). The Smith-McMillan form of \( K(s,z) \) is now the matrix

\[
M(s,z) = S(s,z) / d(s,z) \quad (7.4)
\]

If the polynomial \( d(s,z) \) is now used such that

\[
S_{ii}(s,z) / d(s,z) = e_i(s,z) / g_i(s,z) \quad (7.5)
\]

where \( e_i(s,z) \) and \( g_i(s,z) \) are relatively prime, then \( M(s,z) \) is of the required form in definition 7.1.
Because the Smith-McMillan form algorithm is an extension of the Smith form algorithm it is quite straightforward to implement as a computer program. However because of the large number of times the greatest common divisor routine is used it is very time consuming.
2.8 Results

As a test of the algorithms a number of examples which have arisen in the work of Frost (1979) and Lee and Zak (1981) are used. These are used because of the relevance to the algebraic difficulties outlined earlier in this chapter.

Results will be given over the rings $R(z)[s]$ and $R[z][s]$ when required, comparing the two algorithms. A table will also be given of the computing times for the two main algorithms and the algorithm based on the determinantal divisors.
Example 8.1 (Frost 1979)

Consider the 4x5 matrix \( K(s,z) \) which has no zeros:

\[
\begin{bmatrix}
  s+1 & z(sz+l) & 0 & z(s+l) & z^2 \\
  s & sz+l & -(s+l)(s+z) & sz & z^2 \\
  0 & s(s+l) & s+l & s(s+l) & sz^2(s+l) \\
  s+1 & z(s+l)+1 & -(s+l)(s+z) & z(s+l) & z^2
\end{bmatrix}
\]

This was found to be equivalent over \( \mathbb{R}[s,z] \) to its Smith form

\[
S(s,z) = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & s+1 & 0 & 0 \\
  0 & 0 & 0 & s(s+1)(s+z) & 0
\end{bmatrix}
\]

with equivalence matrices

\[
M(s,z) = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  -1 & 1 & 0 & 0 & 0 \\
  s^2(s+l) & -s(s+l)^2 & 1 & 0 & 0 \\
  s^2(s+l)(s+z)-1 & s(s+z)(s+l)^2 & s+z & 1
\end{bmatrix}
\]
\[ N(s,z) = \begin{bmatrix} -z & -(s+1)(s+z) & s(s+1)(s+z)-z & z^3 \\ s+1 & (s+z)(s+1)^2 & -s(s+z)(s+1)^2 & -z^2 \\ 0 & 0 & 1 & -s \\ 0 & 0 & -(s+z)(s+1)^2 & s(s+z)(s+1)^2+1 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix} \]

**Example 8.2**

Consider the 2x2 matrix \( K(s,z) \) which has no zeros:

\[
K(s,z) = \begin{bmatrix} s & s+z+1 \\ s & z \end{bmatrix}
\]

It was not possible to directly find the Smith form over \( \mathbb{R}[s,z] \). Below are the various Smith forms formed by the different equivalences:

**over \( \mathbb{R}[z][s] \)**

The Smith form was

\[
\begin{bmatrix} 1 & 0 \\ 0 & s(s+z) \end{bmatrix}
\]

with equivalence matrices
The Smith form was

\[
\begin{bmatrix}
1 & -z^{-1}(s+z) \\
-z & s+z+1
\end{bmatrix},
\begin{bmatrix}
0 & z^{-1} \\
1 & sz^{-1}(s+z-1)
\end{bmatrix}
\]

over \( R[z][s] \)

with equivalence matrices

\[
\begin{bmatrix}
0 & 1 \\
z & -(s+z+1)
\end{bmatrix},
\begin{bmatrix}
0 & -1 \\
1 & s
\end{bmatrix}
\]

over \( R(s)[z] \)

The Smith form was

\[
\begin{bmatrix}
1 & 0 \\
0 & z(z+s)
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
z(z+s-1) & 1
\end{bmatrix},
\begin{bmatrix}
-s^{-1}(z+s) & s^{-1}(z+s+1) \\
1 & -1
\end{bmatrix}
\]
over $\mathbb{R}[s][z]$

The Smith form was

$$\begin{bmatrix}
s & 0 \\
0 & zs(z+s)
\end{bmatrix}$$

with equivalence matrices

$$\begin{bmatrix}
1 & 0 \\
-z & 1
\end{bmatrix}, \begin{bmatrix}
1 & z+s+1 \\
0 & -s
\end{bmatrix}$$

These, when combined, give the calculated Smith form over $\mathbb{R}[s,z]$,

$$S(s,z) = \begin{bmatrix}
1 & 0 \\
0 & sz(s+z)
\end{bmatrix}$$

Example 8.3 (Lee and Zak 1981)

Consider the 2x2 matrix $K(s,z)$ which has no zeros:

$$K(s,z) = \begin{bmatrix}
s & -(z+1) \\
-z^2 & s
\end{bmatrix}$$

It was not possible to find directly the Smith form over
\( \mathbb{R}[s,z] \). Below are the various Smith forms found by the different equivalences.

**over \( \mathbb{R}(z)[s] \)**

The Smith form was

\[
\begin{bmatrix}
z^{-1}(z+1) & 0 \\
0 & z^{-1}(z+1)(s^2-z^2(z+1))
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
s & z+1
\end{bmatrix}, \quad \begin{bmatrix}
0 & z^{-1}(z+1) \\
-z^{-1} & sz^{-1}
\end{bmatrix}
\]

**over \( \mathbb{R}[z][s] \)**

The Smith form was

\[
\begin{bmatrix}
z+1 & 0 \\
0 & (z+1)(s^2-z^2(z+1))
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
-s & -(z+1)
\end{bmatrix}, \quad \begin{bmatrix}
0 & -(z+1) \\
-1 & -s
\end{bmatrix}
\]
over \( R(s)[z] \)

The Smith form was

\[
\begin{bmatrix}
1 & 0 \\
0 & z^2(z+1)-s^2
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
-s^{-1}z & -(z+1)
\end{bmatrix},
\begin{bmatrix}
s^{-1}(s^2-z^3) & 1 \\
-1 & -s
\end{bmatrix}
\]

over \( R[s][z] \)

The Smith form was

\[
\begin{bmatrix}
s & 0 \\
0 & s(z^2(z+1)-s^2)
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
z^2 & s
\end{bmatrix},
\begin{bmatrix}
1 & -(z+1) \\
0 & -s
\end{bmatrix}
\]
These, when combined, give the calculated Smith form over \( \mathbb{R}[s,z] \),

\[
S(s,z) = \begin{bmatrix} 1 & 0 \\ 0 & s^2-z^2(z+1) \end{bmatrix}
\]

**Example 8.4 (Frost 1981)**

Consider the 2x2 matrix \( K(s,z) \) which has no zeros:

\[
K(s,z) = \begin{bmatrix} s & -(z+1) \\ -z & s \end{bmatrix}
\]

It was not possible to find directly the Smith form over \( \mathbb{R}[s,z] \). Below are the various Smith forms found by the different equivalences.

**over \( \mathbb{R}(z)[s] \)**

The Smith form was

\[
\begin{bmatrix}
-z^{-1}(z+1) & 0 \\
0 & z^{-1}(z+1)(s^2-z(z+1))
\end{bmatrix}
\]

with equivalence matrices
\[
\begin{bmatrix}
1 & 0 \\
s & z+1
\end{bmatrix},
\begin{bmatrix}
0 & z^{-1}(z+1) \\
-z^{-1} & z^{-1}s
\end{bmatrix},
\begin{bmatrix}
z+1 & 0 \\
0 & (z+1)(s^2-z(z+1))
\end{bmatrix}
\] over \( R[z][s] \)

The Smith form was

\[
\begin{bmatrix}
z+1 & 0 \\
0 & (z+1)(s^2-z(z+1))
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
-s & -(z+1)
\end{bmatrix},
\begin{bmatrix}
0 & -(z+1) \\
-1 & -s
\end{bmatrix}
\]

over \( R(s)[z] \)

The Smith form was

\[
\begin{bmatrix}
1 & 0 \\
0 & z(z+1)-s
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
1 & 0 \\
s^{-1}(s^2-z^2) & 1
\end{bmatrix},
\begin{bmatrix}
-s^{-1}z & -(z+1) \\
-s & -s
\end{bmatrix},
\begin{bmatrix}
-s^{-1}z & -(z+1) \\
-s & -s
\end{bmatrix}
\]
over $R[s,z]$

The Smith form was

$$\begin{bmatrix} s & 0 \\ 0 & s(z(z+1)-s^2) \end{bmatrix}$$

with equivalence matrices

$$\begin{bmatrix} 1 & 0 \\ z & s \end{bmatrix}, \begin{bmatrix} 1 & -(z+1) \\ 0 & -s \end{bmatrix}$$

These, when combined, give the calculated Smith form over $R[s,z],$

$$S(s,z) = \begin{bmatrix} 1 & 0 \\ 0 & s^2-z(z+1) \end{bmatrix}$$

**note**

By using the algebraic results shown earlier it is possible to find the transforming matrices over $R[s,z]$, these are:

$$\begin{bmatrix} 1 & 1 \\ s+z & s+z+1 \end{bmatrix}, \begin{bmatrix} 1 & -(s-z-1) \\ -1 & s-z \end{bmatrix}$$
Example 8.5 (Frost 1979)

Consider the 3x3 matrix \( K(s,z) \) which has zeros:

\[
K(s,z) = \begin{bmatrix}
    s & 0 & 0 \\
    0 & sz+1 & 1 \\
    0 & 0 & z \\
\end{bmatrix}
\]

It was not possible to find directly the Smith form over \( R[s,z] \). Below are the various Smith forms found by the different equivalences.

over \( R(z)[s] \)

The Smith form was

\[
\begin{bmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0 \\
    0 & 0 & z^{-1}s(sz+1) \\
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
    0 & 1 & 0 \\
    z^2 & -z & 1 \\
    sz+1 & -s & z^{-1}s \\
\end{bmatrix}, \quad
\begin{bmatrix}
    0 & -z^{-1} & z^{-1}(sz+1) \\
    0 & -z^{-1} & s \\
    1 & z^{-1}(sz+1) & -s(sz+1) \\
\end{bmatrix}
\]
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The Smith form was

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & z & 0 \\
0 & 0 & sz(sz+1)
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
0 & 1 & 0 \\
z^2 & -z & 1 \\
-z(sz+1) & sz & -z
\end{bmatrix}
\begin{bmatrix}
0 & -1 & -(sz+1) \\
0 & -1 & -sz \\
1 & sz+1 & sz(sz+1)
\end{bmatrix}
\]

\textit{over }\mathbb{R}(s)[z]

The Smith form was

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & s^{-1}z(sz+1)
\end{bmatrix}
\]

with equivalence matrices

\[
\begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & -z & 1
\end{bmatrix}
\begin{bmatrix}
0 & s^{-1} & 0 \\
0 & 0 & -s^{-1} \\
1 & 0 & s^{-1}(sz+1)
\end{bmatrix}
\]
over $\mathbb{R}[s][z]$

The Smith form was

$$
\begin{bmatrix}
1 & 0 & 0 \\
0 & s & 0 \\
0 & 0 & sz(sz+1)
\end{bmatrix}
$$

with equivalence matrices

$$
\begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
z(sz+1) & -sz & s
\end{bmatrix},
\begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & -1 \\
1 & -(sz+1) & sz+1
\end{bmatrix}
$$

These, when combined, give the calculated Smith form

over $\mathbb{R}[s,z]$, 

$$
S(s,z) = 
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & sz(sz+1)
\end{bmatrix}
$$
Table 8.1

This table compares the computing times for the different algorithms for the previous examples.

Algorithm 1 uses equivalence over $\mathbb{R}[s,z]$ if possible. If it is not then the matrix is transformed over the rings $\mathbb{R}(z)[s]$ and $\mathbb{R}(s)[z]$, the Smith forms are then renormalized, and the calculated Smith form over $\mathbb{R}[s,z]$ found.

Algorithm 2 uses equivalence over $\mathbb{R}[s,z]$ if possible. If it is not then the matrix is transformed over the rings $\mathbb{R}(z)[s]$ and $\mathbb{R}(s)[z]$ and the calculated Smith form over $\mathbb{R}[s,z]$ found.

Algorithm 3 finds the Smith form over $\mathbb{R}[s,z]$ directly from the determinantal divisors of the matrix.

<table>
<thead>
<tr>
<th></th>
<th>Ex 8.1</th>
<th>Ex 8.2</th>
<th>Ex 8.3</th>
<th>Ex 8.4</th>
<th>Ex 8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>55</td>
<td>27</td>
<td>49</td>
<td>39</td>
<td>42</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>47</td>
<td>22</td>
<td>26</td>
<td>25</td>
<td>34</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>322</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>15</td>
</tr>
</tbody>
</table>

The values are the mill units (approx 1 sec) for running the algorithms on the ICL 1904s.
The results given in table 8.1 show that algorithm 2 is the most efficient over the given examples, and is consistently faster than algorithm 1. As the number of minors in a matrix increases factorially with the size of the matrix, algorithm 3 can be seen to be ineffective on all but small matrices. In particular example 8.1 shows that even for a 4x5 matrix algorithm 3 is 7 times slower than algorithm 2. Therefore it is shown that algorithm 2 is the best algorithm.
Example 8.6

Consider the 3x3 rational polynomial matrix

\[
\begin{bmatrix}
\frac{1}{s+z} & 1 & \frac{1}{z+1} \\
0 & \frac{2s}{s^2-z^2} & \frac{(z+3)}{(s+z)} \\
\frac{s+z}{(s-z)/(z+1)} & 0 & \frac{(s-z)}{(z+1)}
\end{bmatrix}
\]

This can be rewritten as

\[
\frac{1}{(z+1)(s^2-z^2)} \begin{bmatrix}
(z+1)(s-z) & (z+1)(s^2-z^2) & (s^2-z^2) \\
0 & 2(z+1) & (z+3)(z+1)(s-z) \\
(z+1)(s+z)(s^2-z^2) & 0 & (s+z)(s^2-z^2)
\end{bmatrix}
\]

It was not possible to transform the new numerator matrix directly to its Smith form over \(\mathbb{R}[s,z]\). The combined equivalence over \(\mathbb{R}[z][s]\) and \(\mathbb{R}[s][z]\) was necessary. This produces the correct Smith-McMillan form:

\[
\begin{bmatrix}
\frac{1}{(z+1)(s^2-z^2)} & 0 & 0 \\
0 & \frac{1}{s+z} & 0 \\
0 & 0 & \frac{(s+z)(z^2-4z+3)-2}{(s+z)(s-z)}
\end{bmatrix}
\]
Example 8.7

Consider the 3x3 rational polynomial matrix:

\[
\begin{bmatrix}
\frac{1}{z(sz+1)} & 0 & \frac{1}{sz(sz+1)} \\
0 & \frac{1}{sz} & \frac{1}{sz(sz+1)} \\
0 & 0 & \frac{1}{s(sz+1)}
\end{bmatrix}
\]

This can be rewritten:

\[
\frac{1}{sz(sz+1)} \begin{bmatrix}
s & 0 & 1 \\
0 & sz+1 & 1 \\
0 & 0 & z
\end{bmatrix}
\]

The new numerator matrix was directly transformed into its correct Smith form over \(R[s,z]\).

This produces the correct Smith-McMillan form:

\[
\begin{bmatrix}
\frac{1}{sz(sz+1)} & 0 & 0 \\
0 & \frac{1}{s(sz+1)} & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
3.1 Introduction

As it was not possible to bring the algebraic work of section 2.2, for the equivalence of a matrix with its Smith form over \( \mathbb{R}[s,z] \), to full completion it was decided to attempt an alternative equivalence transformation, that of extended equivalence. This is an equivalence of the form discussed by Pugh and Shelton (1978) based on the work of Fuhrmann (1977). The background to this concept is given in section 3.2. The concept is then applied to a 2x2 matrix over \( \mathbb{R}[s,z] \) to investigate if there are any advantages over the usual equivalence transformation.
3.2 Background to the concept of extended equivalence of matrices over $R[s]$

In this section the results of Pugh and Shelton will be summarized.

**Definition 2.1**

Two polynomial matrices $P_1(s), P_2(s)$ are said to be extended equivalent if there exist matrices $M(s), N(s)$ such that

\[
M(s) P_1(s) = P_2(s) N(s)
\]  \hspace{1cm} (2.1)  

and

\[
M(s), P_2(s) \text{ are relatively left prime} \hspace{1cm} (2.2)  
\]

\[
P_1(s), N(s) \text{ are relatively right prime} \hspace{1cm} (2.3)  
\]

For this equivalence $P_1(s)$ and $P_2(s)$ need not be of the same size.

An important result of extended equivalence is:

**Lemma 2.1 (Pugh and Shelton 1978)**

The matrices

\[
\begin{bmatrix}
T(s) & U(s) \\
\hline
-V(s) & W(s)
\end{bmatrix}
\]  \hspace{1cm} (2.4)
and

\[
\begin{bmatrix}
I_{r_1-r} & 0 & 0 \\
0 & T(s) & U(s) \\
0 & -V(s) & W(s)
\end{bmatrix}
\]  

(2.5)

are extended equivalent. That is, trivial expansion (or deflation) is an operation of extended equivalence.

The final result to complete the background is:

**Lemma 2.2**

If two matrices of the same size are equivalent, then they are extended equivalent.
3.3 Implementation of extended equivalence for a 2x2 two variable polynomial matrix

Consider the 2x2 two variable polynomial matrix

\[ A(s,z) = \begin{bmatrix} x & y \\ u & w \end{bmatrix} \]  \hspace{1cm} (3.1)

where \( x = x(s,z) \in \mathbb{R}[s,z] \) etc., which has Smith form

\[ S(s,z) = \begin{bmatrix} 1 & 0 \\ 0 & p(s,z) \end{bmatrix} \]  \hspace{1cm} (3.2)

where \( p(s,z) = \det(A(s,z)) = xw - uy \).

It is now possible to illustrate lemma 2.2 for a 2x2 matrix. Assume that the matrix \( A(s,z) \) is equivalent to \( S(s,z) \) over \( \mathbb{R}[s,z] \), that is there exist unimodular matrices \( M(s,z) \), \( N(s,z) \) over \( \mathbb{R}[s,z] \) such that

\[ M(s,z) A(s,z) N(s,z) = S(s,z) \]  \hspace{1cm} (3.3)

or

\[ M(s,z) A(s,z) = S(s,z) N_1(s,z) \]  \hspace{1cm} (3.4)

where \( N_1(s,z) = N^{-1}(s,z) \).

(3.4) can be written in full as
\[
\begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix}
\begin{bmatrix}
  x & y \\
  u & w
\end{bmatrix}
= 
\begin{bmatrix}
  1 & 0 \\
  0 & xw-uy
\end{bmatrix}
\begin{bmatrix}
  e & f \\
  g & h
\end{bmatrix}
\]  
(3.5)

where

\[
\begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix}, \begin{bmatrix}
  e & f \\
  g & h
\end{bmatrix}
\]

are unimodular over \( \mathbb{R}[s,z] \), that is

\[
ad - bc = k_1 \in \mathbb{R} \neq 0
\]  
(3.6)

\[
eh - fg = k_2 \in \mathbb{R} \neq 0
\]  
(3.7)

Consider now the last row of (3.5),

\[
\begin{bmatrix}
  c & d \\
  u & w
\end{bmatrix}
\begin{bmatrix}
  x & y \\
  g & h
\end{bmatrix}
= (xw - uy) \begin{bmatrix}
  g & h
\end{bmatrix}
\]  
(3.8)

which demonstrates extended equivalence. It is now required to prove that:

(i) \( \begin{bmatrix}
  c & d \\
  u & w
\end{bmatrix} \), \( (xw - uy) \) are relatively left prime  
(3.9)

(ii) \( \begin{bmatrix}
  x & y \\
  u & w
\end{bmatrix} \), \( \begin{bmatrix}
  g & h
\end{bmatrix} \) are relatively right prime  
(3.10)
Now \([ c \quad d ], (xw - uy)\) are relatively left prime if

\[(xw - uy)q_1 + \begin{bmatrix} c & d \end{bmatrix} \begin{bmatrix} q_{21} \\ q_{22} \end{bmatrix} = 1 \quad (3.11)\]

for some \(q_1, q_{21}, q_{22} \in \mathbb{R}[s,z]\), that is

\[cq_{21} + dq_{22} + (xw-uy)q_1 = 1 \quad (3.12)\]

which is the condition that the polynomials \(c, d, (xw-uy)\) have no common zeros. But from (3.6) \(c\) and \(d\) have no common zeros, so (3.12) is satisfied. Therefore \([ c \quad d ]\) and \((xw-uy)\) are relatively left prime.

Now

\[
\begin{bmatrix} x & y \\ u & w \end{bmatrix}, \begin{bmatrix} g & h \end{bmatrix}
\]

are relatively right prime if

\[
\begin{bmatrix} q_{31} & q_{32} \\ q_{33} & q_{34} \end{bmatrix} \begin{bmatrix} x & y \\ u & w \end{bmatrix} + \begin{bmatrix} q_{41} \\ q_{42} \end{bmatrix} \begin{bmatrix} g & h \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad (3.13)
\]
for some \( q_{31}, q_{32}, q_{33}, q_{34}, q_{41}, q_{42} \in \mathbb{R}[s,z] \), that is

\[
\begin{align*}
q_{31}x + q_{32}u + q_{41}g &= 1 \quad \text{(3.14)} \\
q_{31}y + q_{32}w + q_{41}h &= 0 \quad \text{(3.15)} \\
q_{33}x + q_{34}u + q_{42}g &= 0 \quad \text{(3.16)} \\
q_{33}y + q_{34}w + q_{42}h &= 1. \quad \text{(3.17)}
\end{align*}
\]

But as \(
\begin{bmatrix} x & y \\ u & w \end{bmatrix}
\) is equivalent to \(
\begin{bmatrix} 1 & 0 \\ 0 & xw-uy \end{bmatrix}
\), from (3.5) we have

\[
\begin{align*}
ax + bu - e &= 0 \quad \text{(3.18)} \\
ay + bw - f &= 0 \quad \text{(3.19)} \\
cx + du - g(xw-uy) &= 0 \quad \text{(3.20)} \\
cy + dw - h(xw-uy) &= 0. \quad \text{(3.21)}
\end{align*}
\]

Choose \( q_{31} = \frac{ah}{k_2} \)
\( q_{32} = \frac{bh}{k_2} \)
\( q_{41} = \frac{-f}{k_2} \)

then (3.14) is satisfied from (3.18) and (3.7), and (3.15) is satisfied from (3.19).

Choose \( q_{33} = \frac{-ag}{k_2} \)
\( q_{34} = \frac{-bg}{k_2} \)
\( q_{42} = \frac{e}{k_2} \)

then (3.17) is satisfied from (3.19) and (3.7), and (3.16)
is satisfied from (3.18).

Therefore \[
\begin{bmatrix}
x & y \\
u & w
\end{bmatrix}
\] and \[
\begin{bmatrix}
g & h
\end{bmatrix}
\] are relatively right prime, and so extended equivalence is a necessary condition for unimodular equivalence.

Consider now the proposition that the matrix

\[
\begin{bmatrix}
x & y \\
u & w
\end{bmatrix}
\]

(3.22)
is extended equivalent to its Smith form,

\[
\begin{bmatrix}
1 & 0 \\
0 & xw-uy
\end{bmatrix}
\]

(3.23)

But, by trivial deflation the Smith form (3.23) is extended equivalent to the polynomial \(xw - uy\).

Therefore we have

\[
\begin{bmatrix}
a & b \end{bmatrix}
\begin{bmatrix}
x & y \\
u & w
\end{bmatrix} = (xw - uy) \begin{bmatrix}
e & f \\
u & w
\end{bmatrix}
\]

(3.24)
with the conditions of relative primeness,

(i) \([a \ b]\) and \((xw-uy)\) are relatively left prime. \(3.25\)  

(ii) \(\begin{bmatrix} x & y \\ u & w \end{bmatrix}\) and \([e \ f]\) are relatively right prime. \(3.26\)

Now, expanding \(3.24\) gives

\[
ax + bu = e(xw - uy) \quad (3.27) \\
ay + bw = f(xw - uy) \quad (3.28)
\]

\((3.27)\) multiplied by \(y\), minus \((3.28)\) multiplied by \(x\) gives

\[
b(uy - wx) = (xw-uy)(ey - fx)
\]

which implies

\[
b = fx - ey \quad (3.29) \\
a = ew - fu \quad (3.30)
\]

To satisfy \(3.25\), that is \([a \ b]\) and \((xw - uy)\) are relatively left prime we require,

\[
(xw - uy)q_1 + \begin{bmatrix} a & b \\ q_21 & q_22 \end{bmatrix} = 1 \quad (3.31)
\]
for some $q_1, q_{21}, q_{22} \in R[s, z]$. This may be written

$$(xw - uy)q_1 + aq_{21} + bq_{22} = 1$$

which, from (3.29) and (3.30) gives

$$(xw-uy)q_1 + (ew-fu)q_{21} + (fx-ey)q_{22} = 1 \quad (3.32)$$

that is, $(xw-uy)$, $(ew-fu)$, and $(fx-ey)$ must have no common zeros.

To satisfy (3.26), we require

$$
\begin{bmatrix}
q_{31} & q_{32} \\
q_{33} & q_{34}
\end{bmatrix}
\begin{bmatrix}
x \\
u
\end{bmatrix}
+
\begin{bmatrix}
q_{41} \\
q_{42}
\end{bmatrix}
\begin{bmatrix}
e \\
f
\end{bmatrix}
= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad (3.33)
$$

for some $q_{31}, q_{32}, q_{33}, q_{34}, q_{41}, q_{42} \in R[s, z]$. This may be written as the set of equations

$$
\begin{align*}
q_{31}x + q_{32}u + q_{41}e &= 1 \quad (3.34) \\
q_{31}y + q_{32}w + q_{41}f &= 0 \quad (3.35) \\
q_{33}x + q_{34}u + q_{42}e &= 0 \quad (3.36) \\
q_{33}y + q_{34}w + q_{42}f &= 1 \quad (3.37)
\end{align*}
$$

Then by choosing
\[ q_{31} = (q_{1w} + q_{22f}) \]
\[ q_{32} = -(q_{1y} + q_{21f}) \]
\[ q_{33} = -(q_{1u} + q_{22e}) \]
\[ q_{34} = (q_{1x} + q_{21e}) \]
\[ q_{41} = (q_{21w} - q_{22y}) \]
\[ q_{42} = (q_{22x} - q_{21u}) \]

(3.34) and (3.37) will be satisfied from (3.32), and (3.35) and (3.36) will be satisfied by cancellation.

Therefore the relative right primeness condition (3.26) is satisfied by the relative left primeness condition (3.25). So all that is required to be proved is that equation (3.32) holds for some \( q_1, q_{21}, q_{22} \in R[s,z] \).

The problem reduces to finding polynomials \( e, f \) in \( R[s,z] \) such that the polynomials 
\[(xw-uy), (ew-fu), (fx-ey)\]
have no common zeros. Then \( a \) and \( b \) are such that 
\[ a = ew-fu, \ b = fx-ey \]
and (3.24), (3.25), and (3.26) are all satisfied.

We note that this condition seems to be weaker than that of section 2.2 which requires that the polynomials 
\[(fx-ey), (ew-fu)\]
have no common zeros. Obviously if \( fx-ey \) and \( ew-fu \) have no common zeros then \( fx-ey), (ew-fu), \) and \( xw-uy \) have no
common zeros.

It is now worth investigating the existence of the common zeros of

\((xw-uy), (ew-fu), (fx-ey)\).

Immediately it can be seen that it is necessary that \(x, y, u, w\) have no common zeros, that is the matrix

\[
\begin{bmatrix}
  x & y \\
  u & w
\end{bmatrix}
\]

has no zeros.

Now consider the set of points \(\{(s_1, z_1)\}\) the zeros of \((xw-uy)\), that is

\[x_1w_1 - u_1y_1 = 0\]  \hspace{1cm} (3.38)

where \(x_1 = x(s_1, z_1)\) etc.

Firstly consider the case when \(x_1 = 0\). It is now required that either \(e_1y_1 \neq 0\) or \(e_1w_1 - f_1u_1 \neq 0\) for the polynomials \((xw-uy), (ew-fu), (fx-ey)\) to have no common zeros. From (3.38) either \(u_1 = 0\) or \(y_1 = 0\) or both.
consider $x_1=0, y_1=0$

We require

\[ e_1w_1 - f_1u_1 \neq 0 \quad (3.39) \]

Now if $u_1 = 0$, then (3.39) implies $e_1 \neq 0$. If $w_1 = 0$ then (3.39) implies $f_1 \neq 0$.

consider $x_1=0, u_1=0$

We require

either $e_1y_1 \neq 0$, or $e_1w_1 \neq 0 \quad (3.40)$

This immediately implies that $e_1 \neq 0$.

Combining these will give the following result:

Lemma 3.1

Necessary conditions for the polynomials

\[(xw-uy), (ew-fu), (fx-ey)\]

to have no common zeros are

(i) The polynomials $e, x, u$ have no common zeros.

(ii) The polynomials $f, x, y, w$ have no common zeros.
Now consider the case when $x_1 \neq 0$.

Consider $x_1 \neq 0, \, w_1 = 0$

We require

$$\text{either } f_1 u_1 \neq 0, \text{ or } f_1 x_1 - e_1 y_1 \neq 0 \quad (3.41)$$

Consider $x_1 \neq 0, \, w_1 = 0, \, u_1 = 0$

In this case it is required that

$$f_1 x_1 - e_1 y_1 \neq 0. \quad (3.42)$$

If $y_1 = 0$, then (3.42) implies that $f_1 \neq 0$. If $y_1 \neq 0$ then (3.42) implies that $f_1 x_1 \neq e_1 y_1$.

Consider $x_1 \neq 0, \, w_1 = 0, \, y_1 = 0$

Here it is required that

$$\text{either } f_1 u_1 \neq 0, \text{ or } f_1 x_1 \neq 0 \quad (3.43)$$

which immediately implies that $f_1 \neq 0$. 
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consider $x_1 \neq 0, w_1 \neq 0$

From (3.38) this immediately implies $u_1 \neq 0, y_1 \neq 0$.

Now consider

$$f_1x_1 - e_1y_1$$

Multiplying by $u_1$ gives

$$u_1f_1x_1 - u_1e_1y_1 = u_1f_1x_1 - e_1x_1w_1 \text{ from (3.38)}
= x_1(f_1u_1 - e_1w_1)$$

which implies that if $f_1x_1 - e_1y_1 = 0$ then $f_1u_1 - e_1w_1 = 0$.

Combining all these results gives:

**Theorem 3.1**

Necessary and sufficient conditions for the polynomials

$$(xw-uy), (ew-fu), (fx-ey)$$

to have no common zeros are:

(i) The polynomials $e, x, u$ have no common zeros.

(ii) The polynomials $f, y, w$ have no common zeros.

(iii) The polynomials $(fx-ey), (xw-uy)$ have no common zeros which are not zeros of $x, y, u, or w.$
It is now seen that these conditions are exactly the same as those of theorem 2.1.2 of chapter 2, and unfortunately no stronger results have been obtained by considering this alternative approach.
4.1 Introduction

The previous chapters have considered two dimensional system matrices of the form

\[
\begin{bmatrix}
T(s,z) & U(s,z) \\
-V(s,z) & W(s,z)
\end{bmatrix}
\]  

However this chapter will consider a special form of two dimensional system matrices, the Roesser matrix,

\[
\begin{bmatrix}
sI_n - a_1 & -a_2 & b_1 \\
-a_3 & zI_p - a_4 & b_2 \\
-c_1 & -c_2 & d
\end{bmatrix}
\]  

where \( a_1, a_2, a_3, a_4, b_1, b_2, c_1, c_2, \) and \( d \) are respectively \( nxn, nxp, pxn, pxp, nxl, pxl, mxn, mxp, \) and \( mxl \) matrices over \( R \). These matrices are particular forms of a state-space system matrix. Such matrices arise naturally in the study of two dimensional systems (see, for example, Kung et al 1977) particularly from the approach suggested for such systems by Givone and Roesser (1973) or Fornasini
Roesser's model, which seems to be the most general two dimensional state-space model, can arise from considering two dimensional filters or image processing. Here

\[
x(i,j) = \begin{bmatrix} x^h(i,j) \\ x^v(i,j) \end{bmatrix}
\]

(1.3)

where \( x \) is the local state, \( x^h \), an \( n \)-vector, is the horizontal state, \( x^v \), a \( p \)-vector, is the vertical state and

\[
\begin{bmatrix} x^h(i+1,j) \\ x^v(i,j+1) \end{bmatrix} = \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} \begin{bmatrix} x^h(i,j) \\ x^v(i,j) \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} u(i,j)
\]

(1.4)

\[
y(i,j) = \begin{bmatrix} C_1 & C_2 \end{bmatrix} \begin{bmatrix} x^h(i,j) \\ x^v(i,j) \end{bmatrix} + Du(i,j)
\]

(1.5)

for \( i, j \geq 0 \), is the discrete time model of the system. By taking \((z,w)\) transforms a matrix of the form (1.2) will be produced.

Matrices of the form (1.2) may also arise directly from delay-differential systems (see, for example, Zakian and Williams 1973, or Frost 1979).

This chapter builds up results for equivalence of a
Roesser matrix to its Smith form over $\mathbb{R}[s,z]$. To accomplish this the 2x2 and 3x3 Roesser matrices and other related matrices will be studied. Then by using mathematical induction on the indices $l$, $m$, $n$, and $p$ the results will be extended to the $(n+p+m) \times (n+p+1)$ Roesser matrix (1.2).
4.2 The 2x2 and 3x3 Roesser matrices

- Equivalence over R[s,z]

Lemma 2.1
The 2x2 matrix

\[
P(s,z) = \begin{bmatrix}
s-a_1 & -a_2 \\
-a_3 & z-a_4
\end{bmatrix}
\]

is equivalent to its Smith form over R[s,z] if and only if it has no zeros.

proof
If \( P(s,z) \) has no zeros, then at least one of \( a_2, a_3 \) must be non zero, say \( a_2 \). Then using \( a_2 \) as a pivot, simple row and column operations will transform \( P(s,z) \) into its Smith form

\[
\begin{bmatrix}
1 & 0 \\
0 & (s-a_1)(z-a_4) - a_2a_3
\end{bmatrix}
\]
Lemma 2.2

The 2x2 matrix

\[ P(s,z) = \begin{bmatrix} s-a_1 & z-a_2 \\ -a_3 & -a_4 \end{bmatrix} \]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

**proof**

Similar to that for lemma 2.1.

Lemma 2.3

The 2x3 matrix

\[ P(s,z) = \begin{bmatrix} s-a_1 & z-a_2 & b_1 \\ -a_3 & -a_4 & b_2 \end{bmatrix} \]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

**proof**

Similar to that for lemma 2.1.
Lemma 2.4

The 3x3 matrix

\[
P(s,z) = \begin{bmatrix}
s-a_1 & -a_2 & b_1 \\
-a_3 & z-a_4 & b_2 \\
-c_1 & -c_2 & d
\end{bmatrix}
\]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

proof

Assume \( P(s,z) \) has no zeros.
Consider \( d \neq 0 \). Then using \( d \) as a pivot,

\[
P(s,z) \sim \begin{bmatrix}
1 & 0 & 0 \\
0 & z-a_4' & -a_3' \\
0 & -a_2' & s-a_1'
\end{bmatrix}
\] (2.1)

Therefore, by lemma 2.1, \( P(s,z) \) is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

Now consider \( d = 0, b_1 \neq 0 \). Then using \( b_1 \) as a pivot,

\[
P(s,z) \sim \begin{bmatrix}
1 & 0 & 0 \\
0 & s-a_1' & z-a_4' \\
0 & -c_1' & -c_2'
\end{bmatrix}
\] (2.2)
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Therefore, by lemma 2.2, \( P(s,z) \) is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

Now consider \( d = 0, b_1 = 0, b_2 \neq 0 \), and so on, giving the same result. Finally if \( d, b_1, b_2, c_1, c_2 \) are all zero then,

\[
P(s,z) = \begin{bmatrix}
  s-a_1 & -a_2 & 0 \\
  -a_3 & z-a_4 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\]

and immediately, by lemma 2.1, \( P(s,z) \) is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

This has shown that the general 3x3 Roesser matrix is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros. This result will be the initial condition used for the method of mathematical induction in the next section.
4.3 The general \((n+p+m)\times(n+p+l)\) Roesser matrix

Consider the \((n+p+m)\times(n+p+l)\) matrix

\[
P(s,z) = \begin{bmatrix}
  sI_n - a_1 & -a_2 & b_1 \\
  -a_3 & zI_p - a_4 & b_2 \\
  -c_1 & -c_2 & d
\end{bmatrix}
\]  

Lemma 2.4 proves that for \(n = p = m = l = 1\) the matrix \(P(s,z)\) is equivalent to its Smith form over \(\mathbb{R}[s,z]\) if and only if it has no zeros. Therefore it would seem reasonable to extend this result to that for general \(n, p, m, l\) by the use of mathematical induction, in turn, on the indices \(m, l, n,\) and \(p.\)

To achieve this it will be necessary firstly to prove certain intermediate results required in the main induction.

**Lemma 3.1**

The matrix

\[
R(s,z) = [ P(s,z) \quad 0 ]
\]

is equivalent to its Smith form \(S_R(s,z)\) over \(\mathbb{R}[s,z]\) if and only if the matrix \(P(s,z)\) is equivalent to its Smith form \(S_P(s,z)\) over \(\mathbb{R}[s,z]\).
Lemma 3.2

For all positive integers m, the (m+1)x3 matrix

\[ P(s,z) = \begin{bmatrix} s-a_1 & z-a_2 & b_1 \\ -a_3 & -a_4 & b_2 \end{bmatrix} \]

is equivalent to its Smith form over \( R[s,z] \) if and only if it has no zeros.

**Proof:** by induction on m.

By lemma 2.3 the result is true for \( m = 1 \).

Now assume that the result is true for \( m = k \), that is any matrix

\[ P(s,z) = \begin{bmatrix} s-a_1 & z-a_2 & b_1 \\ -a_3 & -a_4 & b_2 \end{bmatrix} \]

which has no zeros, is equivalent to its Smith form over \( R[s,z] \).

Now consider the matrix

\[ R(s,z) = \begin{bmatrix} s-a_1 & z-a_2 & b_1 \\ -a_3 & -a_4 & b_2 \\ r_1 & r_2 & r_3 \end{bmatrix} \]
where \( r_1, r_2, r_3 \in R \) and \( R(s, z) \) has no zeros.

Trivially adding a row of zeros will maintain equivalence over \( R[s, z] \), therefore assume that not all the \( r_i \) are zero.

If \( r_3 \neq 0 \), then using \( r_3 \) as a pivot

\[
R(s, z) \sim \begin{bmatrix}
1 & 0 & 0 \\
0 & s-a_1' & z-a_2' \\
0 & -a_3' & -a_4'
\end{bmatrix}
\]  

which, by (3.3) (with \( b_1 = b_2 = 0 \)) and lemma 3.1, is equivalent to its Smith form over \( R[s, z] \) as \( R(s, z) \) has no zeros.

Now if \( r_3 = 0, r_1 \neq 0 \), then using \( r_1 \) as a pivot

\[
R(s, z) \sim \begin{bmatrix}
1 & 0 & 0 \\
0 & -a_4' & b_2 \\
0 & g_1 s + z - a_2' & b_1
\end{bmatrix}
\]  

If \( \begin{bmatrix} -a_4 & b_2 \end{bmatrix} \) has rank zero, then it can be reduced by row and column operations to \( \begin{bmatrix} 0 & 0 \end{bmatrix} \) leaving the two polynomials on the bottom row

\[ g_1's+h_1z+a_2'' , g_2s+h_2z+b_1' \]  

which, as \( R(s, z) \) has no zeros, must have no common zeros and
so $R(s,z)$ can be further reduced to its Smith form.

If $\begin{bmatrix} -a_4 & b_2 \end{bmatrix}$ has rank 1 or 2 the reduction will leave 1 or 2 constants on the diagonal which can be used to further reduce $R(s,z)$ to its Smith form.

Now if $r_3 = 0$, $r_1 = 0$, $r_2 \neq 0$, then using $r_2$ as pivot

$$R(s,z) \sim \begin{bmatrix} 1 & 0 & 0 \\ 0 & s-a_1 & b_1 \\ 0 & -a_3 & b_2 \end{bmatrix}$$

(3.7)

which is equivalent to its Smith form over $\mathbb{R}[s,z]$, as it is a single variable polynomial matrix.

Therefore $R(s,z)$ is equivalent to its Smith form over $\mathbb{R}[s,z]$, and so the result is true for $m = k+1$.

Therefore, by mathematical induction on $m$, the result is true for all positive integer $m$.

**Lemma 3.3**

For all positive integers $m$ and $l$, the $(m+1)\times(l+2)$ matrix

$$P(s,z) = \begin{bmatrix} 1 & 1 & 1 \\ s-a_1 & z-a_2 & b_1 \\ -a_3 & -a_4 & b_2 \end{bmatrix} \begin{bmatrix} 1 \\ \\ m \end{bmatrix}$$
is equivalent to its Smith form over $\mathbb{R}[s,z]$ if and only if it has no zeros.

**proof:** by induction on 1.

By lemma 3.2 the result is true for $l = 1$.

Now assume that the result is true for $l = k$, that is for all integer $m$ the matrix

$$
P(s,z) = \begin{bmatrix}
1 & l & k \\
- \cdots & -a_1 & z-a_2 & \vdots & b_1 \\
- \cdots & -a_3 & -a_4 & \vdots & b_2 \\
\end{bmatrix} \begin{bmatrix}
l \\
m
\end{bmatrix}
$$

which has no zeros, is equivalent to its Smith form over $\mathbb{R}[s,z]$.

Now consider the matrix

$$
R(s,z) = \begin{bmatrix}
1 & l & l & 1 \\
- \cdots & -a_1 & z-a_2 & \vdots & b_1 & r_1 \\
- \cdots & -a_3 & -a_4 & \vdots & b_2 & r_2 \\
\end{bmatrix} \begin{bmatrix}
l \\
m
\end{bmatrix}
$$

where $r_1 \in \mathbb{R}$, $r_2 \in \mathbb{R}^m$, and $R(s,z)$ has no zeros. Trivially a column of zeros can be added and equivalence will be maintained, therefore assume that at least one of the $r_1$ is non zero.

If $r_2 \neq 0$, that is at least one element of $r_2$ is non...
zero, then using this as a pivot,

\[
R(s,z) \sim \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & s-a_1' & z-a_2' & b_1' \\
0 & -a_3' & -a_4' & b_2'
\end{bmatrix}
\]  \hspace{1cm} (3.10)

which, by (3.8), is equivalent to its Smith form over \( R[s,z] \).

Now if \( r_2 = 0, r_1 \neq 0 \), then by using \( r_1 \) as a pivot,

\[
R(s,z) \sim \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & -a_3' & -a_4' & b_2'
\end{bmatrix}
\]  \hspace{1cm} (3.11)

which is a constant matrix and so can be further reduced to an identity block matrix, the Smith form of \( R(s,z) \) over \( R[s,z] \).

Therefore \( R(s,z) \) is equivalent to its Smith form over \( R[s,z] \), and so the result is true for \( l = k+1 \).

Therefore, by mathematical induction on \( l \), the result is true for all positive integers \( m \) and \( l \).
Lemma 3.4

For all positive integers \( m \) and \( 1 \), the \((m+2)\times(1+1)\) matrix

\[
P(s,z) = \begin{bmatrix}
1 & 1 \\
\frac{s-a_1}{z-a_3} & \frac{1}{z-a_4} \\
\frac{1}{s-a_3} & \frac{1}{z-a_4} \\
-c_1 & -c_2
\end{bmatrix}
\]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

proof

By considering the transpose of the matrix in lemma 3.3.

After proving these intermediate results it is now possible to apply the method of mathematical induction on the general Roesser matrix (3.1).
Lemma 3.5

For all positive integers $m$, the $(m+2)\times 3$ matrix

$$P(s,z) = \begin{bmatrix}
s-a_1 & -a_2 & b_1 \\
-a_3 & z-a_4 & b_2 \\
-c_1 & -c_2 & d
\end{bmatrix}$$

is equivalent to its Smith form over $\mathbb{R}[s,z]$ if and only if it has no zeros.

proof: by induction on $m$.

By lemma 2.4, the result is true for $m = 1$.

Assume that the result is true for $m = k$, that is any matrix

$$P(s,z) = \begin{bmatrix}
s-a_1 & -a_2 & b_1 \\
-a_3 & z-a_4 & b_2 \\
-c_1 & -c_2 & d
\end{bmatrix}$$

which has no zeros is equivalent to its Smith form over $\mathbb{R}[s,z]$.

Now consider the matrix
\[ R(s,z) = \begin{bmatrix} s-a_1 & -a_2 & b_1 & 1 \\ -a_3 & z-a_4 & b_2 & 1 \\ -c_1 & -c_2 & d & k \\ r_1 & r_2 & r_3 & 1 \end{bmatrix} \quad (3.12) \]

where \( r_1, r_2, r_3 \in \mathbb{R} \) and \( R(s,z) \) has no zeros.

Trivially adding a row of zeros will maintain equivalence, therefore assume that not all of the \( r_i \) are zero.

If \( r_3 \neq 0 \), then using \( r_3 \) as a pivot

\[
R(s,z) \sim \begin{bmatrix} 1 & 0 & 0 \\ 0 & s-a_1' & -a_2' \\ 0 & -a_3' & z-a_4' \\ 0 & -c_1' & -c_2' \end{bmatrix} \quad (3.13)
\]

which, from (3.12) and lemma 3.1, is equivalent to its Smith form over \( \mathbb{R}[s,z] \).

Now if \( r_3 = 0, r_2 \neq 0 \), then using \( r_2 \) as pivot

\[
R(s,z) \sim \begin{bmatrix} 1 & 0 & 0 \\ 0 & s-a_1' & b_1 \\ 0 & z-a_2' & b_2 \\ 0 & -c_1' & d \end{bmatrix} \quad (3.14)
\]
which, from lemma 3.4, is equivalent to its Smith form over \( R[s,z] \).

Finally if \( r_3 = 0, r_2 = 0, r_1 \neq 0 \), then using \( r_1 \) as pivot

\[
R(s,z) \sim \begin{bmatrix}
1 & 0 & 0 \\
0 & z-a_4 & b_2 \\
0 & -a_2 & b_1 \\
0 & -c_2 & d
\end{bmatrix}
\]  

(3.15)

which is equivalent to its Smith form over \( R[s,z] \) as it is a single variable polynomial matrix.

Therefore \( R(s,z) \) is equivalent to its Smith form over \( R[s,z] \) and so the result is true for \( m = k+1 \).

Therefore by mathematical induction on \( m \) the result is true for all positive integers \( m \).
Lemma 3.6

For all positive integers \( m \) and \( l \), the \((m+2)\times(l+2)\) matrix

\[
P(s,z) = \begin{bmatrix}
1 & 1 & 1 \\
\vdots & \vdots & \vdots \\
-\alpha_3 & -\alpha_4 & b_2 \\
- \lambda_1 & - \lambda_2 & d \\
\end{bmatrix}
\]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

proof: by induction on \( l \).

By lemma 3.5 the result is true for \( l = 1 \), and for all \( m \).

Assume that the result is true for \( l = k \), that is any matrix

\[
P(s,z) = \begin{bmatrix}
1 & 1 & k \\
\vdots & \vdots & \vdots \\
-\alpha_3 & -\alpha_4 & b_2 \\
- \lambda_1 & - \lambda_2 & d \\
\end{bmatrix}
\] (3.16)

which has no zeros is equivalent to its Smith form over \( \mathbb{R}[s,z] \) for all integer \( m \).
Consider the matrix

\[
R(s,z) = \begin{bmatrix}
1 & 1 & k & 1 \\
\vdots & \vdots & \vdots & \vdots \\
-1 & -1 & -1 & -1 \\
\end{bmatrix}
\begin{bmatrix}
s-a_1 & -a_2 & b_1 & r_1 \\
-3 & -a_3 & b_2 & r_2 \\
-c_1 & -c_2 & d & r_3 \\
\end{bmatrix}
\]

where \( r_1, r_2 \in R, r_3 \in R^m \) and \( R(s,z) \) has no zeros.

Trivially, adding a column of zeros will maintain equivalence, therefore assume that not all the \( r_i \) are zero.

If \( r_3 \neq 0 \), that is at least one element of \( r_3 \) is non zero, then using that element as pivot

\[
R(s,z) \sim \begin{bmatrix}
1 & 1 & 1 & k \\
1 & 0 & 0 & 0 \\
0 & s-a_1' & -a_2' & b_1' \\
0 & -a_3' & z-a_4' & b_2' \\
0 & -c_1' & -c_2' & d' \\
\end{bmatrix}
\begin{bmatrix}
l \\\nl \\\nl \\\nl \\
l \\\n\end{bmatrix}
\]

which, from (3.16), is equivalent to its Smith form over \( R[s,z] \), as (3.16) is true for all positive integers \( m \).

Now if \( r_3 = 0, r_1 \neq 0 \), then using \( r_1 \) as pivot
which, from lemma 3.3, is equivalent to its Smith form over \( R(s,z) \).

Finally if \( r_3 = 0, r_1 = 0, r_2 \neq 0 \), then using \( r_2 \) as pivot

\[
R(s,z) \sim \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & s-a_3' & z-a_4' & b_1' \\
0 & -c_1 & -c_2 & d
\end{bmatrix}
\]

which is equivalent to its Smith form over \( R(s,z) \) as it is a single variable polynomial matrix.

Therefore \( R(s,z) \) is equivalent to its Smith form over \( R(s,z) \) and so the result is true for \( 1 = k+1 \).

Therefore by mathematical induction on \( l \), the result is true for all positive integers \( m \) and \( l \).

Before continuing the induction process it is necessary to give a few general results. It is also worth noting that up to lemma 3.6 it has not been necessary to apply conditions on the Smith form of the Roesser matrix. But for
further progress some specialization is required.

Lemma 3.7

If the m x n matrix \( P(s,z) \) is equivalent to its Smith form, \( S_p(s,z) \), over \( R[s,z] \) where

\[
S_p(s,z) = \begin{bmatrix}
I_q & 0 \\
\vdots & \vdots \\
0 & 0
\end{bmatrix}
\]

or

\[
S_p(s,z) = \begin{bmatrix}
I_q & 0 \\
\vdots & \vdots \\
0 & \det(P(s,z))
\end{bmatrix}
\]

and if the matrix

\[
R(s,z) = \begin{bmatrix}
P(s,z) \\
r(s,z)
\end{bmatrix}
\]

where \( r(s,z) \) is a row vector and \( R(s,z) \) has Smith form, \( S_R(s,z) \),

\[
S_R(s,z) = \begin{bmatrix}
I_{q+1} & 0 \\
\vdots & \vdots \\
0 & 0
\end{bmatrix}
\]

or

\[
S_R(s,z) = \begin{bmatrix}
I_q & 0 \\
\vdots & \vdots \\
0 & \det(R(s,z))
\end{bmatrix}
\]

then \( R(s,z) \) is equivalent to \( S_R(s,z) \) over \( R[s,z] \) if it has no zeros.
proof

Consider the Smith forms $Sp(s,z)$ and $Sr(s,z)$ to be

$$Sp(s,z) = \begin{bmatrix} I_q & 0 \\ 0 & 0 \end{bmatrix} \quad (3.21)$$

$$Sr(s,z) = \begin{bmatrix} I_{q+1} & 0 \\ 0 & 0 \end{bmatrix} \quad (3.22)$$

Now as $P(s,z)$ is equivalent to $Sp(s,z)$ over $\mathbb{R}[s,z]$ then there exist unimodular matrices $M(s,z)$ and $N(s,z)$ over $\mathbb{R}[s,z]$ such that

$$M(s,z) P(s,z) N(s,z) = Sp(s,z) \quad (3.23)$$

Therefore

$$\begin{bmatrix} M(s,z) & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} R(s,z) & N(s,z) \end{bmatrix} = \begin{bmatrix} Sp(s,z) \\ r'(s,z) \end{bmatrix} \quad (3.24)$$

where $R(s,z)$ has no zeros. Now
\[
\begin{bmatrix}
S_p(s,z) \\
r'(s,z)
\end{bmatrix}
= \begin{bmatrix}
I_q & 0 \\
0 & 0 \\
r''(s,z) & r''(s,z)
\end{bmatrix}
\sim \begin{bmatrix}
I_q & 0 \\
0 & r''(s,z) \\
0 & 0
\end{bmatrix}
\tag{3.25}
\]

as this has no zeros, then the elements of \(r''(s,z)\) must have no common zeros, and so there exist polynomials
\[a_1(s,z), \ldots, a_{n-q}(s,z)\]
such that
\[a_1(s,z) r''_1(s,z) + \ldots + a_{n-q}(s,z) r''_{n-q}(s,z) = 1 \tag{3.26}\]

and thus further equivalence will transform \(R(s,z)\) into its Smith form \(S_R(s,z)\).

Similar arguments can be applied for the other cases, and so prove the lemma.

**Lemma 3.8**

If the \(m \times n\) matrix \(P(s,z)\) has Smith form \(S_p(s,z)\),
\[S_p(s,z) = \begin{bmatrix}
I_q & 0 \\
0 & 0
\end{bmatrix} \text{ or } \begin{bmatrix}
I_q & 0 \\
0 & \det(P(s,z))
\end{bmatrix}\]
and the \((m+1) \times n\) matrix \(R(s,z)\),

\[
R(s,z) = \begin{bmatrix}
P(s,z) \\
\hline
r(s,z)
\end{bmatrix}
\]

where \(r(s,z)\) is a row vector, and \(R(s,z)\) has Smith form \(S_R(s,z)\),

\[
S_R(s,z) = \begin{bmatrix}
I_{q+1} & 0 \\
\hline
0 & 0
\end{bmatrix}
\quad \text{or} \quad
\begin{bmatrix}
I_q & 0 \\
\hline
0 & \det(R(s,z))
\end{bmatrix}
\]

and if \(R(s,z)\) has no zeros, then \(P(s,z)\) has no zeros.

**proof:** by contradiction.

Assume

\[
S_p(s,z) = \begin{bmatrix}
I_q & 0 \\
\hline
0 & 0
\end{bmatrix}
\] \quad (3.26)

\[
S_R(s,z) = \begin{bmatrix}
I_{q+1} & 0 \\
\hline
0 & 0
\end{bmatrix}
\] \quad (3.27)

\(R(s,z)\) has no zeros and \(P(s,z)\) has an \(i\)th order zero \((i \leq q)\).

Consider the \((i+1)\)th order minors of \(R(s,z)\), they can be expressed as linear combinations of the \(i\)th order minors.
of $P(s,z)$, which are all simultaneously zero for some $(s,z)$. Therefore $R(s,z)$ has an $(i+l)$th order zero, as the $i$th order determinantal divisor is unity.

A similar argument can be applied for the other cases and so prove the lemma.

**Lemma 3.9**

For all positive integers $m$, $l$, and $n$ the $(n+m+l) \times (n+l+1)$ matrix

$$P(s,z) = \begin{bmatrix}
    n & 1 & 1 \\
    sI_n - a_1 & -a_2 & b_1 \\
    -a_3 & z-a_4 & b_2 \\
    -c_1 & -c_2 & d
\end{bmatrix}$$

which has Smith form $S_p(s,z)$

$$S_p(s,z) = \begin{bmatrix}
    I_q & 0 \\
    0 & 0
\end{bmatrix} \quad \text{or} \quad \begin{bmatrix}
    I_q & 0 \\
    0 & \det(P(s,z))
\end{bmatrix} \quad (3.28)$$

is equivalent to its Smith form over $R[s,z]$ if and only if it has no zeros.
proof: by induction on $n$.

By lemma 3.6 the result is true for $n = 1$.

Assume that the result is true for $n = k$, that is for all positive integers $m$ and $l$ the matrix

$$P(s,z) = \begin{bmatrix} k & 1 & 1 \\ sI_{k} - a_1 & -a_2 & b_1 \\ \vdots & \vdots & \vdots \\ -a_3 & z-a_4 & b_2 \\ -c_1 & -c_2 & d \end{bmatrix}^k \quad (3.29)$$

is equivalent to its Smith form over $\mathbb{R}[s,z]$ if and only if it has no zeros and has Smith form of the form (3.28).

Now consider the matrix

$$R(s,z) = \begin{bmatrix} k & 1 & 1 & 1 \\ sI_{k} - a_1 & -a_2 & b_1 & g_1 \\ \vdots & \vdots & \vdots & \vdots \\ -a_3 & z-a_4 & b_2 & g_2 \\ -c_1 & -c_2 & d & g_3 \\ r_1 & r_2 & r_3 & s-a_1 \end{bmatrix}^k \quad (3.30)$$

where $g_1, r_1 \in \mathbb{R}^k$, $g_2, r_2 \in \mathbb{R}$, $g_3 \in \mathbb{R}^m$ and $r_3 \in \mathbb{R}^l$ and $R(s,z)$ has no zeros, and has Smith form of the form (3.28).

As (3.29) holds for all $l$ it can be seen that $R(s,z)$ is of the form
\[ R(s,z) = \begin{bmatrix} p'(s,z) \\ \hline r(s,z) \end{bmatrix} \] (3.31)

and, from lemma 3.7, \( p'(s,z) \) has no zeros and so is equivalent to its Smith form, and so the result is true for \( n = k+l \).

Therefore, by mathematical induction on \( n \), the result is true for all positive integers \( m, l, \) and \( n \).

It is now possible to conclude this section with the following result for the general \((n+p+m)x(n+p+l)\) Roesser matrix with a particular Smith form.
Theorem 3.1

For all positive integers \( m, l, n, \) and \( p \) the \((n+p+m)x(n+p+l)\) matrix

\[
P(s,z) = \begin{bmatrix}
\text{\large sIn - a}_1 & \text{\large -a}_2 & \text{\large b}_1 \\
\text{\large -a}_3 & \text{\large zIp - a}_4 & \text{\large b}_2 \\
\text{\large -c}_1 & \text{\large -c}_2 & \text{\large d}
\end{bmatrix}
\]

which has Smith form \( Sp(s,z) \)

\[
Sp(s,z) = \begin{bmatrix}
\text{\large I}_q & \text{\large 0} \\
\text{\large 0} & \text{\large 0}
\end{bmatrix}
\]

is equivalent to its Smith form over \( \mathbb{R}[s,z] \) if and only if it has no zeros.

**proof:** by induction on \( p \).

Similar to that for lemma 3.9.
4.4 Results

A number of Roesser type matrices were used to test the algorithms. It was certainly found that although the initial Roesser matrices seem simple in format, and have low degrees of the elements, the required transforming matrices were far from trivial. In some cases the degree of the elements and the magnitude of the coefficients were large. This is due to the fact that after the first iteration of the transformation the matrix is no longer in simple form.
Example 4.1
Consider the 4x5 Roesser matrix

\[
\begin{bmatrix}
  s^-5 & 1 & 4 & 1 & 2 \\
  2 & s^-3 & 0 & 1 & 3 \\
  1 & 1 & z & 1 & 4 \\
  0 & 2 & 0 & z+5 & 1 \\
\end{bmatrix}
\]

It was not possible to directly find the Smith form over \( \mathbb{R}[s,z] \).

The Smith form over \( \mathbb{R}[z][s] \) was

\[
\begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & z^4-5.455z^3-85.64z^2-37.09z+663.3 & 0 \\
\end{bmatrix}
\]

The Smith form over \( \mathbb{R}[s][z] \) was

\[
\begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & s^4-22.47s^2+198.5s^2-786.1s+1136 & 0 \\
\end{bmatrix}
\]
This gives the correct Smith form over $\mathbb{R}[s,z]$:

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}
$$

Example 4.2

Consider the 6x5 Roesser matrix:

$$
\begin{bmatrix}
4 & 3 & 0 & 0 & 0 \\
7 & 3 & 7 & 4 & 8 \\
7 & 6 & 4 & 5 & 13 \\
1 & 2 & s+2 & 6 & 0 \\
2 & 1 & 8 & s-1 & 5 \\
1 & 5 & 3 & 11 & z+7
\end{bmatrix}
$$

It was not possible to directly find the Smith form over $\mathbb{R}[s,z]$.

The Smith form over $\mathbb{R}[z][s]$ was:
\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & z^2 - 52.93z + 657.7 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

The Smith form over \( R[s][z] \) was:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & s^2 + 0.9s - 46.1 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

This gives the correct Smith form over \( R[s,z] \):

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
Example 4.3

Consider the 3x3 Roesser matrix

\[
\begin{bmatrix}
  s-5 & 2 & 6 \\
  1 & z+2 & 2 \\
  0 & 5 & 1 \\
\end{bmatrix}
\]

It was possible to find the correct Smith form over \(\mathbb{R}[s,z]\),

\[
\begin{bmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & sz-8s-5z+68 \\
\end{bmatrix}
\]

The equivalence matrices over \(\mathbb{R}[s,z]\) were

\[
\begin{bmatrix}
  1 & 0 & 0 \\
  -2.5 & 0 & 1 \\
  0.03571z-0.2857 & 1 & -0.2143z-0.2857 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
  0 & 0 & 28 \\
  0.5 & 0.2143 & s-5 \\
  0 & -0.07143 & -5s+25 \\
\end{bmatrix}
\]
Example 4.4

Consider the 4x3 Roesser matrix

\[
\begin{bmatrix}
  s-5 & 2 & 6 \\
  1 & z+2 & 2 \\
  0 & 5 & 1 \\
  0 & 0 & 1
\end{bmatrix}
\]

It was possible to directly find the Smith form over \( R[s,z] \).

\[
\begin{bmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & 1 \\
  0 & 0 & 0
\end{bmatrix}
\]

The equivalence matrices over \( R[s,z] \) were

\[
\begin{bmatrix}
  1 & 0 & 0 & 0 & 0 \\
  -2.5 & 0 & 1 & 0 \\
  0 & 1 & -0.2z-0.4 & 0.2z-1.6 \\
  -0.1786 & 0.1786s-0.8929 & -0.3571sz-0.07143s & 0.03571sz+0.4286 \\
  & +0.1786z+0.4286 & -0.2857s \\
  & & -0.1786z \\
  & & +2.429
\end{bmatrix}
\]
The results show that although the initial Roesser matrices are simple in format, the transforming matrices may be more complicated than expected.

Also the restriction on the Smith form for Lemma 3.9 and theorem 3.1 does not seem to be too strict, as the examples show that a number of the Smith forms are of the form

\[
\begin{bmatrix}
I & 0 \\
\hline
0 & 0
\end{bmatrix}
\quad \text{or} \quad
\begin{bmatrix}
I & 0 \\
\hline \det( R(s,z) ) & 0
\end{bmatrix}
\]

where \( R(s,z) \) is the initial Roesser matrix.
5.1 Introduction

In the introduction it was shown that a linear constant differential system of the form

\[
\dot{x}(t) = A \, x(t) + B \, u(t) \quad (1.1)
\]

\[
y(t) = C \, x(t) + D \, u(t) \quad (1.2)
\]

may be represented by the state-space system matrix

\[
P(s) = \begin{bmatrix}
    sI - A & B \\
    -C & D
\end{bmatrix} \quad (1.3)
\]

and has transfer function matrix

\[
G(s) = C \, (sI - A)^{-1} \, B + D \quad (1.4)
\]

However, if it is the transfer function matrix which is known then a system matrix of the form (1.3) is said to be a state-space realization of the rational transfer function.
matrix $G(s)$.

The realization is said to be minimal if the matrix $A$ is of least dimension satisfying (1.4), and the dimension of $A$ is called the order of the realization.

It can be shown (see, for example, Barnett 1971) that a necessary and sufficient condition for minimality is that the realization is controllable and observable. This is of course a very desirable system property.

In achieving the minimal state-space realization there are at present two main methods. Firstly there is that of Rosenbrock (1967, 1970) which has been implemented by Munro and McLeod (1971). Then there is the method of Pace and Barnett (1974b) which is shown to be the more efficient of the two methods. Both these methods are discussed in the next section.

In section 5.3 the method of Pace and Barnett is extended to realize a transfer function matrix over $\mathbb{R}[s,z]$. The property of minimality of the realization is discussed. Also it is not always possible to obtain a state-space realization over $\mathbb{R}[s,z]$, and the reasons for this are discussed.

The algorithm which has been developed is then implemented and tested with various transfer function
matrices and the results analysed.
5.2 The realization of a one variable transfer function matrix

For one variable transfer function matrices it is always possible to find a minimal, controllable and observable state-space realization. However the two main methods find the minimal realizations in different ways, and indeed may produce different realizations as the minimal realization is not unique.

5.2.1 The method of Rosenbrock (see, for example, Munro and McLeod 1971)

Given an m x 1 transfer function matrix \( G(s) \) which is such that

\[
G(s) = G_p(s) + D(s)
\]  

(2.1.1)

where \( D(s) \) is a polynomial matrix and \( G_p(s) \) is proper.

Let \( d_i(s) \) be the monic least common denominator of the \( i \)th row of \( G_p(s) \) so that \( G_p(s) \) can be expressed in terms of its rows.

\[
G_p(s) = \begin{bmatrix}
\frac{h_{1j}(s)}{d_1(s)} \\
\vdots \\
\frac{h_{mj}(s)}{d_m(s)}
\end{bmatrix}
\]  

(2.1.2)
for \( j = 1, \ldots, l \).

The \( d_i(s) \) and \( h_{ij}(s) \) are

\[
d_i(s) = s^{ri} + a_{ri-1}^{ri} s^{ri-1} + \ldots + a_0^{ri} \quad (2.1.3)
\]
\[
h_{ij}(s) = h_{ij} s^{ri-1} + \ldots + h_{ij0} \quad (2.1.4)
\]

Then a system matrix in state-space form, giving rise to \( G(s) \) is

\[
P(s) = \begin{bmatrix}
    s^{r1} - A_1 & 0 & \ldots & 0 & B_1 \\
    0 & s^{r2} - A_2 & \ldots & 0 & B_2 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & s^{rm} - A_m & B_m \\
    -C_1 & -C_2 & \ldots & -C_m & D(s)
\end{bmatrix} \quad (2.1.5)
\]

in which the \( A_i \) are companion matrices

\[
A_i = \begin{bmatrix}
    0 & 0 & \ldots & 0 & -a_{i0} \\
    1 & 0 & \ldots & 0 & -a_{i1} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & 0 & -a_{iri-1}
\end{bmatrix} \quad (2.1.6)
\]
This system is observable, but may have input-decoupling zeros and therefore may not be controllable. So the next stage is to remove the input-decoupling zeros, if there are any, whilst preserving the transfer function matrix. This will leave a minimal realization of the transfer function matrix $G(s)$.

This method has been successfully implemented by Munro and McLeod but, as will be shown in the next section, it is not the most efficient method.
5.2.2 The method of Pace and Barnett (1974b)

The strategy of this method is to form an initial controllable (or observable) polynomial realization. Then the realization is made minimal, and finally expanded into state-space form.

Consider an m x n transfer function matrix G(s),

\[
G(s) = G_p(s) + W(s) \tag{2.2.1}
\]

where \( G_p(s) \) is proper and \( W(s) \) is a polynomial matrix. Now by expressing \( G_p(s) \) in terms of its least common denominators, then

\[
G(s) = V(s) T^{-1}(s) I_n + W(s)
\]

where the matrix \( T(s) \) is diagonal and consists of the least common denominators of the columns of \( G_p(s) \).

This gives the initial realization

\[
P(s) = \begin{bmatrix} T(s) & I_n \\ \hline -V(s) & W(s) \end{bmatrix} \tag{2.2.2}
\]

which is controllable as

\[
\begin{bmatrix} T(s) & I_n \end{bmatrix}
\]
has full rank for all $s$.

The next stage is to make the polynomial realization observable. If

$$T(s) = T_1(s) D(s)$$  \hspace{1cm} (2.2.3)
$$V(s) = V_1(s) D(s)$$

that is they have a greatest common right divisor $D(s)$ then

$$G(s) = V_1(s) T_1^{-1}(s) I_n + W(s)$$  \hspace{1cm} (2.2.4)

which implies that the system is observable since

$$\begin{bmatrix}
T_1(s) \\
\hline
-V_1(s)
\end{bmatrix}$$

has full rank for all $s$.

Therefore

$$P(s) = \begin{bmatrix}
T_1(s) & I_n \\
\hline
-V_1(s) & W(s)
\end{bmatrix}$$  \hspace{1cm} (2.2.5)

is a minimal polynomial realization of $G(s)$.

Finally by employing Rosenbrock's system matrix formulation (Rosenbrock 1970) as described in the previous
section, Pace and Barnett are able to reduce the polynomial minimal realization to a state-space minimal realization in a minimum of operations.

Pace and Barnett have given careful consideration to the form of the matrices $T(s)$, $V(s)$ after each operation, so that the method can be made as efficient as possible.

This method was successfully implemented by Pace and Barnett, and in comparison with the other realization algorithms, particularly that of Munro and McLeod (1971), was proved to be the most efficient.
5.3 The realization of a transfer function matrix over $\mathbb{R}[s,z]$

As the method of Pace and Barnett is the most efficient for the one variable realization problem, it was thought to be a good basis for the two variable realization problem. However, as has been shown in the previous chapters, the algebraic extension from $\mathbb{R}[s]$ to $\mathbb{R}[s,z]$ is not complete.

One of the main problems again is the difference between factors over $\mathbb{R}[s]$, and factors and zeros over $\mathbb{R}[s,z]$ (see, for example, Frost 1979). Rosenbrock (1970) gives a method for removing input (or output) decoupling zeros from a system matrix over $\mathbb{R}[s]$. Frost (1979) has shown that this method can be extended for the removal of input (or output) decoupling factors over $\mathbb{R}[s,z]$. Frost has also shown that it is not always possible to remove both input-decoupling and output-decoupling zeros. It is possible to remove all the input-decoupling zeros or all the output-decoupling zeros. But attempts to remove any further zeros may introduce different zeros of the opposite kind, that is trying to remove further input-decoupling zeros may introduce new output-decoupling zeros.

The implication of this is that the realization may not always be controllable and observable, however it will always be either controllable or observable. The concept of minimality will be preserved in the sense that when a
state-space realization is possible it can be made to be of least dimension.

It is not always possible to produce a state-space realization. If the least common denominator of all the elements of the transfer function matrix \( G(s,z) \) is a polynomial which is monic over \( \mathbb{R}[s,z] \) but not monic over \( \mathbb{R}(z)[s] \), then if we consider a system matrix

\[
P(s,z) = \begin{bmatrix}
  sI - A(z) & B(z) \\
  -C(z) & D(s,z)
\end{bmatrix} \tag{3.1}
\]

which has corresponding transfer function matrix

\[
G'(s,z) = C(z) \left( sI - A(z) \right)^{-1} B(z) + D(s,z) \tag{3.2}
\]

we note that \( \det(sI - A(z)) \) is a polynomial which is monic over \( \mathbb{R}(z)[s] \), and so the least common denominator is monic over \( \mathbb{R}(z)[s] \). Therefore it is not possible for \( G(s,z) \) to have a state-space realization.

Each of the parts of the realization algorithm of Pace and Barnett are now examined further. Given the transfer function matrix \( G(s,z) \), writing this as

\[
G(s,z) = V(s,z) T^{-1}(s,z) I_n + W(s,z) \tag{3.3}
\]
will yield the controllable polynomial realization of $G(s,z)$ over $\mathbb{R}[s,z]$

$$P(s,z) = \begin{bmatrix} T(s,z) & I_n \\ -V(s,z) & W(s,z) \end{bmatrix} \quad (3.4)$$

It is now necessary to find, and remove the greatest common right divisor of $T(s,z)$ and $V(s,z)$. To do this $T(s,z)$ and $V(s,z)$ are adjoined to form the matrix

$$A(s,z) = \begin{bmatrix} T(s,z) \\ V(s,z) \end{bmatrix} \quad (3.5)$$

Then $A(s,z)$ can be transformed by elementary row operations only to the matrix

$$\begin{bmatrix} D(s,z) \\ 0 \end{bmatrix} \quad (3.6)$$

where $D(s,z)$ is upper triangular and is the greatest common right divisor of $T(s,z)$ and $V(s,z)$. $D(s,z)$ can be made to be unique by further transformation such that

$$\deg( d_{ij}(s,z) ) < \deg( d_{ii}(s,z) ) \quad ; \quad j \prec i.$$
Thus

\[
M(s,z) \begin{bmatrix} T(s,z) \\ \hline V(s,z) \end{bmatrix} = \begin{bmatrix} D(s,z) \\ \hline 0 \end{bmatrix} \quad (3.7)
\]

or

\[
\begin{bmatrix} T(s,z) \\ \hline V(s,z) \end{bmatrix} = M^{-1}(s,z) \begin{bmatrix} D(s,z) \\ \hline 0 \end{bmatrix} \quad (3.8)
\]

which gives

\[
\begin{bmatrix} T(s,z) \\ \hline V(s,z) \end{bmatrix} = \begin{bmatrix} T_1(s,z) & X(s,z) \\ \hline V_1(s,z) & Y(s,z) \end{bmatrix} \begin{bmatrix} D(s,z) \\ \hline 0 \end{bmatrix} \quad (3.9)
\]

with the obvious partitions. Therefore by consideration of the inverse operations required to find \(D(s,z)\), the matrices \(T_1(s,z)\) and \(V_1(s,z)\) are found such that

\[
T(s,z) = T_1(s,z) D(s,z)
\]
\[
V(s,z) = V_1(s,z) D(s,z)
\]

that is, \(T_1(s,z)\) and \(V_1(s,z)\) are relatively right prime.

However this does not imply observability, as although \(T_1(s,z)\) and \(V_1(s,z)\) have no common right divisor, the matrix
may have zeros. That is the corresponding realization

\[
\begin{bmatrix}
T_1(s,z) & I_n \\
-V_1(s,z) & W(s,z)
\end{bmatrix}
\]

will have output-decoupling zeros, and as Frost has shown these may not be removable.

The greatest common divisor algorithm is very similar to the Smith form algorithm, and so has the same problems. The main problem is that it may not be possible to find the greatest common right divisor over \( \mathbb{R}[s,z] \) but only over \( \mathbb{R}(z)[s] \). However the transforming matrix may be renormalized in the following way. If

\[
A(s,z) = M(s,z) \begin{bmatrix}
D(s,z) \\
0
\end{bmatrix}
\]  

(3.11)

where \( M(s,z) \) is unimodular over \( \mathbb{R}(z)[s] \) and \( D(s,z) \) is upper triangular. By considering the least common denominator of the columns of \( M(s,z) \) we have
\[
A(s, z) = M(s, z) N(z) N^{-1}(z) \begin{bmatrix}
D(s, z) \\
\hline
0
\end{bmatrix}
\tag{3.12}
\]

and \( M_1(s, z) = M(s, z) N(z) \) is now a matrix over \( \mathbb{R}[s, z] \), not necessarily unimodular over \( \mathbb{R}[s, z] \). If the least common denominator of the \( i \)th column of \( M(s, z) \) is a factor of the \( i \)th row of \( D(s, z) \), then \( N^{-1}(z) D(s, z) \) is also a matrix over \( \mathbb{R}[s, z] \) and the method has removed the greatest common right divisor of \( T(s, z) \) and \( V(s, z) \) over \( \mathbb{R}[s, z] \).

The renormalization can be made possible if the equivalence transformation of \( A(s, z) \) to \( D(s, z) \) is over \( \mathbb{R}[z][s] \) as shown in section 2.4 on the Smith form. This requires multiplying the rows of \( A(s, z) \) by factors in \( \mathbb{R}[z] \) to achieve the equivalence over \( \mathbb{R}[z][s] \). These factors then become the denominators of the inverse equivalence matrix, as columns are divided by these factors.

In the Smith form algorithm to overcome the problem of not being able to find the equivalence over \( \mathbb{R}[s, z] \), the Smith forms over \( \mathbb{R}[z][s] \) and \( \mathbb{R}[s][z] \) were found. However, this technique cannot be applied to the greatest common right divisor algorithm. This is because the point of interest is not the greatest common right divisor but the equivalence matrix which gives the relatively right prime matrices \( T_1(s, z) \) and \( V_1(s, z) \). The equivalence matrices over \( \mathbb{R}[z][s] \) and \( \mathbb{R}[s][z] \) will be different, and although the
correct greatest common right divisor could be found there would be an added difficulty in calculating the correct relatively right prime matrices $T_1(s,z)$ and $V_1(s,z)$.

This now leaves, after removing the greatest common right divisor over $R[s,z]$ ($R[z][s]$), the controllable (but not necessarily observable) minimal polynomial realization

$$P(s,z) = \begin{bmatrix} T_1(s,z) & I_n \\ -V_1(s,z) & W(s,z) \end{bmatrix} \quad (3.13)$$

On the removal of the greatest common right divisor, $T_1(s,z)$ is upper triangular. Now if the diagonal elements of $T_1(s,z)$ are monic as polynomials over $R(z)[s]$ then it is possible to find the state-space realization

$$R(s,z) = \begin{bmatrix} sI-A(z) & B(z) \\ -C(z) & D(s,z) \end{bmatrix} \quad (3.14)$$

Firstly elementary row operations, using the rows of $T_1(s,z)$, are applied to ensure that all the elements in the columns of the matrix

$$\begin{bmatrix} T_1(s,z) \\ -V_1(s,z) \end{bmatrix} \quad (3.15)$$
have degree in s lower than the degree in s of the corresponding diagonal element, that is

\[ \text{deg}_s(T_2(s,z)_{ij}) < \text{deg}_s(T_2(s,z)_{jj}) \]
\[ i = 1, \ldots, j-1 \]
\[ \text{deg}_s(-V_2(s,z)_{ij}) < \text{deg}_s(T_2(s,z)_{jj}) \]
\[ i = 1, \ldots, m \]

where

\[
P_1(s,z) = \begin{bmatrix}
T_2(s,z) & B_1(s,z) \\
-\bar{V}_2(s,z) & W_1(s,z)
\end{bmatrix}
\] (3.16)

is the resulting realization.

By system equivalence, if there are any T_2(s,z)_{ii} which are constant then row and column i of P_1(s,z) can be deleted. Then all the other T_2(s,z)_{jj}, and the corresponding T_2(s,z)_{ij} and -V_2(s,z)_{ij}, can be expanded into companion form blocks, see Pace and Barnett (1974b). This will result in the realization

\[
R_1(s,z) = \begin{bmatrix}
sI-A(z) & B_1(s,z) \\
-C(z) & D_1(s,z)
\end{bmatrix}
\] (3.17)

Finally, using the diagonal elements of sI-A(z) as pivots, B_1(s,z) can be transformed by equivalence to B(z),
giving the state-space realization

\[ R(s,z) = \begin{bmatrix} sI-A(z) & B(z) \\ -C(z) & D(s,z) \end{bmatrix} \]  \tag{3.18} \]

such that

\[ G(s,z) = C(z) (sI-A(z))^{-1} B(z) + D(s,z), \tag{3.19} \]

as required.

It can be seen that if an observable realization is required, then applying the above process on the transpose of the transfer function matrix will give a realization which when transposed will give the required observable realization.
5.4 Implementation of a two variable realization algorithm

Section 5.3 covered the development of an algorithm for the realization of a two variable transfer function matrix. This section is concerned with the implementation of this algorithm in a computer program written in Algol 68.

One of the major components of the algorithm is the greatest common right divisor algorithm. As already mentioned this is very similar to the Smith form algorithm, using Gaussian elimination on the rows only to transform the adjoined matrix

\[
\begin{bmatrix}
T(s,z) \\
V(s,z)
\end{bmatrix}
\]

(4.1)

to the upper triangular form

\[
\begin{bmatrix}
D(s,z) \\
0
\end{bmatrix}
\]

(4.2)

As with the Smith form algorithm, if equivalence over \( \mathbb{R}[s,z] \) is not possible then the transformation will continue over \( \mathbb{R}[z][s] \), which would involve multiplying rows of the matrix by polynomials in \( \mathbb{R}[z] \) to allow the Gaussian elimination to be successful.

However for the greatest common right divisor algorithm
it is the inverse equivalence operations which are of importance. If we consider a series of elementary row operations on the matrix \( A(s,z) \) to transform it into the matrix \( B(s,z) \) then we have

\[
R_k \ldots R_1 \ A(s,z) = B(s,z) \tag{4.3}
\]

where \( R_i = R_i(s,z) \) which are unimodular over \( \mathbb{R}[s,z] \) \((\mathbb{R}[z][s])\). Then

\[
A(s,z) = I \cdot R_1^{-1} \ldots R_k^{-1} \ B(s,z) \tag{4.4}
\]

which can be considered as a series of column operations, in the correct order, initially operating on the identity matrix. Therefore at the ith stage of the transformation we have

\[
R_i R \ A(s,z) = A'(s,z) \tag{4.5}
\]

or

\[
A(s,z) = R^{-1}R_i^{-1} \ A'(s,z) \tag{4.6}
\]

and so we must consider the ith inverse operation as a column operation on the matrix \( R \). The elementary row operations over \( \mathbb{R}[s,z] \) are:
1. Interchange rows $i$ and $j$ of $A(s,z)$.
2. Add a multiple, $p(s,z)$, of row $i$ to row $j$ of $A(s,z)$.
3. Multiply row $i$ of $A(s,z)$ by a constant $k \in \mathbb{R} \neq 0$.

If equivalence is over $\mathbb{R}[z][s]$ then an extra operation is added:

4. Multiply row $i$ of $A(s,z)$ by a polynomial $p(z) \in \mathbb{R}[z] \neq 0$

The corresponding inverse column operations over $\mathbb{R}[s,z]$ ($\mathbb{R}[z][s]$) are:

1. Interchange columns $i$ and $j$ of $R(s,z)$.
2. Subtract a multiple, $p(s,z)$, of column $j$ from column $i$ of $R(s,z)$.
3. Divide column $i$ of $R(s,z)$ by a constant $k \in \mathbb{R} \neq 0$.
4. Divide column $i$ of $R(s,z)$ by a polynomial $p(z) \in \mathbb{R}[z] \neq 0$.

To fully implement these inverse operations a numerator and denominator matrix representation is needed. The denominator matrix is only required if the transformation is over $\mathbb{R}[z][s]$ which means that the inverse equivalence matrix is over $\mathbb{R}(z)[s]$. This representation will make the calculation of the least common denominators easier. It is
important however to ensure that the corresponding numerator and denominator polynomials are relatively prime. This is necessary to ensure that no unnecessary factors are added to the least common denominator, as this would mean that the corresponding column has a common factor after renormalization.

The greatest common right divisor routine can now return the adjoined matrix

\[
\begin{bmatrix}
T_1(s,z) \\
\hline
V_1(s,z)
\end{bmatrix}
\]

(4.7)

where \(T_1(s,z)\) and \(V_1(s,z)\) are the required relatively right prime matrices over \(\mathbb{R}[s,z]\) (or \(\mathbb{R}[z][s]\)). It can be noted at this point that there is no real loss in having primeness over \(\mathbb{R}[z][s]\) since a state-space realization would favour the \(s\) variable, and so the realization is over \(\mathbb{R}[z][s]\). The inability to find the transformation over \(\mathbb{R}[s,z]\) is related to the problem of zeros, as with the Smith form algorithm. In this case the zeros, if any, of the matrix

\[
\begin{bmatrix}
T(s,z) \\
\hline
-V(s,z)
\end{bmatrix}
\]

(4.8)

are the output-decoupling zeros of the system, the presence
of which implies that the system is not observable.

The implementation of the realization algorithm itself now becomes easier with the algorithm being split into the various segments outlined in section 5.3, namely:

1. Finding the least common denominators of the columns of the transfer function matrix to give the initial realization

\[ G(s,z) = V(s,z) T^{-1}(s,z) I_n + W(s,z) \]  \hspace{1cm} (4.9)

2. The removal of the greatest common right divisor of the matrices \( V(s,z) \) and \( T(s,z) \), leaving the relatively right prime matrices \( T_1(s,z) \) and \( V_1(s,z) \) and the minimal polynomial realization

\[ G(s,z) = V_1(s,z) T_1^{-1}(s,z) I_n + W(s,z) \]  \hspace{1cm} (4.10)

3. When possible the expansion of the minimal polynomial realization into a minimal state-space realization,

\[ G(s,z) = C(z) \left( sI-A(z) \right)^{-1} B(z) + D(s,z) \]  \hspace{1cm} (4.11)

The implementation of the third stage, using elementary
row and column operations and companion form expansion, follows exactly the steps outlined in section 5.3.

There are a number of general points about the implementation which are important. Throughout the algorithm it is necessary to find the least common denominator of a number of rational functions. This involves large use of the greatest common divisor algorithm of Bose (1976). As previously shown this algorithm is very costly in terms of computing time and stack usage. Therefore it is necessary to implement the greatest common divisor algorithm of Blankinship (1963) which finds the greatest common divisor of one variable polynomials. This can be implemented as a default method to the Bose algorithm whenever single variable polynomial greatest common divisors are required. This has particular significance in the renormalization of the equivalence matrix in the greatest common right divisor algorithm, as the denominators are polynomials in $\mathbb{R}[z]$.

Finally it is useful to check that the realization is correct, that is the polynomial or state-space realization found does correspond to the initial transfer function matrix. This obviously involves inverting a two variable polynomial matrix. As this is meant as a check, it is felt that the best way to evaluate the inverse matrix is to
calculate the determinant and the adjoint matrix.
5.5 Results

As already mentioned the algorithm is quite costly in time and stack usage. Also with the high overhead of checking the realization, testing the algorithm was restricted to "smaller" transfer function matrices.
Example 5.1

Consider the transfer function matrix, split into its proper and polynomial parts

\[
\begin{bmatrix}
z/s^2 & 1/(s+z) & 1/(z+1) \\
1/s^2z & 1/(s-z) & s/(s^2+z^2)
\end{bmatrix}
\]

\[
\begin{bmatrix}
s+z & sz & 1 \\
s^2 & z^2 & s
\end{bmatrix}
\]

The correct polynomial realization was found

\[
\begin{bmatrix}
s^2z & 0 & 0 & 1 & 0 & 0 \\
0 & s^2-z^2 & 0 & 0 & 1 & 0 \\
0 & 0 & (s^2+z^2)(z+1) & 0 & 0 & 1 \\
-z^2 & z-s & -(s^2+z^2) & s+z & sz & 1 \\
-1 & -(s+z) & -s(z+1) & s^2 & z^2 & s
\end{bmatrix}
\]

However it was not possible to find a state-space realization.
Example 5.2

Consider the transfer function matrix, which is proper

\[
\begin{bmatrix}
1/(s+z) & 0 & s/(s^2-z^2) \\
0 & (s+z+1)/(s^2+z^2+2) & 0 \\
3/(s-z) & 1/(s+1) & z/(s^2+z^2)
\end{bmatrix}
\]

The correct polynomial realization was found,

\[
\begin{bmatrix}
s^2-z^2 & 0 & z^2(z-s) & 1 & 0 & 0 \\
0 & (s+1)(s^2+z^2+2) & 0 & 0 & 1 & 0 \\
0 & 0 & (s^2+z^2)(s-z) & 0 & 0 & 1 \\
-3(s+z) & -(s^2+z^2+2) & z(4z-s) & 0 & 0 & 0
\end{bmatrix}
\]

Also it was possible to find the correct state-space realization,
The order of the state-space realization is 8.

Example 5.3

Consider the transfer function matrix, which although it is not proper is not split into proper and polynomial parts,

\[
\begin{bmatrix}
  \frac{1}{s-z} & s+2 \\
  z+1 & \frac{(s+z+1)}{(s^2+z^2+2)} \\
  \frac{3}{s+z} & \frac{1}{s+1}
\end{bmatrix}
\]
The correct polynomial realization was found,

\[
\begin{bmatrix}
  s^2 - z^2 & 0 & 1 & 0 \\
  0 & (s+1)(s^2 + z^2 + 2) & 0 & 1 \\
  -(s+z) & 0 & 0 & s+2 \\
  0 & -(s+1)(s+z+1) & z+1 & 0 \\
  3(z-s) & -(s^2 + z^2 + 2) & 0 & 0 \\
\end{bmatrix}
\]

Also it was possible to find the correct state-space realization,

\[
\begin{bmatrix}
  s & -1 & 0 & 0 & 0 & 0 & 0 \\
  -z^2 & s & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & s & -1 & 0 & 0 & 0 \\
  0 & 0 & 0 & s & -1 & 0 & 0 \\
  0 & 0 & z^2 + 2 & z^2 + 2 & s+1 & 0 & 1 \\
  -z & -1 & 0 & 0 & 0 & 0 & s+2 \\
  0 & 0 & -(z+1) & -(z+2) & -1 & z+1 & 0 \\
  3z & -3 & -(z^2 + 2) & 0 & -1 & 0 & 0 \\
\end{bmatrix}
\]

The order of the state-space realization is 5.
The algorithm successfully finds the polynomial and, when possible, the state-space realizations. An added result is that the algorithm will successfully split a transfer function matrix into its proper and polynomial parts, as shown by example 5.3.
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

The thesis has extensively investigated the algebraic extensions to the ring \( \mathbb{R}[s,z] \) particularly for the 2x2 two variable polynomial matrix. A number of different approaches have been given to try to resolve the problem of equivalence of a general two variable polynomial matrix with its Smith form over \( \mathbb{R}[s,z] \). These approaches have been a direct analysis of the equivalence transformation such that, if possible, a constructive method for attaining the equivalence may be obtained. However this direct approach was not totally successful. A solution to this problem may be found by a deep investigation into abstract algebra and the theory of rings and domains. This may supply necessary and sufficient conditions for the equivalence over \( \mathbb{R}[s,z] \) to exist.

As it was not possible to find the required equivalence conditions for a general polynomial matrix over \( \mathbb{R}[s,z] \), more specialized matrices were considered. Firstly the extension of the result of Lee and Zak (1981) found that the concepts of a cyclic matrix and a non-derogatory matrix over \( \mathbb{R}[s,z] \) are not equivalent. This is a fundamental difference, and again the actual reasons for the difference
between the two concepts over $\mathbb{R}[s,z]$ may be found in the theory of abstract algebra. However the result of Lee and Zak does not provide a better constructive method than the one developed, as it is as difficult to find a cyclic vector.

The second specialization was to consider the Roesser matrix. The approach was to directly consider the equivalence transformation, and to use mathematical induction to extend the result for a 3x3 Roesser matrix to the general $(n+p+m) \times (n+p+1)$ Roesser matrix. Unfortunately it was not possible to continue the direct algebraic approach in the last stages of the induction without making a special condition on the Smith form of the Roesser matrix. The results show that this specialization is not too strict.

The problems encountered in the algebraic investigations were highlighted in the algorithmic development. The algorithms were designed to overcome the problems of the algebraic extensions. The matrices chosen proved a good test of the algorithms accuracy and reliability. Checks within the algorithms proved that the equivalence matrices found, correctly transformed the initial matrix into the particular Smith form.

The Smith-McMillan form and realization algorithms were also shown to be accurate by using checks within the algorithms.
There is however the problem of running time for the algorithms. An immediate problem is that the number of multiplications to multiply two polynomials over $\mathbb{R}[s,z]$ is the square of the multiplications to multiply two polynomials over $\mathbb{R}[s]$. Also it is necessary to use algorithms such as that of Bose (1976) for calculating the greatest common divisor of two multivariable polynomials. This is far more time consuming than the method of Blankinship (1963). Added to this is the problem of not being able to achieve the equivalence immediately.

There could be no real improvement to the algorithms in this respect without major changes in the strategy of all the algorithms, unless a new constructive method could be found by resolving the algebraic problems.
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APPENDIX A

PROGRAM LISTINGS:

POLYNOMIAL OPERATORS OVER $\mathbb{R}[s,z]$ OR $\mathbb{R}[z][s]$
\textbf{BEGIN}:

\begin{verbatim}
MODF'1POLY'1='STRUCT'(D1O'T1LEX',D1O'T1LEX')'FALSE';
MODF'1DEG'1=[1,6]'INT';
POLY'1NULL';
DEG'D1;
ROOL'1PAT'1='FALSE';

PROC'DF=(DEG'D1'POLY'A);
IC! FINDS THE DEGREE OF A POLYNOMIAL IC!
BEGIN:
INT'1D1'UPP'OF'1AD2=2'UPP'OF'A,1,LT+0;
BOOL'1RUN'1'TRUE';
FOR'1IFROM'1D1'BY'1'TO'0 WHILE'RUN'1DO:
  BEGIN:
    I+R'=0'D1[N];J+R'=1;
    WHILE'J<='D2'AND'1'>=0'AND'TRUE'1DO:
      (ABS'1(P'OF'1A)[I,J]>1.08-6)RUN'1FALSE';J+PLUS'1;I'MINUS'1;
  END;
RUN'1TRUE';
FOR'1IFROM'1D2'BY'1'TO'0 WHILE'RUN'1DO:
  (ABS'1(P'OF'1A)[D1,1]>1.08-6)RUN='FALSE';LT=L;
IC!:
D[1]=UPPER BOUND OF THE FIRST VARIABLE
D[1],D[2]=POSITION OF THE LEADING COEFFICIENT
D[3]=POSITION OF THE LEADING COEFFICIENT IF RATIONAL
IC!:
D=(D1,D2,1,J,LT,(PATM1[J+1])
END;

OP'1E=(POLY'A)'BOOL';
IC! CHECKS IF A POLYNOMIAL IS ZERO IC!
BEGIN:
DEG'D1;
DF(D'A);
(D[1]=0'AND'D[2]=0'AND'ABS'1(P'OF'1A)[0,0]<1.08-6)
END;

OP'1X=(POLY'A)'POLY';
IC! TRIES THE POLYNOMIAL A IC!
BEGIN:
POLY'B';
DEG'DIBF(D'A);
BOOL'1COL'1'TRUE';ROW'1'TRUE';
WHILE'ICOL'DO:
  BEGIN:
    FOR'1IFROM'1D'TO'1[D1][D2]DO:
      (ABS'1(P'OF'1A)[D1,J]>1.08-6)COL'1FALSE';
      (CGL[ID][J]MINUS');
    END;
IC! TRIMMED THE COLUMNS IC!
WHILE'ROW'DO:
  BEGIN:
    FOR'1IFROM'1D'TO'1[D2][D1]DO:
      (ABS'1(P'OF'1A)[D1,J]>1.08-6)ROW'1FALSE';
  END;
\end{verbatim}
\textbf{END}.

PROCEDURE TO DISPLAY THE ROWS OF A POLYNOMIAL:

PROCEDURE PROFILE (G, D1, D2, REAL); CLEAR B; PROFILE (G, D1, D2, REAL)

PROCEDURE RE-DIMENSION A POLYNOMIAL TO ACCEPT MORE COEFFICIENTS

PROCEDURE BEGIN;
BEGIN (G, D1, D2, REAL); POLY 'E'; PROFILE (G, D1, D2, REAL); CLEAR B;
PROFILE (G, D1, D2, REAL) + PROFILE (A)
A & B
END;

PROCEDURE OPERATOR FOR THE DIVISION OF TWO POLYNOMIALS: A/B DELIVERING A QUOTIENT POLYNOMIAL AND ALTERING POLYNOMIAL A TO BE THE REMAINDER

PROCEDURE BEGIN;
BEGIN (G, D1, D2, REAL); POLY 'O'; IF
THEN
'IC' NO DIVISION REQUIRED SO SET Q = 0 R = A 'IC'
CLEAR B
ELSE
DEG + DA[2] = DB[2];
(DEG < 0 season:)
DEG = (DA[1] = DB[1], DEG, 0, 0, 0); PROFILE (Q, DB[1], DB[2], DB[3], DB[4], DB[5], DB[1] + DB[5], DB[2] + DB[4]);
'CLEAN B';
(REASON;)
WHILE 'RUN';
BEGIN
'IC' MAIN LOOP TO CARRY OUT LONG DIVISION 'IC'.
A = XA;
DF (DA, A) = DF (Q, Q);
IF
IF I <
BEGIN
IF I < J THEN
  RETURN FALSE;
ELSE
  MC = (P[0:F]A)[I,J]/(P[0:F]B)[H,L];
  FOR 'II' FROM '0' TO 'DB[2]' DO:
    FOR 'JJ' FROM '0' TO 'DB[2]' DO:
      Ri = (P[0:F]A)[I+I-H,J+J-L]; MUS;
      I = (P[0:F]B)[I,J];
      IC SUBTRACTS MULTIPLE OF IC FROM A IC!
      (P[0:F]B)[I+I-H,J+J-L] = IC;
      IC FORMS THE QUOTIENT POLYNOMIAL IC!
      FI;
  FI;
  A = A + IC;
ENDIF;
END;

POLY*POLY = (=POLY[A,B]) POLY;
IC MULITPLIES TWO POLYNOMIALS A AND IC!
BEGIN
  IF (DA[1] + DB[1]) > 0 THEN
    POLY*PROD:
    IF I FOR I
      'CI PRODUCT IS ZERO IC'
      CLEAR PROD
      ELSE
      P[D]PROD = [0,DA[1]*PR[1],0,DA[2]*DB[2]] REAL;
      CLEAR PROD;
      FOR 'II' FROM '0' TO 'DA[1]' DO:
        FOR 'JJ' FROM '0' TO 'DA[2]' DO:
          FOR 'II' FROM '0' TO 'DB[2]' DO:
            FOR 'JJ' FROM '0' TO 'DB[2]' DO:
              P[D]PROD[I+I+H,J+J+L] = PLUS!
              (P[0:F]A)[I,J] = (P[0:F]B)[H,L]
        FI;
      FI;
    XPROD
  END;
END;

POLY*REAL*IC POLY;
IC MULTIPLIES A POLYNOMIAL A BY A CONSTANT IC IC!
BEGIN
  POLY*+A;
  IF (DA[1] + DB[1]) > 0 THEN
    FOR 'II' FROM '0' TO 'DA[1]' DO:
      FOR 'JJ' FROM '0' TO 'DA[2]' DO:
        (P[0:F]B)[I,J] = TIMES IC;
    XA;
  END;
END;

POLY+(POLY[A,B]) POLY;
IC ADDS TWO POLYNOMIALS A+B IC!
iBEGIN;
 iDEG!DA,DH;
 iDF(DA,A);DF(DR,E);
 iINT!DEG1,DEG2;
 DEG1+DA[1]SORT1;DA[11];D1;
 DEG2+DA[2];D2[1]IDC2;
 iPOLY!SUM:
 iPOF!SUM+[0;DEG1,6;DEG2]IFREAL;
 iCLEAR!SUM:
 iFOR!iFROM10ITO1DA[1]DO;
 'FOR!iFROM10ITO1DA[1]DO;
 (PIOF!SUM[i,j]+(PIOF!A[i,j]);
 iFOR!iFROM10ITO1DB[1]DO;
 (PIOF!SUM[i,j]+PIOF!A[i,j];
 iSUM;
 iEND;

 iOP'=(IPOLY'A)IPOLY';
 iCI: HOMADIC HINUS 'iC';
 iREGI!
 iPOLY'B;
 iDEG'D;
 iDF(DA,A));
 iPOF!B+[0;D[11];D[2]]IFREAL;
 iFOR!iFROM10ITO1DB[1]DO;
 'FOR!iFROM10ITO1DB[1]DO;
 (PIOF!B[i,j]+(PIOF!A[i,j]);
 iSUM;
 iEND;

 iOP'=(IPOLY'A,B)IPOLY';
 iCI: SUBTRACTS TWO POLYNOMIALS A-B 'iC';
 iREGI!
 iDEG!DA,DB;
 iDF(DA,A);DF(DR,B);
 iINT!DEG1,DEG2;
 DEG2+DA[2];D2[1]IDC2;
 iPOLY!DIFF;
 iPOF!DIFF+[0;DEG1,0;DEG2]IFREAL;
 iCLEAR!DIFF;
 iFOR!iFROM10ITO1DA[1]DO;
 'FOR!iFROM10ITO1DA[2]DO;
 (PIOF!DIFF[i,j]+(PIOF!A[i,j]);
 iFOR!iFROM10ITO1DB[1]DO;
 'FOR!iFROM10ITO1DB[2]DO;
 (PIOF!DIFF[i,j]+HIUS!(PIOF!B[i,j];
 iDIFF;
 iEND;

 iOP'PLUS'=(IPRF!IPOLY'A'IPOLY'B);(A+B);

 iOP'HINUS'=(IPRF!IPOLY'A'IPOLY'B);(A-B);

 iOP'TIMES'=(IPRF!IPOLY'A'IPOLY'B);(A*B);
iOP TIMES = (REFl', POLY A, REAL1, MC) : (A + A = MC);

iOP CLEAR = (REF1 [ ] POLY P) ;
IC! CLEARS A POLYNOMIAL MATRIX C1
I REG1 ;
INT i = 1' UPR ' PM , N - 2 ' UPR ' P1 ;
POLY ' CLEAR POLY ;
' FOR ' i TO ' N ' DO' ;
' FOR ' j TO ' N ' DO '
PM [ i , j ] = ZERO POLY
END ;

iOP = ( [ ] POLY ' K1 [ ] K2 ) [ ] POLY ;
IC! MULTIPLIES TWO POLYNOMIAL MATRICES IC
I REG1 ;
INT i = 1 ' UPR ' B1 K1 [ ] N - 2 ' UPR ' B1 K1 ;
INT j = 1 ' UPR ' B2 K2 [ ] N - 2 ' UPR ' B2 K2 ;
FOR i TO ' N ' DO
' FOR ' j TO ' N ' DO
K1 [ i ] = ZERO POLY
PROD [ i , j ] = PLUS ( K1 [ i ] , K1 [ ] K2 K1 [ ] K2 [ ] j )
END ;

iPROC READ POLY MX = (REF1 [ ] POLY K) ;
IC! INPUTS A POLYNOMIAL MATRIX IC
I REG1 ;
INT i = 1 ' UPR ' B1 K [ ] + 2 ' UPR ' B1 K1 ;
' FOR ' i TO ' N ' DO
' FOR ' j TO ' N ' DO
BEGIN
INT DEG1, DEG2 ;
READ ( DEG1 , DEG2 ) ;
P1OF K [ i ] [ j ] = 0 : DEG1 ; 0 : DEG2 : REAL1 ;
READ ( P1OF K [ i ] [ j ] ) ;
K [ i , j ] = ZK [ i ] [ j ]
END
IC!
ENSURES THAT THE INPUTTED POLYNOMIAL IS OF LOWEST FORM IC
END

iPROC INL = (' INT ', INT ') ; ' FOR ' I TO ' N ' DO ' NEWLINE ( STAND OUT ) ) ;
iPROC SP = (' INT ', INT ') ; ' FOR ' I TO ' N ' DO ' SPACE ( STAND OUT ) ) ;
iPROC PRC = ( ' CHAR ', INT ' ) ; ' FOR ' I TO ' N ' DO ' PRINT ( C ) ; HL ( 1 ) ) ;
iPROC PRS = ( ' STRING ', STRING ' ) ; ' PRINT ( S ) ; HL ( 1 ) ) ;
PROC PRSI=('STRING'S, INT I); (PRINT(S); OUTF(Stand OUT, S=2VL$1))

PROC PRINTPOLY=('POLY'A); 
IC! OUTPUTS A POLYNOMIAL IC! 
BEGIN! 
INT JJ; 
DEG DIF(D,A); 
BOOL RUN=TRUE; 
II=0; JJ=4; 
WHILE RUN DO! 
BEGIN! 
(JJ>=II) JJ=JJ[D(2)]; RUN:=FALSE'; 
OUTF(STAND OUT, 3N(0[1]+4)(LN(JJ-1I+1) (-D'3DX=ZVX)); S; 
(PIE[A]')JII=JJ); 
RUN=II PLUS 5; JJ=PLUS 5; NL(2); 
END! 
NL(1); END! 

PROC PRINTPOLYMX=('CI', 'POLY'K); 
IC! OUTPUTS A POLYNOMIAL MATRIX IC! 
BEGIN! 
INT II; UPK, H; II UPK; 
FOR II TO H DO! 
FOR II TO H DO! 
BEGIN! 
IF II NOT EK[I, J] THEN! 
OUTF(STAND OUT, SL["ZSV", ZSV]"S, (I, J))); 
PRINTPOLY(KII, J). 
FI! 
END! 
NL(1); PRC("-", 60); NL(1) 
END! 

PROC MONIC=('REF' I, 'POLY'K, PREN, PRED, 'INT' R, 'REF' BOOL ZERO); 
IC! DIVIDES THE PIVOTAL ROW TO MAKE THE PIVOT MONIC OVER R[S, Z] OR R[Z][S] 
IC! 
BEGIN! 
INT II; UPK, H; II UPK; 
REAL CONST; 
BOOL RUN=TRUE; 
DEG DIF(K[R, R]); 
CONST=(RAT(P[OFF K[R, R])[D1], D[5]) (P[OFF K[R, R])[D3], D[4])); 
FOR II TO H DO! 
PREN, R] TIMES CONST; 
FOR II IFROM R TO H DO! 
K[R, J] TIMES (1.0/CONST) 
IC! DIVIDES ROW R TO MAKE PIVOT MONIC 
IC! 
END! 

PROC LSTCOLDEG=('REF' I, 'POLY'K, PREN, PRED, 'INT' R, 'REF' BOOL ZERO, 
CHANGE);
'IF' FINDS THE POLYNOMIAL OF LEAST DEGREE IN COLUMN R AND MOVES IT TO POSITION (R,R)'

'BEGIN:

'INT II=+1,UPBIK,IT=0,DR,DR:

'BEGIN:

'ZERO='TRUE'; CHANGE='FALSE';

'FOR I FROM R TO N DO:

'BEGIN

'POLY'A+K[I,F];

'IF' 'NOT' A

'THEN' 'DG'=0;DG=(RAT[I[I])ID[11]; I+IZFC='FALSE'

'ELSFI' 'DG'<0;DG=(RAT[I[I])ID[11]; I+I


'THEN' 'DG'=0;DG=(RAT[I[I])ID[11]; I+I

'END';

'FIRSTLY SEARCHES COLUMN R FOR THE FIRST NON-ZERO ELEMENT THEN CONTINUES FROM THERE TO SEARCH FOR THE NON-ZERO ELEMENT OF LEAST DEGREE AT POSITION: (II,R) IF THERE ARE NO NON-ZERO ELEMENTS THE BOOL ZERO WILL REMAIN TRUE

'IF' 'II'=R

'THEN'

'[1;II]POLY'A+K[I[I];K[I[I]+K[R,I,K[R]=A;

'[1;II]POLY'B=pREn+I,F;PRED[I]=PRED[I]+PRED[R];PRED[R]+R;

'CHANGE='TRUE';

'END';

'INTERCHANGES ROWS II,R;

'PROC'DET=[II][POLY'K][POLY';

'IF' FINDS THE DETERMINANT OF A POLYNOMIAL MATRIX BY EXPANSION ALONG THE FIRST ROW AND RECURSION FOR LOWER ORDER DETERMINANTS

'BEGIN:

'INT II=+1,UPBIK;

'POLY'NTR;

'CLEAR'NTR;

'REAL'SIGN=1.0;

'IF' 'N'>2

'THEN'

'FOR I TO N DO:

'BEGIN

'[1;II=N+1][N-1]POLY'SL;

'IF' 'I'=1

'THEN' SL=K[21II,21N]

'ELSFI' 'I'=N

'THEN' SL=K[21II,21N]

'ELSE'

'SL[I]=II+1+K[21II+1,II+11]

'END';

( 'NOT'EXK[I,II]NTR'PLUS K[I,II]*DET(SL)*SIGN ));
PROC INNER = ('REF', 'POLY' K);

FINDS THE INVERSE SQUARE OF A MATRIX

BEGIN

INT N + 1; N K;
BEGIN
INT N

IF N + 1 THEN BEGIN

POLY INK K[2; N - 1]; N - 1

END;

END;

PROC SUBRES = ('REF', 'POLY' K, 'POLY' A, B);

FINDS THE SUBRESULTANT OF THE DETERMINANT MATRIX USED IN FINDING THE GREATEST COMMON DIVISOR

BEGIN

DEG DA DB DF DA A IDF DB R;
INT N + 1; N K N + (DA[1] + DB[1] - N) / 2;
INT N

POLY SRS K;

BEGIN

POLYS I + 1, 0, 0)

IFI (DB[1] - N) > 0 THEN

SBRS[DB[1] - NN] N + 0;
((DB[1] - NN) > 1) FOR I FROM 1 TO DB[1] - 1 IT DO;
SBRS[I + 1 N] S + SBRS[I + 1, N - 1];

IFI (DA[1] - N) > 0 THEN

((DA[1] - NN) > 1) FOR I FROM 1 TO DA[1] + NN + 2 IT DO;
SBRS[I N] S + SBRS[I - 1 N - 1];

IFI K SBRS

END;

PROC VAR = ('REF', 'POLY' A);

CHANGES THE VARIABLES OF A POLYNOMIAL AROUND S TO Z & Z TO S

BEGIN

DEG DA DF DB A;
POLY B;
POLYS I + 1, 0, DB[1] I + 1; REAL;
((POLYS I + 1, DB[1]) FOR I FROM 1 TO I DO;
(A + B)

END;

SIGN = SIGN

IF

END;

IF

END;

DTRH K[1, 1]

DTRH K[1, 1] K[2, 2] K[2, 1]


PROC VARCH = ( 'REF' [ ] ) * POLY * K ;

CHANGES THE VARIABLES OF A POLYNOMIAL MATRIX

BEGIN:
INCT + 1 ; UPRK * N + 2 ; UPRK ;
FOR I = 0 TO IMI :
  FOR J = 0 TO IMJ :
    VAR (K [I, J])
  END;

PROC GCD = ( 'POLY' [ ] ) * POLY * ;

FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS IN ONE VARIABLE USING BLANKLIPIPS ALGORITHM

BEGIN:
POLY * A + A1 , B + A1 , Q ;
IDE G [ D ] , D [ ] ;
WHILE ' NOT EA ' AND ' NOT EB ' DO:
  BEGIN:
    DF (D , A ) ; DF (D , B ) ;
  END;

( A | B )
END ;

PROC GCD = ( 'POLY' [ ] ) * POLY * ;

FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS USING THE SYLVESTER MATRIX OR BIGRADEAT

BEGIN:
POLY * A + A1 , B + A1 , Q ;
IDE G [ D ] , D [ ] ;
  [ ] BASE [ ] : FALSE ;
  [ ] DIM = 3 ; VAR ( A ) ; VAR ( A ) ; DF (D , A ) ; DF (D , B ) ; CH = ' TRUE ' ; DIM = 1 ;
  [ ] POLY ; CONTENT ; CHECK ; CONTENT ; DUMMY ;
  IF A [ ] CONTENT ;
  THEN:
    ' CI GREATEST COMMON DIVISOR IS ZERO CI'
    ' CLEARIFACTOR
  ELSE:
    IF DIM = 2
    THEN:
      ' CLEAR B GRAD ;
      ' REMOVE CONTENT OF A & B AND FIND GCD (CONTA , CONTB )
      ' CI'
      [ ] 00 ; Z E R O A = ' TRUE ' ; Z E R O B = ' TRUE ' ;
      FOR I = 0 TO DA [1 ] DO:
        BEGIN:
          IF OF CHECK = 10 ; 07 ; DA [2 ] = R E A L I ;
          ( I P O F ) CHECK = 07 ; ( I P O F ) A [ ] I I ; I C H E C K = ' CHECK ;
          ( I ) C H E C K ; Z E R O A I D O N T ; C H E C K ; Z E R O A = ' FALSE ' ;
PCONTA=\text{GCD}(\text{CONTA}, \text{CHECK})$

'END';
'\text{C}'
\text{FINDS CONTENT OF } A = \text{CONTA}
'\text{C}'
\text{FOR } I \text{ TO } \text{DB[1]} \text{ DO}
'\text{BEGIN}'
\text{PCONTA} = 10; \text{DB[2]}; \text{REAL}';
\text{PCONTA} = (\text{PCONTA}) \text{ CHECK} \text{ OR } \text{CHECK}';
\text{CONTACONTB} \text{ CHECK} \text{ ZERO} \text{? } \text{FALSE}';
\text{CONTA} \text{ CHECK} \text{CONTACONTB} \text{ FALSE}';
'\text{END}';
'\text{C}'
\text{FINDS CONTENT OF } B = \text{CONTB}
'\text{C}'
A/A; \text{CONTA} \text{ DF}(\text{DATA});
B+B; \text{CONTB} \text{ DF}(\text{DB}, \text{B});
\text{CONTENT} \text{ GCD}(\text{CONTA}, \text{CONTB});
'\text{C}'
\text{SETS UP THE BGRADIENT MATRIX}
'\text{C}'
'\text{FOR } I \text{ TO } \text{DB[1]} \text{ DO}
'\text{FOR } J \text{ FROM } 0 \text{ TO } \text{DA[1]} \text{ DO}
\text{PCONTA} = \text{DFUMY} \text{ C} 0 \text{ TO } \text{DA[2]} \text{ REAL}';
\text{PCONTA} = \text{DA[1]} \text{ J} \text{ L};
\text{BIGRAD} ; I , J + \text{DUMHY} ;
'\text{FOR } I \text{ TO } \text{DA[1]} \text{ DO}
'\text{FOR } J \text{ FROM } 0 \text{ TO } \text{DB[1]} \text{ DO}
\text{PCONTA} = \text{DFUMY} \text{ C} 0 \text{ TO } \text{DB[2]} \text{ REAL}';
\text{PCONTA} = \text{DA[1]} \text{ J} \text{ L};
\text{BIGRAD} \text{ DB[1] I , J } \text{^} \text{DUMHY} ;
'\text{FOR } I \text{ DET}(\text{BGRAD})
'\text{IF}$$
\text{BEGIN}
'\text{C}'
\text{REDUCES THE BGRADIENT TO FIND THE SUB-RESULTANT}
\text{ AND SO THE GREATEST COMMON DIVISOR}
'\text{C}'
\text{EQUAL} \text{ TRUE} ; \text{EQUAL} \text{ FALSE} ;
\text{WHILE} \text{ RUN} \text{ DO}
'\text{BEGIN}'
\text{DGRAD} \text{ DTRMH}
'\text{IF}$$
\text{BEGIN}
\text{DGRAD} \text{ DTRMH}
'\text{THEN}'
\text{RUN} \text{ FALSE} ; \text{DTRMH} \text{ DET} ;
\text{DTRMH} \text{ TRUE} ;
'\text{ELSE}'
\text{RUN} \text{ FALSE} ; \text{DTRMH} \text{ DET} ;
\text{RUN} \text{ FALSE} ; \text{DTRMH} \text{ TRUE} ;
'\text{END}';
\text{SUPRESS} ; \text{BGRAD} ; \text{ AB} ;
\text{FACROR} \text{ DET} \text{ BGRAD} ;
\text{EQUAL} \text{ FACTOR} + A ;
'\text{C}'
\text{REMOVE CONTENT OF FACTOR}
'\text{C}'
\text{DF}(\text{DFAC}, \text{FACTOR}) \text{ ZERO} \text{ TRUE} ;
'\text{FOR } I \text{ FROM } 0 \text{ TO } \text{DFAC[1]} \text{ DO}
'\text{BEGIN}'
\text{PCONTA} = 10; \text{DFAC[2]} \text{ REAL}';
\text{PCONTA} = (\text{PCONTA}) \text{ CHECK} \text{ DFAC[1]} \text{ REAL}';
\text{CONTACONTB} \text{ CHECK} \text{ DFAC[1]} \text{ TRUE}';
'\text{END}';
'\text{C}'
CHECK=CHECK;
   (NOT=CHECK|ZERGA|CONTA CHECK|ZERGA|FALSE)
   (CONTA GCD(CONTA, CHECK))
   END;

FACTOR+FACTOR/CONTA
   ELSE
       COMMON FACTOR IS UNITY
       (P=OF FACTOR)[0,0]+1.0
   ELSE
       FACTOR+(DIM=01A|GCD1(A,B))
   FI;

   (DIM=2 | FACTOR TIMES CONTENT): 
   (CHR VAR(FACTOR));
   DFKOFAC, FACTOR);
   FACTOR TIMES (1.0/(P=OF FACTOR)[DFAC[3], DFAC[4]]

   FACTOR
   END;

PROC 'LCM=({,},POLY'X',INT'R)POLY';
   FINDS THE LEAST COMMON MULTIPLE OF A COLUMN R OF A MATRIX K
   BEGIN
       INT'R1=UPB'K', N2=UPB'K';
       POLY'LCM';
       BOOL'START=FALSE';
       FOR I=1 TO N
           IF START
               IF NOT 'E'K[I,R]
                   THEN
                       A=LCM*K[I,R];
                       LCM=A/GCD(LCM, K[I,R]);
                       (NOT 'E'AIRES("ERROR IN CALCULATING THE LCM")
                   FI;
               ELSE
                   (NOT 'E'K[I,R]!LNM=K[I,R];START=TRUE)
               FI;
           END;
       LCM
       END';
APPENDIX B

PROGRAM LISTINGS

THE SMITH FORM ALGORITHM OVER \( \mathbb{R}[s,z] \) OR \( \mathbb{R}[z][s] \)
"PROGC.MONIC=(IREF[1],POLY,K,POST,T,INTR);"
"DIVIDES THE PIVOTAL COLUMN TO MAKE THE PIVOT MONIC OVER R(S,2)
OF R(2)[S]"
"REGI"
"INT(I+1)="UPSIK+2;UPSIK;
"REAL"="CONST;"
"BOOL"="RUN=TRUE;"
"IDEGID;"
"DF=DF[K[R,F]);"
"FOR"="ITC[K]="DO;"
"POST[I,IT]="TIMES"(1.0/CONST);"
"FOR"="IFR[0]="TIMES"(1.0/CONST)"
"ID;"
"DIVIDES COLUMN R TO MAKE PIVOT MONIC"
"END;"

"PROCL.STDREW=(IREF[1],POLY,K,PRE,POST,T,INTR,IREF1,BOOL1.ZERO,CHANGE);"
"FINDS THE POLYNOMIAL OF LEAST DEGREE AND MOVES IT TO POSITION (R,R)"
"REGI"
"INT[I+1]="UPSIK+2;UPSIK;I+R;JJ+R;DI;DG;DR;"
"IDEGID;"
ZERO = 'TRUE'; CHANGE = 'FALSE';
FOR I FROM 1 TO N DO
  FOR J FROM 1 TO N DO
    BEGIN
      POLY'A + k[I, J];
      DF(D[1]);
      IF I NOT 'E A
        THEN
          D1 + D[1]; D[1] = D[1];
          II + I; JJ + J;
        ELSE
          I' = D[1; D[1] = D[1; II + I; JJ + J;
        THEN
        ELSE
          I' = D[1; D[1] = D[1; II + I; JJ + J;
        END;
      FI
    EI D;
  END;
END;

'FIRSTLY SEARCHES THE SUB-MATRIX FOR THE FIRST NON-ZERO ELEMENT
THEN CONTINUES FROM THERE TO SEARCH FOR THE NON-ZERO ELEMENT
OF LEAST DEGREE AT POSITION (II, JJ)
IF THERE ARE NO NON-ZERO ELEMENTS THE BOOL ZERO WILL REMAIN TRUE

IF II > R
  THEN
    [1; N] POLY'A + k[I, J; K[I, J] + k[R, J; K[R, J] + A;
    [1; N] POLY'B + PRE[I, J; PRE[I, J] + PRE[R, J] + B;
    CHANGE = 'TRUE';
  IF I';
  IF JJ > R
  THEN
    [1; N] POLY'A + k[I, J; I + J] + k[R, J; K[R, J] + A;
    CHANGE = 'TRUE';
  IF I';
  INTERCHANGES COLUMNS JJ, R
  AND HAS MOVED ELEMENT OF LEAST DEGREE TO POSITION (R, R)
ENDIF;

PROC 'GAUSS': (REF[I, J] POLY K; PRE, POST, INT')
CARRIES OUT ONE FULL STEP OF GAUSSIAN ELIMINATION

BEGIN
POLY'DIV[K[R, R], Q;
INT': = 'UPR[K[2]; DPP[K], J;
POLY 'CHANGE, DEGEN = 'FALSE'; MORE = 'TRUE'; RUN = 'TRUE'; ZERO;
DEG'D;
I = R; J = R;
(J > N) I + 1; J + R;
(J = R AND 'I'M ALL = 'FALSE');
WHILE 'RUN' DO
  BEGIN
    (J = N) I + 1; I + R;
    IF I NOT 'E K[I; J]
'IF' DEGEN:
'IF' 1:
'POLY' PZ:
PRC(U, PIV):
P'C' PZ=[0.0;0.TO[I:5]'REAL';
FCH J\JJ' FROM 0 TO [I5 IDO:
(P'C' PZ) [0:JJ] = (P'O' PIV) [0:JJ];
'IF' I=I:
'THEN' !
'FOR' II TO I5 DO:
POST [II, JJ] = TIMES PZ;
'FOR' II FROM I I TO I5 DO:
K[I, JJ] = TIMES PZ
'C' MULTIPLIES COLUMN J BY PZ
'ELSE' !
'FOR' JJ TO I5 DO:
PRE [I, JJ] = TIMES PZ;
'FOR' JJ FROM I I TO I5 DO:
K[I, JJ] = TIMES PZ
'C' MULTIPLIES ROW I BY PZ
'FI' !
'FI' !
Q = K[I, JJ] / PIV;
'IF' NOT EQ
'THEN' !
'IF' I=I:
'THEN' !
'FOR' II TO I5 DO:
POST [II, JJ] = MINUS (Q * POST [II, R]);
'FOR' II FROM I I TO I5 DO:
K[I, JJ] = MINUS (Q * K[I, R])
'C' SUBTRACTS Q TIMES COLUMN R FROM COLUMN J
'ELSE' !
'FOR' JJ TO I5 DO:
PRE[I, JJ] = MINUS (Q * PRE[R, JJ]);
'FOR' JJ FROM I I TO I5 DO:
K[I, JJ] = MINUS (Q * K[R, JJ])
'C' SUBTRACTS Q TIMES ROW R FROM ROW I
'FI' !
'LET' DEG(K, PRF, POST, R, ZERO, CHANGE):
CHANGEX = R; J = R + 1; PIV = K[R, R]; NOREM = 'TRUE'!
'IF' NOT EK[I, JJ] INOREM = 'FALSE'!
(I = P[IJ PLUS 1 I PLUS 1)]
'ELSE' !
NOREM = 'FALSE'; (I = R; J = P[IJ PLUS 1 I PLUS 1)]
'FI' !
'ELSE' !
(I = R; J = PLUS 1 I PLUS 1)]
'FI' !
(I = R; AND J > N; I = I PLUS 1;)
(J = R; AND I = I; NOREM = RUN = 'FALSE'!
I = R; J = R; NOREM = 'TRUE'!
DEGEN = 'TRUE'! IRAT = 'TRUE')
'END'!
HONIC(K, POST, R)
'END'!

'IC' CHECKS WHETHER THE PIVOT IS A FACTOR OF THE REMAINING SUB-MATRIX
FACTl'!TRlIl'I:
IPOLY'FAC~K[R,RJ:
IFo~'IlrRDM'R.1'Trlp'WHILE'FAcTOR'D~'
, FOR'
J ,
FP 1)1',
P ..
I D
I .

I :E
r. II'
P·CLV' A
..KCI;Jl:
IF! 'Nr.T'£A
ill!:IJ '
FP
I
c
It lIi'
P(ILV' n ... A, FAC;
IP IfwTl:A
TMEN'
AC'DR
.. IFALSE':JJ
.. J
F
! l'
Er!
b I
95x575
142x575
.. KCI,~l'PLUS'KC%.JJl:·
POST[1,K]!FLUS'TPOST[1,J]
ICI: IF REMAINDER=0 AND COL JJ TO COL R 'Ci
IEND;

iPROC'SHITHFORM=('PFIN[],J]POLY'K,PRE,POST)
: BEGIN
: INT[]!1'UPB'K[]+2'UPB'K,ORD[]+K[]INH]
: IBOO'FACTOR,RESTRT+!TRUE',CHANGE+ZERO:
: RST: FOR'R'TD'ORD'DO'
: BEGIN
: FACTOR+!FALSE'
: 'WHILE'NOT'FACTOR'DO'
: BEGIN
: LSTLEG(K,PRE,POST,R,ZERO,CHANGE)
: (ZERO)GOTOXIT):
: (RAI AND RESTRT]RESTRT+FALSE'; GOTO]IRST):
: FACCHECK(K,POST,R,FACTOR)
: 'END!;

XIT: (RATIPRC("",37);PRS("FULL POLYNOMIAL EQUIVALENCE NOT FOUND");
PRC("",37);NL(3))
IEND;

iPROC'DET=(J]POLY'K)POLY'!
FINDS THE DETERMINANT OF A POLYNOMIAL MATRIX BY EXPANSION ALONG THE
FIRST ROW AND RECURSION FOR LOWER ORDER DETERMINANTS

iBEGIN
: BEGIN
: INT[]!1'UPB'K:
: POLY'DTR!:
: P[0,DTR!]@[0,0,0]3'REAL!:
: (P[3]'DTR!]@0,0]0,0;)
: REAL'SIGN+1,0;
: IF! N>2
: THEN!
FOR 'I' TO 'N' DO
  BEGIN
    [1: 'I' = 1; 'I' -= 1] POLY'SL:
    IF 'I' THEN
      SL + K[2: 'I' = 1; 'I' = 1]
    ELSE 'I' THEN
      SL + K[2: 'I' = 1; 'I' -= 1]
    ELSE 'I' THEN
      SL[1: 'I' = 1] + K[2: 'I' = 1; 'I' = 1]
      SL[1: 'I' = 1] + (2: 'I' = 1; 'I' = 1]
    IF 'I' THEN
      NOT(K[1: 'I' [+ INT'SUBST(PLUS(K[1: 'I'] - DEF(SL) * SIGN))])
      SIGN := SIGN
    END
    ELSE
      N = 1
    IF 'I' THEN
      DTRM + K[1: 'I']
    ELSE 'I' THEN
    IF 'I' THEN
      DTRM
    END
  END;

PROC 'INNER' := ('REF'[ 'I' ] POLY 'K'):
  IC
  FINDS THE INNER SQUARE OF A MATRIX
  IC
  BEGIN
    N = 1 + 1 UEP 'K';
    T = 2: 'I' = 1; 'I' = 1]
    K + 'IN;
  END;

PROC 'SUBRES' := ('REF'[ 'I' ] POLY 'K', 'POLY A, B'):
  IC
  FINDS THE SUBRESULTANT OF THE BIGRAGIEN DI MATRIX USED IN FINDING THE
  GREATEST COMMON DIVISOR
  IC
  BEGIN
    DA, DB, DF [DA, A], DF [DB, B];
    N = 1 + 1 UEP 'K', NN + (DA[1] + DB[1] - NN) / 12
    T = 1: 'I' = 1]
    POLY'SBRS + K;
    POLYS;
    POF'S[0, 0] = 'REAL';
    POF'S[0] = {0, 0, 0, 0, 1};
    IF (DB[1] = NN) THEN
      SBR'S[1: 'I' = 1; 'I' = NN + 1, N] = A;
      ((DB[1] = NN) > 1) FOR 'I' FROM 'I' = DB[1] = 1 TO 'I' = NN + 1 DO
      SBR'S[1: 'I' = 1; 'I' = NN + 1, N] = S * SBR'S + 1, N]
    IF 'I' THEN
      (DA[1] = NN) > 0
    THEN
      SBR'S[1: 'I' = 1; 'I' = NN + 1, N] = A;
      ((DA[1] = NN) > 1) FOR 'I' FROM 'I' = DA[1] = 1 TO 'I' = NN + 2 DO
      SBR'S[1: 'I' = 1; 'I' = NN + 1, N] = S * SBR'S + 1, N]
    IF 'I' THEN
      K = SBR'S
    END;

PROC 'VAR' := ('REF' 'POLY A');
  IC
  END;
CHANGES THE VARIABLES OF A POLYNOMIAL AROUND S TO Z & Z TO S

BEGIN
DEG(DA, DB) =
POLY'B;

FOR I FROM 0 TO J DO C:

END;

PROC VARCH=('REF', 'POLY', K):

CHANGES THE VARIABLES OF A POLYNOMIAL MATRIX

BEGIN
INT K = 1 UPB K = 2 UPB K;
FOR I TO J DO

VAR(K[I, J])

END;

PROC GCDO=('POLY', A1, B1, 'POLY',):

FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS IN ONE

BEGIN
POLY'A = A1, B = B1, Q;

BEGIN

END;

PROC GCDD=('POLY', A1, B1, 'POLY',):

FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS USING THE

BEGIN
POLY'A = A1, B = B1;

BEGIN

END;

PROC FACTOR('CONTENT', 'CHECK', 'CONT A', 'CONT B', 'DUMMY'):

IF 'FACT' = 'FALSE' THEN:

BEGIN

END;

'FACT' = 'TRUE';

PROC FACTOR('CONTENT', 'CHECK', 'CONT A', 'CONT B', 'DUMMY'):

IF 'FACT' = 'FALSE' THEN:

BEGIN

END;
**(A)**

```plaintext

'C1

REMOVE CONTENT OF A & B AND FIND GCD(CONT(A), CONT(B))

'C1

'BCI ZERCA = TRUE, ZERCC = TRUE;

'FCR: I FROM 0 TO DB[1] DO

'BEGIN

*POF CHECK = 0; TO = DA[2]1 REAL;

*POF CHECK* = ZERCA*CONT* + CHECK;

*ZERCA = TRUE;

CONT* = GCD(CONT, CHECK);

'END;

'C1

FINDS CONTENT OF A = CONTA

'C1

'FCR: I FROM 0 TO DB[1] DO

'BEGIN

*POF CHECK = 0; TO = DB[2]1 REAL;

*POF CHECK* = ZERCONTR = CHECK;

*ZERCONTR = FALSE;

CONTB* = GCD(CONTB, CHECK);

'END;

'C1

FINDS CONTENT OF B = CONTB

'C1

A = A/CONT AD [DA; A];

B = B/CONTB/DF DB, [B];

CONTENT = GCD(CONTA, CONTB);

'C1

SETS UP THE BIGRADIANT MATRIX

'C1

'FCR: I TO DB[1] DO

'FOR* J FROM 0 TO DA[1] DO

*POF DUMY = 0; DUMY * DA[2]1 REAL;

'FOR* I FROM [0 TO DA[2] DO

*POF DUMY = (DA[1] - J, L];

BIRAD[I + J, X DUMMY];

'FCR: I TO DA[1] DO

'FOR* J FROM 0 TO DB[1] DO

*POF DUMY = (0; 0; 0, DB[2]1 REAL;

'FOR* I FROM [0 TO DB[2] DO

*POF DUMY = (DB[1] - J, L];


'IF! ED (BIRAD)

'THEN

'BEGIN

'REDUCT THE BIGRADIANT TO FIND THE SUB-RESULTANT

'REDUCT THE GREATEST COMMON DIVISOR

'C1

'BOOL RUN = TRUE, EQUAL = FALSE;

'WHILE! RUN DO

'BEGIN

'POLY DTRM;

'IF! 'UPB' BIRAD = 2

'THEN

'FUL = FALSE; DTRM = DET (BIRAD);

'(EDTRM 1 EQUAL = TRUE)

'FALSE;

'EXPR (BIRAD); DTRM = DET (BIRAD);

'(NOT 'EDTRM 'RUN = FALSE)
```

---

**(B)**

Given the code in **(A)**, we can analyze the process to find the greatest common divisor (GCD) of two polynomials, `A` and `B`, and check if they are equal, as well as the sub-resultant, which is used to reduce the bigradient matrix. The code performs the following steps:

1. **Initialization**: It starts by declaring variables such as `DA`, `DB`, `CONT`, `CHECK`, `ZERCA`, `ZERCC`, `POLY`, `DTRM`, `UPB`, `BIRAD`, and `EDTRM`. It also sets boolean variables `RUN` and `EQUAL`.

2. **GCD Calculation**: It calculates the GCD of `CONT(A)` and `CONT(B)` using a loop from 0 to `DB[1]` for `A` and from 0 to `DB[2]` for `B`, updating `CHECK` and `CONT` accordingly.

3. **Content Finding**: It finds the content of `A` and `B` using loops from 0 to `DB[1]` for `A` and from 0 to `DB[2]` for `B`, updating `DUMY` and `BIRAD` matrices.

4. **Determinant Calculation**: It calculates the determinant of the bigradient matrix using loops and boolean conditions.

5. **Resultant Reduction**: It reduces the bigradient matrix using a loop and checks if `UPB` equals 2, updating boolean variables `FUL` and `DTRM` as necessary.

This process is fundamental in algebraic geometry and computational algebra, particularly in the study of polynomial systems and their solutions.
I N

S U P R E S ( R I C H A R D , A T P ) ;
F A C T O R + = T E T ( P I C H A R D ) ;
( E Q U A L / F A C T O R + A ) ;
'C ' " R E M O V E CLEAN TIER OF F A C T O R + C " ;
D F ( D F A C . F A C T O R ) ; Z E R O + + T R U E ;
'F O R ' ( F K O I ' 0 ) + T O ' D F A C [ 1 ] ' D O ' :
( R E G I T ) ;
P ( O F ) C H E C K + [ ( 0 , 0 , C : D F A C [ 2 ] ] ' R E A L ' ;
( P ( O F ) C H E C K ) [ 0 , 1 ] + ( P ( O F ) F A C T O R ) [ 1 , 1 ] ;
C H E C K + + C H E C K ;
( N O T = C H E C K ] ; Z E R O + + C O N T A + + C H E C K ; Z E R O + + F A L S E )
C O N T A + + G C D ( C O N T A , C H E C K )
E N D ' ;
F A C T O R + F A C T O R / C O N T A
E N D ' ;
'E L S E ' ;
C ' C O M M O N F A C T O R I S U N I T Y ' C ' ;
( P ( O F ) F A C T O R ) [ 0 , 0 ] + 1 . 0
E L S E ' ;
F A C T O R + + ( D I M = 0 I A G C D ( A , B ) )
H I S ;
( D I F = 2 ) ( F A C T O R / T I M E S ) ' C O M T E N T ) ;
( C H I N [ F A C T O R ] ) ;
D F ( D F A C , F A C T O R ) ;
F I ' ;
F A C T O R ;
F I N D ' ;
( P R O C ' S M I T H ' = [ P E F ] [ I ] , P O L Y [ K ] ) ;
M A T R I X K O F D I M E N S I O N S H = N
C ' R E G I T ' ;
I N T ' = 1 P O L Y [ K ] ; H = 2 U P R [ K , C R D ] + K + ( 1 ) ; L A 1 + 0 ; L B 1 + 0
[ 1 , 1 ] # 1 ' I N ' P O L Y [ 1 ] + K 1 + K 2 + K 3 + K 4
[ 1 , 1 ] # 1 ' I N ' P O L Y [ P R E ] , P R E 1 , C L E A N [ P R E ]
[ 1 , 1 ] # 1 ' I N ' P O L Y [ P O S T ] , P O S T 1 , C L E A N [ P O S T ]
( P O L Y / U N I T ) [ 1 0 , 0 ] + 1 . 0
( F O R ' I ' T O ' I ' D I C ) P R E [ I ] + U N I T
( F O R ' I ' T O ' I ' D I C ) P O S T [ I ] + U N I T
P R E + + P R E 1 + P O S T 1 + P O S T 1
( V A R C H ( K 1 ) ) ;
( R O L L / R A T = + F A L S E ) ;
S M I T H F O R I ' ( K , P R E , P O S T ) ;
I F ' R A T ' H E N ' ;
B E G I N ' ;
P R S ( " P R E = M U L T I P L Y I N G E Q U I V A L E N C E M A T R I X " ) ; P R C " - " , 3 4
P R I N T P O L Y [ X ] ( P R E ) ;
P R S ( " D E T E R M I N A N T ( P R E ) " ) ; P R C " - " , 1 6
P R I N T P O L Y ( D E T ( P R E ) ) F P C ( " + ", 6 0 ) / N L ( 1 )
P R S ( " P O S T = M U L T I P L Y I N G E Q U I V A L E N C E M A T R I X " ) ; P R C " - " , 3 5
P R I N T P O L Y [ M A T ] ( P O S T ) ;
P R S ( " D E T E R M I N A N T ( P O S T ) " ) ; P R C " - " , 1 7
P R I N T P O L Y ( D E T ( P O S T ) ) F P C ( " + ", 6 0 ) / N L ( 1 ) ;
PRES("SMITH FORM OVER R[z][S]"; PRC(""", 23));
PRINTPOLYMX(K1);

PRES("PRE * K * POST"; PRC(""", 14));
K3 = PRE * K * POST1;
PRINTPOLYMX(K3);
NL(4); PRC(""", 33); PRES("SEARCH FOR SMITH FORM OVER R[z,S]"; PRC(""", 33); NL(2);
RAT = FALSE;

SMITHFORM(K1, PRE1, POST1);
VARCH(PRE1); VARCH(POST1); VARCH(K1);
PRES("PRE-MULTIPLYING EQUIVALENCE MATRIX"; PRC(""", 34));
PRINTPOLYMX(PRE1);
PRES("DETERMINANT(PRE)"; PRC(""", 16));
PRINTPOLY(DET(PRE1)); PRC(""", 60); NL(1);
PRES("POST-MULTIPLYING EQUIVALENCE MATRIX"; PRC(""", 35));
PRINTPOLYMX(POST1);
PRES("DETERMINANT(POST)"; PRC(""", 17));
PRINTPOLY(DET(POST1)); PRC(""", 760); NL(1);
IF RAT THEN

FOR I TO ORD DO 
  K[I, I] = GCD(K[I, I], K[I+1, I]);
END;
PRES("CALCULATED SMITH FORM OVER R[z,S]"; PRC(""", 33));
PRINTPOLYMX(K1);

ELSE

PRES("PRE-MULTIPLYING EQUIVALENCE MATRIX"; PRC(""", 34));
PRINTPOLYMX(PRE);
PRES("DETERMINANT(PRE)"; PRC(""", 16));
PRINTPOLY(DET(PRE)); PRC(""", 60); NL(1);
PRES("POST-MULTIPLYING EQUIVALENCE MATRIX"; PRC(""", 35));
PRINTPOLYMX(POST);
PRES("DETERMINANT(POST)"; PRC(""", 17));
PRINTPOLY(DET(POST)); PRC(""", 760); NL(1);
PRES("CORRECT SMITH FORM OVER R[z,S]"; PRC(""", 30));
PRINTPOLYMX(K1);
K3 = PRE * K * POST1;
PRINTPOLYMX(K3);

IF THEN

PROCEDURE SMITH = 'VOID';
ELSE

RUNS THE SMITH FORM ALGORITHM
READ THE INITIAL POLYNOMIAL MATRIX K
BEGIN
READ IN THE INITIAL POLYNOMIAL MATRIX K
END;
READ(X); 
[1,11] POLY'X; 
READPOLY'X(K); 
SP(13); PRS("SSSSS M I:III TTTTT H H A"); 
SP(15); PRS("S MM III: I T H H A A"); 
SP(13); PRS("SSSSS F M H. I T HHHHH AAAAA"); 
SP(15); PRS(" S H I T H H A A"); 
SP(13); PRS("SSSSS M I:III T H H A A"); 
NL(3); PRS("=";20); PRS("TOLERANCE SET=1.02-6")PRC("=";20); NL(2); PRC("=";37); PRS("INITIAL POLYNOMIAL MATRIX OVER R[S,Z]")PRC("=";37); 
PRINTPOLY'X(K); 
QUIT(K); 
NL(5); PRS("A",60); PRS("S",60) 
END;
APPENDIX C

PROGRAM LISTINGS

THE SMITH FORM ALGORITHM FROM THE DEFINITION
**FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS USING THE SYLVESTER MATRIX OR EIGENVECTORS**

**PROC: GCD = ('POLY' A1, S1) 'POLY';**

**IC**

**BEGIN**

**POLY' A = A1; P = 1;**

**DEG (DA, DF, DC) DF (DA, A); DF (0, 0);**


**IF DIM = 3; DIV (A); DIV (B); IF (DA, A); DF (0, 0); S1 = TRUE; S1 = DIM = 1;**


**CLEAR 'BIGRAD;**

**POLY FACTOR, CONTENT, CHECK, CONTENT, Dummy;**

**IF S1 OR F**

**THEN**

**IC**

**GREATEST COMMON DIVISOR IS ZERO IC;**

**CLEAR FACTOR**

ELSE

**IF DIM = 0**

**THEN**

**IF DIM = 2**

**THEN**

**IC**

**REMOVE CONTENT OF A & B AND FIND GCD (CONT A, CONT B);**

**IC**

**BOOL 'ZERO' = TRUE; ZEROR = TRUE;**

**FOR I FROM 0 TO DA[1] DO**

**BEGIN**

**IF CHECK [0, 0, DA [2]] REAL;**

**IF (CHECK [I, O]) [ , [ (OF A) ]]; CHECK = CHECK;**

**IF (CHECK I, ZEROR) [ , CONTENT = CHECK; ZEROR = FALSE;**

**CONT A = GCD (CONT A, CHECK);**

**END;**

**IC**

**FINDS CONTENT OF A = CONT A**

**IC**

**FOR I FROM 0 TO DB [1] DO**

**BEGIN**

**IF CHECK [0, 0, DB [2]] REAL;**

**IF (CHECK [I, O]) [ , [ (OF B) ]]; CHECK = CHECK;**

**IF (CHECK I, ZEROR) [ , CONTENT = CHECK; ZEROR = FALSE;**

**CONT B = GCD (CONT B, CHECK);**

**END;**

**IC**

**FINDS CONTENT OF B = CONT B**

**IC**

**A + A / CONT A; DF (DATA);**

**B + B / CONT B; DF (DR);**

**CONTENT = GCD (CONT A, CONT B);**

**IF S1**

**FOR I TO DA[1] DO**

**FOR J TO DB[1] DO**

**BEGIN**

**IF (DF (S1), DF (DA[2])); REAL;**

**IF (OF LD); DF (DA[2]); NO**

**(OF Dummy [0, 0]) (OF A) [DA[1] - J, I];**

**BIGRAD [I, J, Z Dummy];**

**END;**
SETS UP THE BIGRADI A NT M A T R I X

BEGIN
 DOG! RUN = TRUE, EQUAL = FALSE;
 WHILE RUN DO
 BEGIN
 POLY DTRH;
 IF UPR BIGRAD = 2
 THEN
 RUN = FALSE; DTRH = DET (BIGRAD);
 (EDTRH = EQUAL = TRUE);
 ELSE
 INTER (BIGRAD); DTRH = DET (BIGRAD);
 (HIT = EDTRH; RUN = FALSE)
 END;
 FACTOR = DET (BIGRAD);  
 EQUAL = FACTOR = 4
 END;
 PEDUCES THE BIGRADI A NT TO FIND THE SUB-RESULTANT
 AND SO THE GREATEST COMMON DIVISOR
 IF
 ELSE
 COMMON FACTOR IS UNITY
 IF
 "OFACTOR = [0,0,0] + 1.0
 "OFAC (DIM = 2) FACTOR TIMES CONTENT;
 (CHIVAR (FACTOR)):  
 DF (DFAC, FACTOR);  
 HONIC FACTOR
 IF
 FACTOR
 END;
 PROCISEARCHCOMB = ([INT N R] [1], [INT I];
 EVALUATES ALL THE COMBINATIONS OF R ELEMENTS FROM N ELEMENTS
 IN A SET ORDER STARTING WITH (1,2,...,R)
 AND FINISHING WITH (N-R+1,N-R+2,...,N);
LIST[I]+=C
FOR J FROM 2 TO N+1 DO
BEGIN
IF C[I,J]=0 THEN
WHILE C[I,COUNT]+C[I,DUMMY]=COUNT DO COUNT+PLUS 1;
C[I,COUNT]+PLUS 1;
DUMMY=C[I,COUNT]+1;
FOR J FROM 2 TO N+1 DO
(C[I+1,DUMMY]+DUMMY)+PLUS 1);
COUNT+0
ELSE
C[I,COUNT]+PLUS 1;
IF
LIST[I]+=C
END;

PROC DTRI=([] INT RH,CH,CI,CH,[[]); POLY MINN, K, RE[[]]; POLY intuition):
IC!
FINDS THE DETERMINANTS OF ALL THE N+1 TH ORDER MINORS BY EXPANSION ALONG THE FIRST ROW AND USE OF THE PREVIOUSLY CALCULATED DETERMINANTS OF ALL THE N TH ORDER MINORS
IC!
BEGIN
INT RH+1+UPB+MINNINC-2+UPB+MINNINC+1+2+UPB+MINNINC
N+2+UPB+R,C,II, JJ;
INT ROW;
INT ROW, COL;
POLY A;
REAL SIGN=1.0;
FOR I TO N+1 DO
FOR J TO N+1 DO
BEGIN
'IC!
CONSIDER THE MINOR CORRESPONDING TO THE I TH SET OF ROWS AND THE J TH SET OF COLUMNS
EXPAND ALONG THE FIRST ROW OF THE MINOR USING THE LOWER ORDER MINORS DEFINED BY RH;CH,MINN
'IC!
CLEAR A;
SIGN=1.0;
ROW=RHI[I]+Z:N+1;R=RHI[I]+1,111
RUN=TRUE;
FOR I TO N+1 WHILE RUN DO
IC!
FIND THE CORRESPONDING ROW SET
ROW=RHI[MINN];RUN=FALSE;MINN+1;
FOR I TO N+1 DO
BEGIN
C+CH[I,JL];
L=1 COL=CH[I,J,2:N+1];
I=1:N-1 COL=CH[I,J,4:N1]
COL[I]=L-1+CH[I,J,1,L-1];COL[MINN]+=CH[I,J,L]+1;
RUN=TRUE;
FOR J+1+CH[I] WHILE RUN DO
IC!
FIND THE CORRESPONDING COLUMN SET
(COL=CH[I]);RUN=FALSE;JJ=L-M;
A=PLUS (K[R,C]+MINN[I,J]+J)+SIGN;
SIGN=SIGN
END
END;
IEND1;

IPROC:SMITH=(,REF:[]()POLY:K); IC
MAIN PROCEDURE TO FIND THE DETERMINANTAL DIVISORS OF A POLYNOMIAL MATRIX K OF DIMENSIONS HxN IC
BEGIN
INTK+1,UPB:K, #2,UPB:K,ORD[],H:M[1][1],ROW:COL;
BOOL:RANK[]=TRUE1;
INTN,[1:O:FLEX,1:O:FLEX[]]INTN,CH,RN1,CH[];
INT[N,1:O:FLEX,1:O:FLEX[]]POLYN,N,MIN1[];
INTN,1:O:FLEX,1:O:FLEX[]]POLY:K,TRUE1;
BEGIN
IF:TRUE1;
RESET[];
BEGIN
IF:FALSE1;
ZERO[]=TRUE1;
MINN1=M[1][1];
RN=M[1][1];CN=M[1][1];
IF:TRUE1;
THEN
MINN1[]=TRUE1;
BEGIN
ROW[]=UPB:MINN1;
COL[]=UPB:MINN11;
FOR:TO:ROW[]WHILE[]NOT:UNIT[]DO
FOR:TO:COL[]WHILE[]NOT:UNIT[]DO
BEGIN
IF:NOT[]ZERO1;
THEN
IF:TRUE1;
THEN
MINN1[]=MINN1[],J1;DETFA[]GCD[DETFA,MINN1][1][1];
OTHERWISE
MINN1[]=MINN1[],J1;DETFA[]=MINN1[],J1;ZERO[]=FALSE1;
END
IF:FALSE1;
THEN
RANK[]=FALSE1;
BEGIN
IF:FALSE1;
BEGIN
IF:TRUE1;
THEN
FOR:TO:ROW[]DO
FOR:TO:COL[]DO
MINN1[],J1=MINN1[],J1;DETFA[];
'IC! REMOVE THE R TH ORDER DETERMINANTAL DIVISOR 'C

DETFACT' TIMES DETFACT

'FI!:

'IC! DETFACT=POLY"DETFACT:

PROC("=").9); PRSI("ORDER="); PROC("=".9):

NL(2); PRSI("DETERMINANTAL DIVISOR") PROC("=".21):

PRINTPOLY(DETFAC);

NL(2); PRSI("INARIANT POLYNOMIAL") PROC("=".20):

PRINTPOLY(DETFAC); PROC("=".96); NL(3):

K1[.R]+DETFAC

'FI!:

'END!:

K+1

'END!:

PROC('RUNSHITH='VOID';

'RUNS THE SMITH FORM ALGORITHM

READING IN THE INITIAL POLYNOMIAL MATRIX K OF DIMENSIONS MxN

'REBEGIN!

'RED!

'READ IN THE POLYNOMIAL MATRIX K

'READ((MxN));

'14;1]]'POLY'K1

READPOLYMX(K):

SP(16); PRS("SSSSS M M III TTTTT H H");

SP(16); PRS("S MN MN I T H H");

SP(16); PRS("SSSSS M M M I T H H H");

SP(16); PRS("S M M I T H H");

NL(3); PROC("=".25); PRS("INITIAL POLYNOMIAL MATRIX") PROC("=".25);

NL(2); PRSI("NO. OF ROWS="); M;

PRSI("NO. OF COLS="); N;

PRSI("MAX POSSIBLE RANK="); (MxN)); NL(2):

PRINTPOLYMX(K):

SMITH(K):

NL(5); PROC("S",60)

'END!:

additional code

NL(1)

'KEEP': POLY", DEG", DF,"E", "CLEAR", REDH,

"*/", "PLUS", "MINUS", TIMES

= READPOLYMX NL SP; PROC; PRS; PRSI; PRINTPOLY; PRINTPOLYMX; POLYID;

INNER, SUBRES, VAR, GCD, SEARCHCONJUNCT, SMITH, RUNSHITH.

'FINISH! 

****
APPENDIX D

PROGRAM LISTINGS

POLYNOMIAL OPERATORS AND THE SMITH FORM ALGORITHM

OVER $\mathbb{R}[s,z]$ OR $\mathbb{R}(z)[s]$
PROC DF = ('REF' 'DEG' 'D', 'POLY' 'A');
    IC! FINDS THE DEGREE OF A POLYNOMIAL IC!
    BEGIN
        INT'D1 + 1 UPP'P' OF 'A', D2 + 2'UP'6'P' OF 'A',
        L1 = 1 ILB 'P' OF 'A', D2 + 2'UP'6'P' OF 'A', (D1, L1, LB = 0, LT = 0);
    END;

PROC POLY = STRUCT('C', 'C', 'FLEX', 'D', 'C', 'FLEX', 'J', 'REAL', P);

PROC DEG = 'INT' 'I';

PROC DUP': Y;

PROC IE = FALSE;

PROC CR = TRUE;

FOR I = 0 TO 'D' - 1 DO
    WHILE 'RUN' DO
        BEGIN
            I = (R = 'D' - 1) I 'J' + 'I';
            WHILE 'J' = 'D' - 1 AND 'J' = 'L' AND 'RUN' DO
                ('ABS' (P 'OF' 'A') [1, 'J'] > 1, 'D' = '6' 'RUN' = FALSE) 'IJ' 'PLUS' 'J' 'MINUS' 'I';
        END;
    END;

IFOR I = 0 TO 'L' + 1 'WHILE' 'RUN' DO
    ('ABS' (P 'OF' 'A') [1, 'L'] > 1, 'C' = '6' 'RUN' = FALSE) 'IL' = 'L';

('LT' 'LB' 'LT' 'LB');

IC!

D[1] = UPPER Bound of the FIRST VARIABLE
D[2] = UPPER Bound of the SECOND VARIABLE
D[3] = LOWER Bound of the FIRST VARIABLE
D[4] = LOWER Bound of the SECOND VARIABLE
D[5] = Position of the LEADING Coefficient
D[6] = Position of the LEADING Coefficient IF RATIONAL
D[7] = Range of the POLYNOMIAL Coefficient IN Z of the HIGHEST TERM IN S

IC!

D1 = 0, 'D' = 0, 'L' = 0, 'J' = 'L', 'LT' = 'LB';
END;

IFOR I = 0 TO 'D' - 1 'DO'
    ('ABS' (P 'OF' 'C') [1, 'D'] > 1, 'D' = '6' 'COL' = FALSE);
\[
(D[2]) = 0; \text{COL[1]} = \text{FALSE};
\]
\[
(\text{COL[2]}) = \text{MINUS 1};
\]
\[
\text{END};
\]
\[
(D[4]) < \text{COL[1]} = \text{TRUE};
\]
\[
\text{WHILE} \text{COL[1]} = \text{DC};
\]
\[
\text{BEGIN};
\quad \text{FOR} \quad I = 0 \text{ TO } D[1]; \text{DO};
\quad (\text{AES}(\text{P[1:OF:C]}[I,D[4]]) > 1, \text{OR} = 6; \text{COL[1]} = \text{FALSE};)
\quad (\text{COL[1]} = \text{PLUS 1});
\quad (D[4] = 0; \text{COL[1]} = \text{FALSE});
\quad \text{END};
\]
\[
\text{IC}! \quad \text{TRIMMED THE COLUMNS } \text{IC}!
\]
\[
\text{WHILE} \text{ROW[1]} = \text{DO};
\]
\[
\text{BEGIN};
\quad \text{FOR} \quad I = 0 \text{ TO } D[2]; \text{DO};
\quad (\text{AES}(\text{P[1:OF:C]}[D[3],J]) > 1, \text{OR} = 6; \text{ROW[1]} = \text{FALSE};)
\quad (\text{ROW[1]} = \text{MINUS 1});
\quad (\text{ROW[1]} = \text{PLUS 1});
\quad (D[3] = 0; \text{ROW[1]} = \text{FALSE});
\quad \text{END};
\]
\[
(D[3]) < \text{ROW[1]} = \text{TRUE};
\]
\[
\text{WHILE} \text{ROW[1]} = \text{DO};
\]
\[
\text{BEGIN};
\quad \text{FOR} \quad I = 0 \text{ TO } D[2]; \text{DO};
\quad (\text{AES}(\text{P[1:OF:C]}[D[3],J]) > 1, \text{OR} = 6; \text{ROW[1]} = \text{FALSE};)
\quad (\text{ROW[1]} = \text{MINUS 1});
\quad (D[3] = 0; \text{ROW[1]} = \text{FALSE});
\quad \text{END};
\]
\[
\text{IC}! \quad \text{TRIMMED THE ROWS } \text{IC}!
\quad \text{P[1:OF:C]}[D[3]:D[71]:AT[1]:D[3]:D[4]:D[2]:AT[D[4]]];
\quad \text{BEND};
\]
\[
\text{IC}! \quad \text{OP[1]} = \text{CLEAR[1]} = (\text{REF[1]}; \text{POLY'A}); (\text{CLEAR[1]}; \text{P[1:OF:'A]})
\]
\[
\text{IC}! \quad \text{PROC[1]} = \text{REDIM[1]} = (\text{REF[1]}; \text{POLY'A}); \text{DIM[2]:LZ};
\]
\[
\text{IC}! \quad \text{RE-DIMENSIONS A POLYNOMIAL TO ACCEPT MORE COEFFICIENTS}
\]
\[
\text{IC}! \quad \text{BEGIN};
\quad \text{IDEG'}[D];
\quad \text{DF[0]:A}];
\quad \text{POLY'B}];
\quad \text{P[1:OF:C]}[D[1]:D[2]:D[2]:REAL];
\quad \text{CLEAR[1]};
\quad (\text{P[1:OF:C]}[D[1]:D[2]:D[2]:\text{P[1:OF:'A]})
\quad \text{P[1:OF:C]}[D[1]:D[2]:D[2]:\text{REAL];
\quad A = B
\quad \text{BEND};
\]
\[
\text{IC}! \quad \text{OP[1]} = (\text{REF[1]}; \text{POLY'A}; \text{POLY'B}) \text{POLY'}
\]
\[
\text{IC}! \quad \text{OPERATOR FOR THE DIVISION OF TWO POLYNOMIALS } A/B \text{ DELIVERING A}
\quad \text{QUOTIENT POLYNOMIAL AND ALTERNATING POLYNOMIAL A TO BE THE REMAINDER}
\]
\[
\text{IC}! \quad \text{BEGIN};
\quad \text{INT[1]:LOW, DEG', J, H']L;
\quad \text{REAL[1]C};
\quad \text{IDEG'}[D]:D[B, D];
\quad \text{DF[0]:A];DF[0]:B];
\]
`POLY1` is a function that performs polynomial multiplication. It takes two polynomials as inputs and returns their product. The function uses a loop to carry out the long division and multiplies the polynomials according to the specified algorithm.

The code snippet provided contains the implementation of the polynomial multiplication function. It uses several variables and functions to perform the multiplication. The key elements of the code include:

- The function call `POLY1` which takes two polynomials as inputs and returns their product.
- The loop structure used to carry out the long division.
- The use of variables such as `A`, `DB`, `J`, `Q`, and `DA` to store intermediate results.
- The conditional statements to check the termination conditions of the loop.

The code is designed to handle the multiplication of two polynomials efficiently, utilizing a combination of loops and conditional checks to ensure the correct execution of the multiplication process.
PLC~LPNv:IDoCr~[Jl.o~~3':f,Ar1l+or!1l,Dat41:DA[2]+DB[2]!REAL!:
'CLEAR!;PROD:
'FOR i FROM ID[3] TO ID[1] DO:
'FOR k FROM ID[3] TO ID[1] DO:
(pOF.PIR)[J+H,J-L] PLUS
(pOF.A)[I,J]*(PIF.R)[H,L]
'FI!;
XPROD
IEND;

iOP'=(POLeA,REAL,MC)!POLY:
IC! MULTIPLIES A POLYNOMIAL A BY A CONSTANT IC IC!
!BEGIN!
POLY!+A:
IDE'G(D,E):
'FOR i FROM ID[3] TO ID[1] DO:
(pOF.B)[I,J] TIMES IC;
%B
IEND;

iOP'=(POLeA,B)!POLY:
IC! ADDS TWO POLYNOMIALS A*B IC!
!BEGIN!
IDE'G(D,A): B
DF(DA,A) DF(DB,B):
SINT! DEG1*DEG2 LOW1*LOW2:
!POLY'SUM:
P!OF'SUM=(LOW1 DEG1 LOW2 DEG2)!REAL!:
CLEAR! SUM:
'FOR i FROM ID[3] TO ID[1] DO:
(pOF'SUM)[I,J] +(PIF.A)[I,J]
'FOR i FROM ID[3] TO ID[1] DO:
(pOF'SUM)[I,J] PLUS (PIF.B)[I,J];
%SUM
IEND;

iOP'=(POLeA)!POLY:
IC! HOMADIC MINUS IC!
!BEGIN!
POLY!-B:
IDE'G(D)
DF(D,A):
P!OF'R=[D[3]:D[1], D[4]:D[2]]!REAL!:
'FOR i FROM ID[3] TO ID[1] DO:
(pOF.B)[I,J]rimpOF.A)[I,J];
%B
IEND;

iOP'=(POLeA,B)!POLY:

IC! SUBTRACTS TWO POLYNOMIALS A-B

REGT;
DEG1, DB;
DF(DA, A) = DF(DB, B);
INT! = DEG1, DEG2, LOW1, LOW2;
LOW1 = (DA[3]) OR [3] = (DA[31] OR [3])
LOW2 = (DA[4]) OR [4] = (DA[41] OR [4])
POLYDIFF:
POLYDIFF = (LOW1, DEG1, LOW2, DEG2) ! REAL;
CLEARDIFF;
FOR I FROM DA[3] TO DA[1] DO:
    (POLYDIFF[I, J] += (POLYA)[I, J]);
END;

XDIFF;

IOP'PLUS' = (REF! POLYA, POLYB) (A + B)

IOP'MINUS' = (REF! POLYA, POLYB) (A - B)

IOP'TIMES' = (REF! POLYA, POLYB) (A x B)

IOP'TIMES' = (REF! POLYA, REALMC) (A x MC)

IOP'CLEAR' = (REF!, POLYPH)

IC! CLEARS A POLYNOMIAL MATRIX

REGT;
INT! = 1 UPBI PH, N = 2 UPBI PH;
POLYZERO; CLEARZERO;
FOR I TO N1 DO:
  FOR J TO N1 DO:
    PH[I, J] = ZERO;
END;

PROD;

IC! MULTIPLIES TWO POLYNOMIAL MATRICES

REGT;
INT! = 1 UPIK1, N = 2 UPIK2, N = 1 UPIK2, N2 = 2 UPIK2;
N1 = K1, N2 = K2;
PROD;
CLEARPROD;
IF N1 = K2
  THEN
    FOR I TO N1 DO:
      FOR J TO N2 DO:
        FOR K TO N1 DO:
          PROD[I, J] += PM[I, K1, K2, J];
    END;
  END;

IEND;

END;

IEND;
\[ \text{PROC} \text{READPOLY}x = (\text{REF}[], \text{POLY}^K); \]
\[ \text{IC!}\text{ INPUTS A POLYNOMIAL MATRIX IC!} \]
\[ \text{BEGIN} \]
\[ \text{INT}^\text{I} = \text{UPR}k; \text{INT}^\text{I} + 2 = \text{UPR}k; \]
\[ \text{FOR}\text{I} = \text{TO} \text{M} \text{DO} \]
\[ \text{FOR}\text{J} = \text{TO} \text{N} \text{DO} \]
\[ \text{BEGIN} \]
\[ \text{INT}^\text{I} = \text{DEG} 1, \text{DEG} 2; \]
\[ \text{READ}((\text{DEG} 1, \text{DEG} 2)); \]
\[ \text{PROF}k[1][1] = (\text{DEG} 1, \text{DEG} 2) \text{REAL}; \]
\[ \text{READ}((\text{PROF}k[1][1])); \]
\[ k[1][1] = k[1][1]; \]
\[ \text{IC!} \]
\[ \text{ENSURES THAT THE INPUTTED POLYNOMIAL IS OF LOWEST FORM} \]
\[ \text{IC!} \]
\[ \text{END!} \]

\[ \text{PROC} \text{NL} = (\text{INT}^\text{IN}) \text{ (FOR}\text{I} = \text{TO} \text{N} \text{DO} \text{NEWLINE(} \text{STAND OUT})}); \]

\[ \text{PROC} \text{SP} = (\text{INT}^\text{IN}) \text{ (FOR}\text{I} = \text{TO} \text{N} \text{DO} \text{SPACE(} \text{STAND OUT})}); \]

\[ \text{PROC} \text{PRC} = (\text{CHAR}^\text{C}?) \text{INT}^\text{IN}) \text{ (FOR}\text{I} = \text{TO} \text{N} \text{DO} \text{PRINT(C)} \text{NL(1))}; \]

\[ \text{PROC} \text{PRS} = (\text{STRING}^\text{S}) \text{(PRINT(S)} \text{NL(1))}; \]

\[ \text{PROC} \text{PRINTPOLY} = (\text{POLY}^\text{A}); \]
\[ \text{IC!}\text{ OUTPUTS A POLYNOMIAL IC!} \]
\[ \text{BEGIN} \]
\[ \text{INT}^\text{I} = \text{JJ}; \]
\[ \text{DEG}^\text{D} = (\text{D}^\text{G}0, \text{A}) ; \]
\[ \text{BOOL}^\text{RUN} = \text{TRUE}! ; \]
\[ \text{II} = (\text{[4]} \text{JJ} + (\text{[4]} + 4 ; \]
\[ \text{WHILE} \text{RUN} = \text{TRUE} ; \]
\[ \text{BEGIN} \]
\[ (\text{JJ} = \text{[2]} \text{JJ} = \text{[2]} ; \text{RUN} = \text{FALSE}! ) ; \]
\[ \text{IF} \text{D}3 [1] < 0 \text{ OR} \text{D}4 [1] < 0 \]
\[ \text{THEN} \]
\[ \text{BEGIN} \]
\[ \text{IFORMAT} = \text{[FT}1 = \text{l-} \text{SL}= 2 \text{W}^\text{2} \text{X} ; \text{N}(\text{JJ} = \text{[1] + 1} ) = (\text{D}^\text{D}3 \text{DX} = \text{2W}^\text{2} \text{X}) \text{S} ; \]
\[ \text{NL(1)} = \text{SP}(5) ; \]
\[ \text{FOR} 1 \text{ = [3] TO [J] DO} \]
\[ \text{OUTF(} \text{STAND OUT}, \text{X} = 2 \text{W}^\text{X} \text{S} , \text{L}) ; \]
\[ \text{NL(1)} ; \]
\[ \text{FOR} 1 \text{ = [3] TO [D]} \text{DO} \]
\[ \text{OUTF(} \text{STAND OUT}, \text{FT}1 < \text{L} , (\text{PROF} A) [\text{IL}] = \text{JJ} ) \]
\[ \text{END}! \]
\[ \text{ELSE} \]
\[ \text{OUTF(} \text{STAND OUT}, \text{S}[\text{D} (\text{[1] - 1}) = (\text{L} K(\text{JJ} = \text{[1] - 1}) = (\text{D}^\text{D}3 \text{DX} = \text{2W}^\text{2} \text{X}) \text{S} ; \]
\[ (\text{PROF} A) [\text{IL}] = \text{JJ} ) \]
\[ \text{IF} \]
\[ \text{RUN} = \text{PLUS}5 \text{JJ} = \text{PLUS}5 ; \text{NL(2)} \]
\[ \text{END}! \]

\[ \text{NL(1)} \]
\[ \text{END!} \]

\[ \text{PROC} \text{PRINTPOLY}x = ([1] \cdot \text{POLY}^\text{K}) ; \]
OUT PUTS A POLYNOMIAL MATRIX

BEGIN
INT I, UPB I, K, N + 2, UB P I, K
FOR I TO N DO
BEGIN
IF NOT EK[I, J] THEN
OUTF (STAO D OUT, SL"["RSU", ", ZSU"]", S, (I, J))
PRINTPOLY(K[I, J])
FI;
END;
NL(" "*, 60); KL(1)
END;

PROC; HONIC = (REF[I, J]; POLY K, POST; INT R)

DIVIDES THE PIVOTAL COLUMN TO MAKE THE PIVOT HONIC OVER R[S, Z] OR R[Z], [S]
BEGIN
INT I, UP B I, K, N + 2, UP B I, K, J = 0;
REAL KONST;
POLY R, A[K, R], J;
BOOL RUN = TRUE;

BEGIN

DF(D, A)
(RAT KONST = (POF'A) [D[1], [D[7]]) J = D[7] KONST = (POF 'A) [D[5], [D[6]])
POF HONIC = (J > 0101010101 01100 0100 100 100000 K] REAL[I] = 0 0 0 0 1 [J] REAL[I] = CLEAR POF HONIC
(POF'HONIC) [G, J]+1.0/CONST HONIC = HON;
FOR I=TO N DO
POST[I, R] = TIMES HONIC
FOR I = FROM [I] TO N DO
K[I, R] = TIMES HONIC

DIVIDES COLUMN R TO MAKE PIVOT HONIC
END;

BEGIN
INT N + 1, UP B I, K, N + 2, UP B I, K, i = R, J = R, C[1], DG, DR

BEGIN
ZERO = TRUE
CHANGE = FALSE;
FOR I = FROM i TO N DO
FOR J = FROM i TO N DO
BEGIN
POLY R, A[K[I, J]]
DF( D, A)
IF NOT E I
THEN
THEF = ZERO
J = ZERO = FALSE
ELS IF RAT I AND D[I, J] < DG
THEN
J = J
THEN
DG = D[I, J] DR = D[8] I I = J
J = J
END
END

FINDS THE POLYNOMIAL OF LEAST DEGREE AND MOVES IT TO POSITION (R, R)
BEGIN
INT I, UP B I, K, N + 2, UP B I, K, i = R, J = R, C[1], DG, DR

BEGIN
ZERO = TRUE
CHANGE = FALSE;
FOR I = FROM i TO N DO
FOR J = FROM i TO N DO
BEGIN
POLY R, A[K[I, J]]
DF( D, A)
IF NOT E I
THEN
THEF = ZERO
J = ZERO = FALSE
ELS IF RAT I AND D[I, J] < DG
THEN
J = J
THEN
DG = D[I, J] DR = D[8] I I = J
J = J
END
END

END;

END;
FIRSTLY SEARCHES THE SUR-MATRIX FOR THE FIRST NON-ZERO ELEMENT
THEN CONTINUES FROM THERE TO SEARCH FOR THE NON-ZERO ELEMENT
OF LEAST DEGREE AT POSITION (II, JJ)
IF THERE ARE NO NON-ZERO ELEMENTS THE BOOL ZERO WILL REMAIN TRUE

IF II ≠ R
THEN
CHANGE + TRUE;
ENDIF;

IF JJ ≠ R
THEN
CHANGE + TRUE;
ENDIF;

INTERCHANGES COLUMNS JJ, R
AND HAS MOVED ELEMENT OF LEAST DEGREE TO POSITION (R, R)

IF Degen ≠ FALSE;
THEN
PROC GAUSS = (REF[I, I], POLY K, PRE, POST, INT[R, R])
CARRIES OUT ONE FULL STEP OF GAUSSIAN ELIMINATION
BEGIN
POLY PIV = K[R, RI], Q[CPZ];
INT[RI] = UPB, N = 2, UPB, K, I, J;
BOOL CHANGE, Degen = FALSE, MORE = TRUE, RUN = TRUE;
ZERO;
DEG[II] = RI;
I = RI + 1;
J = RI + 1, JJ + RI;
WHILE RUN ≠ DO:
BEGIN
(III) = RI + 1, JJ + RI;
IF NOT EQ[II, JJ]
THEN
IF Degen
THEN
DF[d, PIV];
POF[CPZ] + [O, d], D[II]; D[II] + REAL; 
(CPZ) + POF[CPZ][D[II]]; 
PZ + CPZ;
IF I = R
THEN
FOR II " TO " N DO
POST[II, JJ] = TIMES[PZ];
'POLY'QA'/FAC :
'IF' NOT'FACTOR :
'THEN' FACTOR+1FALSE;JU+J
'FI'
'END' :
'FI'
'END':
'IF' NOT'FACTOR :
'THEN' FCR1=TO1N0D: K1;J1+PLUS:K1;JJ:
'FCR1=TO1N0D: POST1;R1+PLUS:POST1;JJ
'FI'
IC1 IF REMAINDER#0 ADD: COL JJ TO COL R 'CI
'END':
PROC'SIMTHFORM=('REF'[,1]POLY'K,PRE,POST); IC1
PROCEDURE WHICH FINDS THE SIMTH FORM IC1
BEGIN:
INT(N1,UPBK),N2,UPBK,ORD NINIA); IC1
BOOL'FACTOR,RESTRT=TRUE,CHANGE,ZERO ;
RST: 'FOR'1=TO1ORD'1DO'
'BEGIN
FACTOR+1FALSE: IC1
'WHILE' NOT'FACTOR'1DO:
'BEGIN
LISTEG(K,PRE,POST,R,ZERO,CHANGE):
(ZERO)1GOTO'XIT';
GAUSS(K,PRE,POST,R); IC1
(RAT AND RESTRT|RESTRT+FALSE')1GOTO'RST';
FACHECK(K,POST,R,FACTOR)
'END';
'END';
XIT: (RAT1PRC("="28); PRC("RATIONAL TERMS WERE REQUIRED")1PRC("=",28)1END :
PROC'DET=[[1]POLY'K]POLY 'IC1
FINDS THE DETERMINANT OF A POLYNOMIAL MATRIX BY EXPANSION ALONG THE
FIRST ROW AND RECURSION FOR LOWER ORDER DETERMINANTS IC1
BEGIN:
INT(N1,UPBK); IC1
POLY'O',DTRM; CLEAR'O',DTRM;
REAL'SIGN=1.0:
IF' N2
THEN
'FOR'1=TO1N1DO:
'BEGIN:
[[1;N1;N111]POLY'SL; IC1
[I=1
'IF' THEN
SL+K[2iN2;N:
ELSE:
I=N
'IF' THEN
SL+K[2iN1;i=1]
ELSE:
SL[1;1;1]+K[2in1i;1]
SL[1;1;1]+K[2in1+1;Ni]
'FI'
(1NOT'EV[1,11 DTRM+PLUS1(K1;111*DET(SL)*SIGN));
SIGN---SIGN
'END' :
ELSE:
N=1
THE
ELSE
THE
ELSE

i

PROC INNER = ('REF[], POLYK);
BEGIN
POLYINNER = K[1,1] + K[1,2] + K[2,1] + K[2,2];
END;

PROC SUBRES = ('REF[], POLYK, POLYA, B);
BEGIN
SUBRESULTANT OF THE BIGRADIENT MATRIX USED IN FINDING THE
GREATEST COMMON DIVISOR

PROC VAR = ('REF[], POLYA);
BEGIN
CHANGES THE VARIABLES OF A POLYNOMIAL AROUND S TO Z & Z TO S

PROC VARCHAR = ('REF[], POLYK);
BEGIN

CHANGES THE VARIABLES OF A POLYNOMIAL MATRIX

PROCEDURE GCD1(POLY'A1,B1) POLY;
FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS IN ONE VARIABLE USING BLANKINSHIPS ALGORITHM

PROCEDURE GCD(POLY'A1,B1) POLY;
FINDS THE GREATEST COMMON DIVISOR OF TWO POLYNOMIALS USING THE SYLVESTER MATRIX OR SIGRADIENT

BEGIN
POLYA= A1, B+B1, 0;
DEGB(DA, DB);
WHILE NOT EA AND NOT EB DO
BEGIN
DF(DA, A); DF(DB, B);
Q<={DA[1]}<DB[1] I B/A1 A/B
END;
END;

BEGIN
POLY'A=A1, B+B1;
DEGB(DA, DB);
BOOLEAN Exact FALSE;
DIM=3 VARAC(A) VARB(DB); DF(DA, DB); IF TRUE I DIM=11;
POLY FACTOR, CONTENT, CHECK, CONTA, CONTB, DUMMY;
IF Exact OR EB
THEN
BEGIN
GREATEST COMMON DIVISOR IS ZERO;
CLEAR FACTOR
ELSE
IF DIM=2
THEN
CLEAR BIGN;
REMOVE CONTENT OF A & B AND FIND GCD(CONT(A), CONT(B));
BEGIN
BOOLEAN ZEROA=TRUE, ZEROB=TRUE;
FOR I FROM 0 TO DA[1] I DO
BEGIN
PIECE CHECK<={0<|Q=DA[1] I REAL;
BEGIN CHECK + CHECK;
NOT PIECE CHECK; ZEROA=CONTA + CHECK; ZEROA=FALSE;
CONTA= GCD(CONTA, CHECK)
END;
END;
END.
FINDS CONTENT OF A = CONTA
' C' FOR I = FROM 0 TO DR1[1] DO
' BEGIN
' POFI CHECK + [0:0] [C:DB[2]] REAL
' (POFI CHECK) C, (POFI CHECK) [I]; CHECK = CHECK
' (NOT POFI CHECK) ZEROD I CONTA = CONTA + CHECK ZEROF TRUE
' CONTA = GCD (CONTA, CHECK)
' END;
' C' FINDS CONTENT OF B = CONTB
' C' A = A/CONTA = DF (DF[S, A];)
' B = B/CONTB = DF (DF[S, B];)
' CONTENT = GCD (CONTA, CONTB)
' C' SETS UP THE BIGRADIANT MATRIX
' C' FOR I = FROM 0 TO DR1[1] DO
' FOR J = FROM 0 TO DR1[2] DO
' (POFI DUMHY[0:0] [A:DA[2]]) REAL
' (POFI DUMHY[0:0] [B:DB[2]]) REAL
' (POFI DUMHY[0:0] [C:DA[2]]) REAL
' BIGRAD[I, J] = DUMHY[I]
' END;
' IF EDT (BIGRAD) THEN
' BEGIN
' REDUCE THE BIGRADIANT TO FIND THE SUBRESULTANT AND SO THE GREATEST COMMON DIVISOR
' IF (RUN = TRUE) EQUAL = FALSE
' WHILE RUN DO
' BEGIN
' POLY = DTHR
' IF (UPB) BIGRAD = 2 THEN
' RUN = FALSE; DTHR = DET (BIGRAD)
' (DTHR) EQUAL = TRUE
' ELSE
' INNER(BIGRAD); DTHR = DET (BIGRAD)
' (RUN) DTHR = RUN = FALSE
' END;
' SURRES (BIGRAD, A7B)
' FACTOR = DET (BIGRAD)
' (EQUAL FACTOR = A)
' REMOVE CONTENT OF FACTOR
' DF (DFAC, FACTOR); ZEROF = TRUE
' FOR I = FROM M TO DR1[1] DO
' BEGIN
' POFI CHECK + [0:0] [DFAC[2]] REAL
' (POFI CHECK) C, (POFI CHECK) [I]; CHECK = CHECK
' (NOT POFI CHECK) ZEROF I CONTA = CONTA + CHECK ZEROF TRUE
' CONTA = GCD (CONTA, CHECK)
FACTOR = FACTOR / CONTENT

ELSE
    IF CONTENT = 1 THEN
        IF FACTOR = 1 THEN
            FACTOR = 1
        ELSE
            FACTOR = FACTOR / GCD(A, B)
        END IF
    ELSE
        FACTOR = (DIM = 0) AND GCD(A, B)
    END IF
    FACTOR TIMES CONTENT
    DF(DFACT, FACTOR)
    FACTOR TIMES (1.3 / FACTOR) [DFACT[3], DFACT[4]]
ELSE
    FACTOR
END IF

PROC'SMITH'('REF'[1];'POLY'[K])

MAIN PROCEDURE TO FIND THE SMITH FORM OF A POLYNOMIAL
MATRIX K OF DIMENSIONS I x N

BEGIN
    INT(N, M) = 0
    WHILE M < N DO
        PRE[M] = FACTOR
        WHILE FACTOR > 1 DO
            FACTOR = FACTOR / FACTOR
        END IF
        PRE[M] = PRE[M] * FACTOR
    END DO
    VAR(K1)
    BOOL(RAT) = FALSE
    SMITHFORM(K, PRE, POST)
    IF RAT
    THEN
        BEGIN
            PRS("PRE-MULTIPLYING EQUIVALENCE MATRIX") [PRC("", 34)]
            PRINTPOLVMX(PRE)
            PRS("DETERMINANT(PRE)") [PRC("", 16)]
            PRINTPOLY(DET(PRE)) [PRC("", 60), N] [N] [ ] [N] [ ] [N] [ ]
            PRS("POST-MULTIPLYING EQUIVALENCE MATRIX") [PRC("", 35)]
            PRINTPOLVMX(POST)
            PRS("DETERMINANT(POST1)") [PRC("", 17)]
            PRINTPOLY(DET(POST)) [PRC("", 60), N] [N] [ ] [N] [ ] [N] [ ]
            PRS("SMITH FORM OVER R(Z)[S1]") [PRC("", 23)]
            PRINTPOLVMX(K)
            PRS("PRE = K * POST") [PRC("", 14)]
            K = PRE * K1 * POST
            PRINTPOLVMX(K1)
            NLC(4) [PRC("", 34)]
            PRS("SEARCH FOR SMITH FORM OVER R(S)[Z1]")
            PRC("", 34), NLC(Z)
            RAT = FALSE
            SMITHFORM(K1, PRE1, POST1)
            VARCH(PRE1) = VARCH(POST1)
            VARCH(K1)
            PRS("PRE-MULTIPLYING EQUIVALENCE MATRIX") [PRC("", 34)]
            PRINTPOLVMX(PRE1)
            PRS("DETERMINANT(PRE)") [PRC("", 16)]
            PRINTPOLY(DET(PRE1)) [PRC("", 60), N] [N] [ ] [N] [ ] [N] [ ]
PRINTPOLYMX(POST1);
PRINTPOLYMX(POST);
PRINTPOLYDET(POST);PRC("-",16);
PRINTPOLYDET(PRE);PRC("-",60);INL(1);
PRINTPOLYMX(PRE);
PRINTPOLYDET(POST);PRC("-",17);
PRINTPOLYDET(POST);PRC("-",60);INL(1);
PRINTPOLYMX(PRE);
PRINTPOLYDET(POST);PRC("-",17);
PRINTPOLYDET(PRE);PRC("-",60);INL(1);
K3 = PRE * K2 * POST;
PRS("PRE + K + POST"); PRC("-", 12);
PRINTPOLYX(K3)

IF:
ENDIF:

PROC 'RUNSMITH' = 'VOID';

RUNS THE SMITH FORM ALGORITHM.
READING IN THE POLYNOMIAL MATRIX K OF DIMENSIONS M*N

BEGIN:
INTIH;

READ IN THE POLYNOMIAL MATRIX K

READ((M, N));
[i = M, j = 1] POLVX;
READPOLYX(K);

SR(13); PRS("SSSSS M M III TTTTT H H BBBB");
SP(13); PRS("S MM MM I T H H B B");

R(13); PRS("SSSSS M M III T H H B B");
SP(13); PRS("SSSSS M M I T H H H H BBBB");

SR(13); PRS("SSSSS M M III T H H B B");
SP(13); PRS("SSSSS M M III T H H H H BBBB");

SL(3); PRC("=", 20); PRS("TOLERANCE SET=1.0E-6"); PRC("=", 20);
NL(2); PRC("=", 37); PRS("INITIAL POLYNOMIAL MATRIX OVER RES. 23"); PRC("=",
PRINTPOLYX(K);
SMITH(K);
NL(5); PRC("B", 60); PRC("S", 60)
ENDIF:

NL(1)
ENDIF

KEEP: POLY, IDEG, R, D, F, E, R, REH, I, D, 1, 1, 1, 1, PLUS, MINUS, TIMES, CLI
READPOLYX, NL, SP, PRC, PRS, PRINTPOLY, PRINTPOLYX, MONIC, LSTDEG, GAUSS;
FACHECK, SMITHFORM, DET, INER, SUBRES, VAR, VARCH, GCD, SMITH, RUNSMITH
FINISH;


APPENDIX E

PROGRAM LISTINGS

THE SMITH MCMILLAN FORM ALGORITHM
BEGIN
PROC:DISHIC='VOID';
C)
PROCEDURE TO PRODUCE THE SMITH-MCHILLAN FORM OF A RATIONAL
MATRIX INPUTTED AS TWO POLYNOMIAL MATRICES NUM & DEN
THE LEAST COMMON DENOMINATOR WILL BE FOUND AND THEN NUM
REFORMED ACCORDINGLY
C)
BEGIN
INT M,N;
C)
INPUT THE TWO POLYNOMIAL MATRICES NUM & DEN OF SIZE M\times N
C)
EAD((M,N));
1:4,1,1]POLYNUM;DEN;
EADPOLYHX(NUM);READPOLYHX(DEN);
P(4);PRSC("M M M III L L A A N N N M");
P(4);PRSC("M M M C M M I I L L L A A A A A A A A N N N M");
P(4);PRSC("M M C M M I I L L L A A A A A A A A N N N M");
P(4);PRSC("M M M C M M I I L L L A A A A A A A A N N N M");
RCC=";24);PRSC("INITIAL NUMERATOR MATRIX")];PRC("=";24);PRINTPOLYHX(NUM)
RCC=";26);PRSC("INITIAL DENOMINATOR MATRIX")];PRC("=";26)
PRINTPOLYHX(DEN);
POLYLCM=CH;A;
BOOL=STRCT=FALSE;
C)
EVALUATES THE LEAST COMMON MULTIPLE OF THE ELEMENTS OF DEN INTO
FOR I=TO I\times M+1
"FOR j=TO i+1
"BEGIN
"IF STRCT
"THEN
CH=LCM\times DEN[I,J];
LCM=CH/GCD(LCM,DEN[I,J]);
IF NOT [ECH]PRC("=";24);PRSC("ERROR IN CALCULATING LCM")]
PRC("=";24)
ELSE
LCM=DEN[I,J];STRCT=TRUE;
FI
"END"
C)
FORM THE NEW NUMERATOR MATRIX INTO
FOR i=TO i\times M+1
"FOR j=TO i+1
"BEGIN
CH=NUM[I,J]-CH;
NUM[I,J]=CH/DEN[I,J];
IF NOT [ECH]PRC("=";40)
PRSC("ERROR IN EVALUATING NEW NUMERATOR MATRIX")]
PRC("=";40)
"END"
L(3):PRSC("LEAST COMMON DENOMINATOR")];PRC("=";24);PRINTPOLYHX(LCM);PRC("="
L(3):PRSC("NEW NUMERATOR MATRIX")];PRC("=";20);PRINTPOLYHX(NUM)
L(3):PRC("=";53);PRSC("SEARCH TO FIND THE SMITH FORM OF THE NUMERATOR MA
RCC=";53);ML(2);
MITH(NUM);
L(4);PRSC("SMITH-MCHILLAN FORM")];PRC("=";19)I
AT=FALSE;
CLEAR DEN;
FOR I=TO (N M)\times M+1") DO
"BEGIN


A = LCM;
CH = GCD(NUM[I, I], LCM);
NUM[I, I] = NUM[I, I] / CH;
DEN[I, I] = A / CH;

END;

R("NUMERATOR") ; PRC("-", C) ; PRINT POLY : X(NUM) ;
R("DENOMINATOR") ; PRC("-", 11) ; PRINT POLY : X(DEN) ;
.(5) ; PRC("H", 60)

END;

END

EEP'S MFC

FINISH
APPENDIX F

PROGRAM LISTINGS

THE REALIZATION ALGORITHM
PROC GAUSS = (REF 'I , J , P O L Y , K , PREN , PRED , INT ' R , I )
   CARRIES OUT ONE FULL STEP OF GAUSSIAN ELIMINATION WITH PARTIAL PIVOT.
   IC!
   BEGIN
   POLY , PIV + K [ F , R ] , C [ P Z , P Z ] ;
   INT ' R + 1 ; P B I V + 1 ; U P S , K [ R I ;
   IC!
   IF 
   IC!
   POOL , CHANGE , D E G E N , F A L S E , N C R E M , T R U E , R U N , T R U E , Z E R O ;
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
   IC!
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BEGIN;
BEGIN;
BEGIN;
BEGIN;
BEGIN;
BEGIN;
BEGIN;
BEGIN;
BEGIN;
POLYUNIT;
(DOFUNIT)[0,0]+1.0;
FOR I=TO'H' DO:
  BEGIN;
  PRE[1,1]=UNIT;
  FOR J=TO'H' DO:
    PRE[I,J]=UNIT;
  END;
  Bool CHANGE,ZERO,PESTRT+TRUE;
RST:
  FOR I=TO'OPD'DC'
  BEGIN;
  LISTCOLDEG(K,PRED,PRED,R,ZERO,CHANGE);
  IF NOT ZERO
  THEN:
    GAUSS(K,PRED,PRED,R)
    (PATI AND PESTRT)PESTRT+FALSE;
    GOTO FIRST
  FI
  END;
(RAT:PRC("","37");PRS("FULL POLYNOMIAL EQUIVALENCE NOT FOUND");PRC("","3
NL(3));
PRS("EQUIVALENCE MATRIX");PRC("","18");NL(2);
IF
RAT
THEN:
  FOR I=TO'H' DO:
  BEGIN;
  MAKE THE ELEMENTS OF PRED AND PRED RELATIVELY PRI
  BEGIN;
  POLYFACT+GCD(PRED[I,J],PRED[I,J]);
  DEG+DP(D,PRED[I,J]);
  REALM+CCOF(PRED[I,J]),O[I,J];
  FAC+TIES[H]
  PRE[I,J]+PRED[I,J]/FAC;
  PRE[I,J]+PRED[I,J]/FAC
  END;
RAT+FALSE';
  FOR I=TO'ORD'DO:
  BEGIN;
  POLYFACT+LCM(PRED[R],A);
  FOR I=TO'H' DO:
  BEGIN;
  CI=RE-NORMALIZES PRED CI
  A+LCM;
  PRE[I,R]+TIES(C/I/PRED[I,R])
  END;
  FOR I=TO'ORD'DO:
  BEGIN;
  CI=RE-NORMALIZES GCD CI
  A+KCF,RI;
  K[I+RI]+A/LCM
  (NOT)EAIFRS("RE-NORMALIZATION NOT COMPLETE");PRC("","26
NL(2));
  END;
END;
PRS("AFTER RE-NORMALIZATION");PRC("","22");NL(2)
IFI
PRINTPOLYX(PRED);
PRC("","29");PRS("GREATEST COMMON RIGHT DIVISOR");PRC("","29");PRINTPOLYX
PRS("PRE*CCPDT");PRC("","10");PRINTPOLYX((PRE*K));
PREN
END;
I PROC ADJ([,]; POLY!K) # POLY#;
I BEGIN;
I INTN=1UPRIK;
I [1:N,1:] POLY!K1;
I [1:N-1,1:] POLY!MIN;
I REAL*SIGN#C;
I FORI TCIN#DO;
I FORJ T#K#DO;
I BEGIN;
I SIGL+CCD(I+J)-I:**C#**C; I END;
I PROC REALIZ=([REF [,]; POLY!TFN,TFD,O); ] POLY!;
I BEGIN;
I INTN=1UPRIKN#2;UPRIK#ORD+0;U#I, IPOSN;
I POLY!LCH#A,UNIT,DTRM,CH; I BEGIN;
I [1:N,1:] POLY!V; CLEAR#V; I [1:N,1:] POLY!T; CLEAR#T;
I POL!STATESPACE+TFALSE; I BEGIN;
I FORI TCIN#DO;
I BEGIN;
I LCH+LCHC(TFD, J); I [1:N,1:] LCH;
I FORI TCIN#DO;
I LCH, V#I, J+TFK[I, J]+(A/TFK[I, J])
I END;
I PRS("INITIAL REALIZATION"); PRS("", 19); INL(2); I PRS("V"); PRS("", 11); PRINTPOLY:X(V); I PRS("T"); PRS("", 11); PRINTPOLY:X(T);
I [1:N,1:] POLY!TV;
I TV[1:N,1]+T#TV[1:N,1]+N; T#V; I END;
I REMOVE THE GCRD OF T AND V;
I PRS("FIND THE GCRD OF T AND V"); PRS("", 24); INL(2);
I [1:N,1:] TVP+GCRD(TV); I TTVP[1:N,1]; I V=TVP[1+N,1+N];
f. I r Lt Y., 1, 2
RZ[N+1,N+1,N+1,N+1] = W;
PUP(UNIT) [C, O] + 1, C;
FOR [j] TO [N+1] DO
  BEGIN
    FZ[J,N+1] = UNIT;
  FOR [i] TO [N+1] DO
    RZ[i+1,i] = V[i][j];
  END;
PRC("FREPOLYNOMIAL REALIZATION") ; PRC("=","22") ; PRINTPOLYMX(RZ) ;
CHECK IF ALL THE DIAGONAL ELEMENTS OF T ARE MONIC OVER RZ[i, j] AND SO SEE IF STATE-SPACE REALIZATION IS POSSIBLE
FOR [j] TO [N+1] WHILE [NOT STATAESPACE] DO
  DF(Z = FZ[j,j]) ; DF5 = 0 ; STATAESPACE = FALSE;
IF [NOT STATAESPACE]
  THEN
    DET(T) ;
    ADJ(T) ;
    CLEAR(T);
  FOR [j] TO [N+1] DO
    BEGIN
      CH = DTM;
      A = GCD(CH,TF[J][J]);
      TF[J][J] = TF[J][J] / A;
      TF[I][J] = CH / A;
    END;
  PRC("CORRESPONDING TRANSFER FUNCTION MATRIX") ; PRC("=","38") ;
  PRC("NUMERATOR") ; PRC(="","79") ; PRINTPOLYMX(TF[N]) ;
  PRC("DENOMINATOR") ; PRC("=","11") ; PRINTPOLYMX(TF[N]) ;
  PRC("=","36") ; PRC("STATE-SPACE REALIZATION NOT POSSIBLE") ; PRC("=","36
ELSE
  'SUBTRACT MULTIPLES OF ROWS OF RZ SUCH THAT ALL ELEMENTS IN THE
  COLUMNS OF T AND V HAVE DEGREE LOWER THAN THAT OF THE
  CORRESPONDING DIAGONAL ELEMENT OF T
  POLYS;
  FOR [j] TO [N+1] DO
    FOR [i] TO [N+1] DO
      BEGIN
        IF [i] = [j]
          THEN
            IF [NOT ERZ[I][J]
                THEN
                  POLYS = RZ[I][J] / RZ[J][J];
                  FOR [I] FROM [J+1] TO [N+1] DO
                    ("NOT ERZ[I][J] = RZ[I][J] * Q RZ[J][J])
              IF
                END;
  "NEW REMOVE ROWS AND COLUMNS FOR WHICH THE CORRESPONDING DIAGONAL
  ELEMENT IN T IS CONSTANT"
  IF [N+1] = 0;
  WHILE [I] < [N+1] DO
    BEGIN
      DF(Z = [j] RZ[I][I]);
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'BEGIN'
'POLV' A: _


D'O~"A+

(D'DF'A)

sSR[pOSS[!JnRD+[Jl~~A

'END'

'FI'

'C' SET =C(Z) 'C'

'FOR' I FROM II TO 'DO'

'I' = NOT RZ[N=II, I]

'THEN'

DF(D,RZ[N=NN+II, I]):

'FOR' J FROM O TO TD[11] 'DO'

'BEGIN'

POLY[A];

P'OFA}+[O, 1}+D[2]}REAL:

(POFA}+[O, 1}+CP'OF'RZ[N=NN+II, I]}[J, I];

SSR[POSN+II; ORD+1+J11ZA

'END'

'FI'

'END';

'C' TRANSFORM B(S,Z) TO B(Z) 'CI'

'FOR' J FROM POSN+NY+1 TO POSN+1 'DO'

'FOR' II FROM POSN+BY+1 TO II 'DO'

'BEGIN'

DF(D,SSR[I, J]);

'IF' D[I] unknown

'THEN'

POLY+A*SSR[I, J]*SSR[I, I] j

'FOR' II TO POSN+II 'DO'

(I#I AND NOT ESSR[I, I]*ISSR[I, J]*MINUS (Q*SSR[I, I])

'FI'

'END';

PRC("=",23);PRC("STATE-SPACE REALIZATION");PRC("=",23);PRINTPOLYH;

DTRK+DET(SSR[I, POSN+1, POSN]);

TFI+SSR[POSN+1, POSN+1, POSN]+ADJ(SSR[I, POSN+1, POSN])-

SSR[I, POSN+1, POSN+1, POSN+1];

'FOR' ITO 'DO'

'FOR' J TO II 'DO'

'BEGIN'

TFH[I, J]*TIMES I=1.01

CH=DTRK;

A+GCD(CH,TFH[I, J]);

TFH[I, J]*TFH[I, J]/A;

TFH[I, J]*CH/A

'END';

PRC("CORRESPONDING TRANSFER FUNCTION MATRIX");PRC("=",33);

PRC("NUMERATOR");PRC("=",9);PRINTPOLYH(TFH);

PRC("DENOMINATOR");PRC("=",11);PRINTPOLYH(TFD)

IF I:

RZ

'END';

PROC.RUNREALIZATION;VOID;

RUNS THE REALIZATION ALGORITHM INPUTTING THE TRANSFER FUNCTION MATRIX: ITS PROPER AND POLYNOMIAL PART
IF A BOOLEAN PROPER IS INPUTTED AS FALSE AT THE START OF DATA THE TRANSFER FUNCTION MATRIX IS ASSUMED TO HAVE A POLYNOMIAL PART

BEGIN


IT IS THE TRANSFER FUNCTION MATRIX PROPER

READ POLYMX(TFN); PRINT POLYMX(TFN);}

NOT PROPER

READ POLYMX(TFN); PRINT POLYMX(TFN);}

READ POLYMX(TFN); PRINT POLYMX(TFN);}
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READ POLYMX(TFN); PRINT POLYMX(TFN);}

READ POLYMX(TFN); PRINT POLYMX(TFN);}

READ POLYMX(TFN); PRINT POLYMX(TFN);}
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READ POLYMX(TFN); PRINT POLYMX(TFN);}