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Abstract

It is known that uncertain internal geometry of consumer-grade digital cameras limits the accuracy of data that can be extracted. These cameras can be calibrated, but the validity of calibration data over a period of time should be carefully assessed before subsequent photogrammetric measurement. This paper examines the geometric stability and manufacturing consistency of a typical low-cost digital camera (Nikon Coolpix 5400) by estimating the degree of similarity between interior orientation parameters (IOP), established over a one-year period. Digital elevation models (DEMs) are extracted with differing interior orientation parameters (IOP) sets and accuracies are compared using data obtained from seven identical cameras. An independent self-calibrating bundle adjustment (GAP) and the Leica Photogrammetry Suite (LPS) software were used to provide these data-sets. Results are presented that indicate the potential of these cameras to maintain their internal geometry in terms of temporal stability and manufacturing consistency. This study also identifies residual systematic error surfaces or “domes”, discernible in “DEMs of difference”. These are caused by slightly inaccurately estimated lens distortion parameters, which effectively constrain the accuracies achievable with this class of sensor.
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INTRODUCTION

The main advantages of consumer-grade digital cameras are their convenience, portability and low cost. These cameras have not been traditionally used for photogrammetric measurements, owing their uncertain geometry. The uncertainties can be partially resolved by calibration but their temporal stability and manufacturing consistency remain unknown.

During a collaborative project with English Heritage to record rock art in the North East of England (Chandler et al., 2007), seven identical Nikon Coolpix 5400 digital cameras (Fig. 1) were calibrated. This provided the opportunity to assess their stability over a one-year period as well as their consistency of manufacture.

Previous work related to calibration of consumer grade cameras is reviewed, before describing the methodology adopted for the study. The link between the stability analyses strategy and the reconstructed object space is introduced followed by experimental results and discussion. Finally, this paper concludes with a brief summary and recommendations for future work.

PREVIOUS WORK ON CAMERA CALIBRATION OF CONSUMER-GRADE CAMERAS

Over the past decade, several researchers have assessed the photogrammetric potential of non-metric digital cameras. The Kodak DCS420 and DCS460 have been tested in a variety of photogrammetric applications (Beyer et al. 1995; Brown and Dold, 1995; Fraser et al. 1995; Peipe, 1995; Dold and Peipe, 1996; Miyatsuka, 1996; Schneider, 1996; Shortis et al. 1998; Ahmad and Chandler, 1999) and the use of similar cameras such as the Kodak DC40 has been described in Miyatsuka (1996) and Lichti and Chapman (1997). In addition, the suitability for close range measurement of the Kodak DCS PRO BACK used in conjunction with the Mamiya body was reported in Mills et al. (2003). The accuracy in close range surface measurement between three low-cost consumer-grade digital
cameras (Sony DSC-P10, Olympus C3030, Nikon Coolpix 3100) and the Kodak DCS460 have been compared in Chandler et al. (2005). All cameras tested revealed potential for use in close range photogrammetry where low to medium accuracy was required. The use of consumer-grade digital cameras for photogrammetric measurements is increasingly accepted in many industrial applications but also in diverse fields ranging from medical and forensic science to architectural work (Fryer, 2007).

The stability of non-metric digital cameras has been reported less frequently in the literature. Shortis et al. (2001) introduced a strategy for accessing the stability of a digital camera by using the ratio of the mean precision of target coordinates to the largest dimension of the target array. Habib and Morgan (2005) attributed the lack of literature to the absence of standards for quantitative analyses of camera stability. An approach based on statistical testing of two sets of interior orientation parameters (IOP) was presented and the disadvantages of this strategy were discussed. Due to the drawbacks of this methodology, a new procedure for stability analysis based on the degree of similarity between the reconstructed bundles using two sets of IOP was introduced. The stability of the Olympus C-5050 digital camera was reported in Bosch et al. (2005). This was achieved by comparing the coordinates of check points with coordinates acquired with a total station. This test was not independent because the same points were used to determine the exterior orientation. Three methodologies (ZROT, ROT and SDR) for evaluating the stability of a camera are presented in Habib et al. (2006). The procedures impose constraints regarding the exterior orientation of the compared bundles. Therefore, each is applicable for a specific geo-referencing technique which describes the position and orientation of the images relative to a coordinate system.

This review of previous work identified the need for an appropriate method to assess the temporal stability and manufacturing consistency of consumer-grade digital cameras. A suitable approach which achieves this objective will be described in this paper.

**STABILITY ANALYSES OF SEVEN NIKON COOLPIX 5400 CAMERAS**

Consumer-grade digital cameras have not been designed for measurement so their internal geometry is generally considered unstable (Shortis et al., 1998). The aim of stability analyses is to determine whether the interior orientation of a camera changes over time or not. The methodology adopted initially in this study was to evaluate the degree of similarity between two sets of IOP. In addition, to assess the impact of varying IOPs on accuracy in the object space, which is ultimately of more significance to most users.

*The cameras*

Seven Nikon Coolpix 5400 digital cameras were purchased by the Northumberland and Durham Rock Art Project in February 2005 (Barnett, 2006). These have been used regularly by teams of volunteers to systematically record 1500 rock art motifs located in the North of England (Chandler et al., 2007). The
need to calibrate these seven cameras provided the opportunity to evaluate the
stability and consistency of these sensors during normal operation field conditions.
It was judged that there was no further need to simulate disturbing impacts of the
camera geometry, such as variations in temperature and moisture, external forces
of the camera body, use of the auto-focus etc. A benefit of the presence of seven
identical cameras also enabled manufacturing consistency to be assessed. A
detailed overview of the characteristics of the Nikon Coolpix 5400 camera is
given in Table I.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Nikon Coolpix 5400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera body</td>
<td>compact</td>
</tr>
<tr>
<td>Resolution [pixel]</td>
<td>5 million</td>
</tr>
<tr>
<td>Image size [pixel]</td>
<td>2592 × 1944</td>
</tr>
<tr>
<td>Size of sensor [mm]</td>
<td>7.18 × 5.32</td>
</tr>
<tr>
<td>Size of pixel [µm]</td>
<td>2.77 × 2.77</td>
</tr>
<tr>
<td>Auto focus</td>
<td>yes</td>
</tr>
<tr>
<td>Manual focus</td>
<td>yes</td>
</tr>
<tr>
<td>Dimension [mm]</td>
<td>108 × 73 × 69</td>
</tr>
<tr>
<td>Weight [kg]</td>
<td>0.4</td>
</tr>
<tr>
<td>Cost [£]</td>
<td>240 (January 2005)</td>
</tr>
</tbody>
</table>

The test field

It was expected that the seven cameras would mostly be used at an object
distance of 1.5m for rock art recording. Therefore a 3D and planar test field was
specifically constructed to allow the cameras to be calibrated at this distance. It is
an enhancement of the test field used in Chandler et al. (2005) and consists of a
medium density fibreboard (MDF) (1.2 × 0.9m) to which eight square blocks of
various height and shape were added (Fig. 2). These blocks replicate physical
structures such as buildings found in normal vertical aerial photography. To
provide an appropriate texture for the image matching algorithm included in the
Leica Photogrammetry Suite (LPS) software, the MDF board was painted white
and finally splattered with red and blue paint. This test object provides the
opportunity of deriving thousands of object measurements and by comparing
elevations with their known values, a similar number of check points can be
achieved. This allows determining the accuracy in the object space with statistical
reliability. In addition, twenty eight photogrammetric target points were
distributed over the test field (Fig. 3) and coordinated by theodolite intersection
using a Leica TC1010 Total Station (June 2005). The measurements, both
horizontal and vertical angles and the distance between the two theodolite stations,
were initially computed using basic intersection formula. The estimates of the
coordinates of the target points, the measurements derived using a total station and
a subset of distances measured with a steel band, were then combined in a least
square “variation of coordinates” to determine the best estimates for the
photogrammetric target points. These coordinates were used to create a DEM at 1
mm resolution, known as the “Truth DEM”. Another set of coordinates was
derived by repeating the procedure in May 2006. Both sets of coordinates were
compared using a 3D similarity transformation. The residuals (maximum 0.5 mm) demonstrate the geometric stability of the test field over time and consequently deviations between similarly derived IOPs can not be related to distortion of the MDF base material.

Camera calibration

Determination of the geometric conditions of a camera, described by the IOP, is known as camera calibration. Through the development of computational techniques and the use of non-metric digital cameras for photogrammetric measurements, methods of camera calibration have evolved over the last few decades. The widely used method of self-calibration, where all image observations from various camera view points are used to determine the unknown interior and exterior orientation parameters (Clarke and Fryer, 1998), was adopted in this research.

Six frames, representing the whole test object, were captured with each of the seven cameras at a camera to object distance of approximately 1.5m (Fig. 4), with the camera focus set on infinity. The same basic configuration was used for each camera at each time.

For processing the images in LPS, it was essential to initially define the primary orientation of the sensor. The www.dpreview.com website was used to identify the physical size of the sensor and consequently the physical size of each pixel in X and Y directions of the CCD array. Once the pixel size and an approximate focal length were defined, the point measurement tool of LPS was used to measure 11 photogrammetric target points manually before 100 tie points were measured using fully automated methods.

Previous work conducted by Chandler et al. (2005) demonstrated that the external self-calibrating bundle adjustment GAP (Chandler and Clarke, 1992) can also be used to estimate the camera parameters and was used in these studies to provide an independent approach to LPS. A familiar eight-parameter model for the bundle adjustment (Kenefick et al., 1972) was available which includes parameters for: principal distance, principal point offset and corrections for radial and decentring distortion. The program can also estimate two additional parameters for affinity and differential scale, but were not found necessary in this study. Avoiding solutions which are over-parameterised is important (Granshaw, 1980; Fraser,
1982) and the significance of additional parameters was assessed by comparing them with their stochastic properties. This demonstrated that two parameters ($k_1$, $k_2$) were significant for modelling radial distortion. However, $k_3$ and the parameters ($p_1$, $p_2$) used for modelling the decentring distortion proved insignificant and were removed. This five-parameter model for the self-calibrating bundle adjustment was maintained for all seven cameras. The derived inner orientation parameters were then re-established into LPS for the purpose of deriving high resolution DEMs and check point data.

DEM generation

The LPS software was used for DEM generation, which uses a hierarchical feature-based matching algorithm (ERDAS, 2002). Tests revealed that DEMs with optimum accuracy were produced using the following strategy:

- **DTM Cell Size**: $0.003 \times 0.003$ m
- **Search Size**: $7 \times 3$
- **Correlation Size**: $7 \times 7$
- **Coefficient Limit**: 0.80
- **Topographic Type**: Flat Terrain
- **Object Type**: Open Area
- **DTM Filtering**: High

The adaptive capability of LPS to change the search size, correlation size and correlation coefficient limit dynamically during DEM generation was switched off for simplicity.

The automatically extracted DEMs, representing the whole of the physical test object, were compared with the “Truth DEM” by interpolation and subtraction to produce DEMs of difference. As recommended by Li (1988), mean error and standard deviation of error of DEMs of difference were derived using an Erdas Graphical Model. Tests demonstrated that significant areas of inaccurate DEM are situated adjacent to the wooden blocks, which clearly illustrated the shadowing effect of them (Fig. 5). These effects obviously distorted the accuracy statistics.
order to avoid this distortion, statistics were also computed for an area of interest which represented the central and flat part of the test object and did not include the wooden blocks. The optimum accuracy for each DEM of difference could consequently be quantified.

RESULTS

Temporal stability

The temporal stability of the Nikon Coolpix 5400 camera can be assessed by comparing the degree of similarity between two sets of IOP, established at various dates. Seven identical cameras were calibrated at the 4th of July 2005. This was repeated after four days and after a period of approximately one year. Table II summarises the accuracy of the calibration procedure in terms of accuracy of fit to the control points (restitution accuracy) of camera five. Similar results were achieved with the other six cameras, camera 5 will be used as an exemplar. The first column represents the dates of capturing the images of the test object, whilst the second column tabulates the dates of IOP used for restitution. The rms error (mm) in the object space is summarised in columns three to five and the final two columns represent the rms residuals (pixel) in the image space.

The camera achieved sub-millimetre accuracy (average rms error of 0.3 mm), in terms to fit to the control points, whichever combination of image sets and IOP were used. The accuracy statistics indicate no significant variations.

In the image space, accuracies within each set of calibration images varied within the range of approximately 0.1 pixel. However, variations in accuracy at a maximum of 0.4 pixel are noticeable by comparing statistics of different sets of images. This appears to be significant but it must be acknowledged that the automatic tie-point generation tool of LPS was used; which independently creates tie-points in each imagery and not by the IOP.

<table>
<thead>
<tr>
<th>Camera/Imagery date</th>
<th>IOP date</th>
<th>Object rms error [mm]</th>
<th>Image rms error [pixel]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cam 5 4th July 2005</td>
<td>4th July 2005</td>
<td>0.3 0.2 0.4 0.63 0.55</td>
<td></td>
</tr>
<tr>
<td>Cam 5 4th July 2005</td>
<td>8th July 2005</td>
<td>0.2 0.2 0.2 0.63 0.57</td>
<td></td>
</tr>
<tr>
<td>Cam 5 12th July 2006</td>
<td>8th July 2005</td>
<td>0.4 0.3 0.3 0.80 0.82</td>
<td></td>
</tr>
<tr>
<td>Cam 5 8th July 2005</td>
<td>4th July 2005</td>
<td>0.2 0.2 0.3 0.79 0.85</td>
<td></td>
</tr>
<tr>
<td>Cam 5 8th July 2005</td>
<td>12th July 2006</td>
<td>0.4 0.4 0.4 0.90 0.87</td>
<td></td>
</tr>
<tr>
<td>Cam 5 12th July 2006</td>
<td>12th July 2006</td>
<td>0.4 0.3 0.4 0.96 0.82</td>
<td></td>
</tr>
<tr>
<td>Cam 5 12th July 2006</td>
<td>8th July 2005</td>
<td>0.3 0.2 0.4 0.94 0.83</td>
<td></td>
</tr>
<tr>
<td>Cam 5 12th July 2006</td>
<td>8th July 2005</td>
<td>0.3 0.2 0.4 0.97 0.85</td>
<td></td>
</tr>
</tbody>
</table>
This would suggest that there is a high degree of consistency between all sets of IOP for this camera exemplar. A similar result was obtained with the other six cameras.

Table III summarises the accuracy of DEM generation generated by using different combinations of sets of imagery and IOP at various dates for camera five within the two areas of the test object. Similar results were again obtained with the other six cameras. As expected, the cameras achieved poor accuracies for the full test area. These were caused by the small number of gross failures for points adjacent to the wooden blocks. Mean errors for the central area of interest varied between 0.5 to 2.5 mm and did not follow expectations. Even more surprisingly, optimum restitution accuracy were not achieved by generating DEMs using frames and IOP from the same date. This leads to the conclusion that the central area of extracted DEMs were perhaps affected by the same systematic error source, an issue discussed later in this paper.

### Table III. DEM accuracy by using IOP of different dates

<table>
<thead>
<tr>
<th>Camera/Imagery date</th>
<th>IOP date</th>
<th>Full area (mean error ± standard deviation) [mm]</th>
<th>Central area (mean error ± standard deviation) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cam 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4th July 2005</td>
<td>4th July 2005</td>
<td>0.5 ± 7.2</td>
<td>1.8 ± 0.9</td>
</tr>
<tr>
<td>4th July 2005</td>
<td>8th July 2005</td>
<td>0.4 ± 5.8</td>
<td>1.1 ± 0.7</td>
</tr>
<tr>
<td>4th July 2005</td>
<td>12th July 2006</td>
<td>0.9 ± 7.1</td>
<td>2.5 ± 0.7</td>
</tr>
<tr>
<td>8th July 2005</td>
<td>8th July 2005</td>
<td>0.9 ± 6.1</td>
<td>1.4 ± 0.8</td>
</tr>
<tr>
<td>8th July 2005</td>
<td>4th July 2005</td>
<td>0.6 ± 6.9</td>
<td>1.3 ± 1.0</td>
</tr>
<tr>
<td>8th July 2005</td>
<td>12th July 2006</td>
<td>1.2 ± 5.8</td>
<td>1.9 ± 0.8</td>
</tr>
<tr>
<td>12th July 2006</td>
<td>12th July 2006</td>
<td>0.3 ± 6.0</td>
<td>1.6 ± 0.7</td>
</tr>
<tr>
<td>12th July 2006</td>
<td>4th July 2005</td>
<td>-0.1 ± 6.6</td>
<td>0.5 ± 0.9</td>
</tr>
<tr>
<td>12th July 2006</td>
<td>8th July 2005</td>
<td>-0.2 ± 5.6</td>
<td>0.7 ± 0.7</td>
</tr>
</tbody>
</table>

**Manufacturing consistency**

The presence of seven identical Nikon Coolpix 5400 digital cameras provided the opportunity to assess their manufacturing consistency. Three sets of IOP, originally derived with camera four in calibration sessions of various dates, were used in conjunction with the six calibration frames, captured with camera five on the 4th of July 2005. The restitution accuracy achieved for these two cameras, which provide a representative sample for the results obtained from all cameras, are presented in Table IV. Particularly, no significant discrepancies were observable in accuracy statistics (average object rms error of 0.3 mm; variation of image rms error of 0.22 pixel) comparing these configurations. It is notable that there is a high degree of similarity between sets of IOP which certainly demonstrates remarkable geometric consistency achieved by the manufacturer.

The accuracy in the object space, achieved by extracting DEMs using the configurations presented above, are summarised in Table V. It indicates again a poor DEM accuracy estimated for the whole test object and discrepancies between 0.6 to 2.1 mm for the central test area. By comparing the DEM accuracy statistics presented in Table III and Table V, it is notable that camera five achieved a
similar accuracy level, even though IOP sets derived from a different camera were used. This again demonstrates a high degree of manufacturing consistency for this type of camera.

**DISCUSSION**

**DEM generation and accuracy statistic**

Figures 5 to 7 represent DEMs of difference for the full test object using the imagery from the 4th of July 2005 and IOP sets derived using the 4th, 8th July 2005 and 12th July 2006 imagery, acquired with camera five. Sets of IOP were achieved using the GAP calibration approach (Chandler et al., 2005). Areas in DEMs with elevations less than -5mm are illustrated by solid red colour, solid green regions indicate height differences greater than +5mm and white areas represent regions of no height differences between the “truth DEM” and automatically extracted DEMs.

Difference images clearly indicate significant areas of inaccurate DEM which can be classified into four types. Obviously, the DEM generation algorithm of the LPS software has difficulties in extracting information representing the wooden blocks situated on the left and lower right area of the test object. The dimensions are 70 × 30 × 100mm (left block) and 105 × 30 × 72 mm (lower right block) which simulates isolated tall buildings, which perhaps explains these difficulties. Furthermore, areas with gross errors within the near vicinity of the wooden blocks clearly indicate the shadowing effect of them, which is to be expected. The effect on the numerical statistics can be noticed by comparing the standard deviation (average value 6.3mm) determined for the full test area with the standard
deviation (average value 0.8mm) for the central region which does not include the wooden blocks. The other obvious areas of inaccurate DEM are the distinctive radial “domes”, slightly shifted to the left and the systematic “contour” pattern to the right of the centre of the DEM. These systematic effects will be accounted for in the next section.

Systematic pattern in difference images

A hierarchical feature-based matching algorithm that incorporates both pyramid layers and an epipolar constraint to reduce the search time for conjugate points in image pairs is used by LPS for DEM generation (ERDAS, 2002). This approach generates a systematic “contour” pattern using a base to distance ratio of 1:7 for an image pair, illustrated in Fig. 5 to 7. However, tests have shown that changing the base to distance ratio to 1:2 reduces this systematic effect, as demonstrated in Fig. 8. The software manufacturer Leica Geosystems was contacted in November 2006 and this unusual effect reported. However, no explanation accounting for this pattern so far has been received (May 2007). Tests conducted with another DEM generation package (ERDAS OrthoMax) created a dome but no such systematic contour pattern.
“Dome” structure in DEM of difference

Fig. 5 to 8 represent DEMs of difference for the full test object where distinctive radial “domes” appear to be approximately located to the left of the centre of DEMs. They are caused by residual systematic effects arising from slightly inaccurate radial lens distortion parameters and have been also noted in past work (Stojic et al., 1998; Chandler et al., 2003; 2005). A theoretical proof explaining them was given in Fryer and Mitchell (1987). This confirms that any uncorrected residual x parallaxes will create a systematic offset in computed elevations, causing a flat object to appear curved.

The radial domes (maximum elevation of 2 mm) clearly affect the accuracy statistic estimated for the central test object. The achieved accuracy for the sensors is approximately 1.4 mm (average mean error) for the central area tested. By removing these systematic errors in difference images, the cameras will be certainly capable of achieving an improved accuracy, perhaps approaching the theoretical optimum of 0.5 mm at this camera object distance of 1.5 m.

The variation in radial lens distortion for sensor 5 using various sets of IOP are shown in Fig. 9. The differences between these curves and the mean curve never exceed 7 µm and even these extremes were achieved at the very edges of the image format. These results correspond closely with the findings of Robson and Gyory (2006) in which the variations in distortion for eight sensors of a panoramic camera cluster have been investigated.

Reviewing the results summarised in Table II to V and Fig. 9, the cameras achieved similar accuracy whichever combination of camera and IOP has been used. This level of accuracy is suitable for routine measurement of textured surfaces and DEM generation to an accuracy of 2 mm. Tests have demonstrated remarkable temporal stability and manufacturing consistency of the cameras. Variations in calibration parameters for these sensors are generally not significant when they are used at the level of accuracy described. This finding agrees with the experimental camera calibration tests carried out by Remondino and Fraser (2006).

Fig. 8. Difference image with base to distance ratio of 1:2
The work presented in this paper has explored and identified successfully the temporal stability and manufacturing consistency of the Nikon Coolpix 5400 digital camera over a one-year period. This type of camera is capable of generating DEMs to an accuracy of 1.4 mm, from a distance of 1.5 m using IOP derived though self calibration using imagery obtained by any of these cameras. This result is highly significant, as it implies that a “generic” distortion curve may well be applicable for all Nikon 5400 cameras (based on our sample of seven). In addition, such accuracies could be suitable for many applications. This paper also identified existing systematic errors in difference images which are caused by slightly inaccurate lens distortion parameters being estimated by the self-calibration approach. These effectively constrains the accuracies achievable. Further experimental work will be conducted to see if it is possible to reduce these effects and will be reported in a future paper.
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