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Simple and ultrafast resonance frequency and dissipation shift measurements using a fixed frequency drive

Arnab Guha, Niklas Sandström, Victor P. Ostanin, Wouter van der Wijngaart, David Klenerman, Sourav K. Ghosh

A new method for determination of resonance frequency and dissipation of a mechanical oscillator is presented. Analytical expressions derived using the Butterworth-Van Dyke equivalent electrical circuit allow the determination of resonance frequency and dissipation directly from each impedance datapoint acquired at a fixed amplitude and frequency of drive, with no need for numerical fitting or measurement dead time unlike the conventional impedance or ring-down analysis methods. This enables an ultrahigh time resolution and superior noise performance with relatively simple instrumentation. Quantitative validations were carried out successfully against the impedance analysis method for inertial and viscous loading experiments on a 14.3 MHz quartz crystal resonator (QCR). Resonance frequency shifts associated with the transient processes of quick needle touches on a thiol self-assembled-monolayer functionalised QCR in liquid were measured with a time resolution of 112 μs, which is nearly two orders of magnitude better than the fastest reported quartz crystal microbalance. This simple and fast fixed frequency drive (FFD) based method for determination of resonance frequency and dissipation is potentially more easily multiplexable and implementable on a single silicon chip delivering economies of scale.

1. Introduction

Resonance frequency and dissipation measurements of mechanical oscillators, such as quartz crystal resonators (QCR) and cantilevers, are widely used in electrochemistry [1–4], surface science [5–7] and biosensors [8–11] to quantify processes on the surface. Traditionally, oscillators with frequency counters and automatic gain control [12–16], impedance analysis of a frequency sweep [17–23] and voltage ring-down analysis [24–27] have been the most commonly used methods for measuring the resonance frequency and dissipation factor (inverse of Quality factor) of an oscillator. State-of-the-art instruments now report these measurements at multiple resonance modes or overtones [28–30]. However, the time resolution, i.e. the time for measurement of one resonance frequency or dissipation datapoint, is limited in most practical cases, with a trade-off between the speed of data acquisition and noise.

In impedance analysis method, an oscillator is driven by sweeping the frequency spanning around its nominal resonance frequency and the admittance spectrum is fitted with an equivalent electrical circuit to estimate the resonance frequency and dissipation. The frequency sweep needs to have a minimal number of steps in order to achieve an acceptable quality of the nonlinear fitting, with the time per step inversely proportional to the resonance bandwidth to avoid artefacts from transient processes. Moreover, there is a dead time between successive data acquisitions to reduce transient interference that affects the quality of the numerical fitting and to allow time for the fitting. The dead time and the low signal amplitude at “shoulders” of the frequency characteristics, which constitute the majority of the measurement phase, also sacrifice the signal-to-noise ratio. To achieve acceptable noise in practice after accounting for these requirements, it is difficult to lower the time per measurement, which comprises the data acquisition time and the fitting time, below 500 ms with most current impedance analysers [30]. Seiko has commercialised a fast impedance analyser for electrochemical quartz resonators with a minimum time per measurement of 100 ms [31]. However, there is no reported data on noise at this speed with real experiments.

In ring-down analysis method, commonly referred to as quartz crystal microbalance with dissipation monitoring (QCM-D), a QCR is excited with a narrow radio frequency pulse comprising a frequency somewhat closer to the resonance frequency. The excitation is
intermittently turned off and the transient signal (voltage or current) from the QCR is fitted with an exponentially decaying (or ‘ringing down’) sinusoidal signal to extract the resonance frequency and dissipation. One may apply averaging for better accuracy of fitting at the cost of increased measurement time. Moreover, like the impedance analysis method, here too the data acquisition dead time between successive ring-downs and the low signal amplitude during majority of the measurement phase sacrifice the time resolution and the signal-to-noise ratio. Accounting for these requirements, Petri, Johannsmann and co-workers reported the minimum time per measurement for ring-down analysis method to be in the range of 1 s to achieve acceptable noise in practice [30]. Q-Sense E1 reports a minimum time resolution of 5 ms for their 5 MHz QCRs, which employ the ring-down or QCM-D method [32]. However, there is no reported data demonstrating the noise at this speed. The noise is normally predominantly from the bio-functionalised surface. A study of glycoprotein–lectin interactions using QCM-D reported a 2 Hz noise of frequency measurement [33].

In oscillator circuits, the resonance frequency of a QCR is actively interrogated using a frequency counter and averaged over a particular time interval. The dissipation factor is estimated using an automatic gain control unit within the oscillator circuit, which compensates the acoustic energy loss through a feedback circuit to maintain a constant amplitude of the QCR without altering its quality factor. Oscillator circuits usually have a time resolution of 1 s [34,35]. It is possible to achieve a higher time resolution using reciprocal frequency counters with high reference clock frequency [34] albeit at the expense of complexity in instrumentation. The theoretical noise or frequency resolution, \( \Delta f \), with a reciprocal frequency counter is related with the time resolution, \( t \), by the equation \( \Delta f = \frac{f}{f(t_{rec})} \), where \( f \) is the QCR fundamental resonance frequency and \( f_{rec} \) is the reference clock frequency [36]. According to this equation, in principle one could achieve a time resolution of 100 ms with a noise of 0.14 Hz using a 1 GHz reciprocal frequency counter on a 14.3 MHz QCR, which is the one employed in our current work. However, in practice there are various other kinds of noise associated with liquid, e.g. signal’s phase jitter, and predominantly with a bio-functionalised QCR, which makes it challenging to go below 1 s time resolution. There isn’t any experimental evidence of less than 1 s time resolution with a QCR using frequency counters.

To circumvent the speed of measurement problem, Petri, Johannsmann and co-workers presented a method, where fast time traces of electrical admittance were acquired sequentially at a set of fixed frequencies closely around the resonance frequency, and subsequently fitted them to obtain resonance frequency and dissipation [30]. They reported a minimum time per measurement of 10 ms and noise of 0.3 Hz for copper deposition/dissolution with data gathered over 7 min. However, these measurements are only valid over a span that is much smaller than the resonance bandwidth as they use a linear approximation function. Moreover, the frequency characteristics are required to be taken for every new QCR to determine the local slope and intercept of the linear approximation before this method can be applied. Importantly, this method is applicable only for studying repetitive processes, such as in electrochemistry. In nature, there are ‘single-shot’ quick or transient processes, often requiring shorter time period of measurement than 10 ms. For example, gas-to-surface adsorption-desorption dynamics in surface science [37], formation of chemical reaction intermediates and important biomolecular events, such as protein folding [38] or other structural changes during binding, are non-repetitive processes occurring in millisecond timescales. Studying these fast transient processes is critical to their phenomenological or mechanistic understanding.

In this paper, we report a new method for measuring the resonance frequency and dissipation of a mechanical oscillator based on their analytical expressions derived using the Butterworth-Van Dyke equivalent electrical circuit model. These expressions allow the estimation of resonance frequency and dissipation using simple instrumentation directly and continuously from each impedance data-point acquired from a fixed amplitude and frequency of drive without any fitting or measurement dead time. Consequently, the time resolution is practically limited by the duration of transient processes on the oscillator or the digital data acquisition time period of the instrument, whichever is higher. The absence of dead time and of low-amplitude data acquisition and the feasibility of analog or digital signal averaging of the linear impedance signal for any desired time allow an ultra-low noise from the method. We have referred to this method of determination of resonance frequency and dissipation as ‘fixed frequency drive’ or FFD.

An analytical model is presented along with experimental validations for inertial and viscous loading on a 14.3 MHz QCR. The shifts in resonance frequency and dissipation obtained from streptavidin-biotin binding and from replacement of methanol with deionised water on the QCR using FFD method compared closely with those obtained from impedance analysis method using the same instrumentation. A study of quick needle touches on a QCR functionalised with a thiol self-assembled monolayer is also reported. The realtime resonance frequency shift features associated with the transient loading and unloading of the needle on the QCR in liquid could be detected with a minimum time resolution of 112 μs, which is nearly two orders of magnitude lower than that reported by Petri and co-workers. A study of baseline noise of a thiolated QCR in liquid using FFD for a wide range of measurement time period (time to record one data point) from 33 μs to 42 s is presented and the noise data is comparatively discussed with other methods. The potential for greater multiplexability and implementability on a single silicon chip are also discussed.

2. Theory

The dynamics of an oscillator around a resonance mode can be presented in the form of a spring-mass-damper model (Fig. 1a). The equivalent electrical circuit for this dynamic model is given by an RLC circuit, where the electrical resistance (\( R \)), inductance (\( L \)), capacitance (\( C \)) and charge (\( q \)) are related to the coefficient of damping (\( c \)), mass (\( m \)), stiffness (\( k \)) and displacement (\( x \)) respectively as \( R = c, L = m, C = 1/k \) and \( q = x \). For a quartz crystal resonator, the equivalent electrical circuit is given by the Butterworth-Van Dyke (BVD) model (Fig. 1b), where the branch containing \( R_m, L_m \) and \( C_m \) models the oscillator dynamics and is often referred to as the motional branch, and the shunt capacitance \( C_0 \) models the dielectric capacitance of the quartz and any holder capacitance [28].

From the BVD model, the impedance of the motional branch is given by

\[
Z_m = R + j\omega L - \frac{j}{\omega C} \tag{1}
\]

where \( \omega = 2\pi f \) is the drive frequency in rad/s. At resonance (when \( \omega = \omega_0 \)), the motional impedance is purely resistive, which means the motional reactance (or the imaginary component of impedance), given by \( j(\omega L - \frac{1}{\omega C}) \), is zero. This gives the resonance frequency \( (\omega_0 = 2\pi f_0) \) of the motional branch as

\[
\omega_0 = \frac{1}{\sqrt{LC}} = \frac{\rho}{L} = \frac{1}{\rho C} \tag{2}
\]

where \( \rho = \sqrt{L/C} \) is the characteristic impedance. From Eq. (2), we have

\[
L = \frac{\rho}{\omega_0} \tag{3}
\]

\[
C = \frac{1}{\rho\omega_0} \tag{4}
\]

Using Eqs. (3) and (4) to substitute for \( L \) and \( C \) in Eq. (1), we have
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From Eq. (6) the motional reactance can be expressed as

$$X_m = \rho \left( \frac{f}{f_0} - \frac{f_0}{f} \right)$$

Solving Eq. (7) for $f_0$, we have

$$f_0 = \frac{f}{2 \rho} \left( -X_m + \sqrt{X_m^2 + 4 \rho^2} \right)$$

$$\Rightarrow f_0 = \frac{f}{2 \rho} \left( 1 - \frac{X_m}{2 \rho} \sqrt{1 + \left( \frac{2 \rho}{X_m} \right)^2} \right)$$

Eq. (9) gives the expression for resonance frequency of an oscillator in terms of the drive frequency, the motional reactance and the characteristic impedance of the equivalent electrical circuit. It may be noted that the impedance measured from an experiment is the equivalent impedance, which takes into account the impedance due to the shunt capacitance ($C_0$) as modelled by the BVD equivalent circuit (Fig. 1b), and is given by $Z = \left( \frac{1}{Z_m} + j \omega C_0 \right)^{-1}$. The impedance of the motional arm is obtained from this experimentally measured equivalent impedance as $Z_m = (1/Z - j \omega C_0)^{-1}$, and $X_m = \text{Im}(Z_m)$ is used in Eq. (9).

Using Eq. (9), the frequency offset, i.e. the difference of the resonance frequency with respect to the drive frequency ($\Delta f_{\text{off}}$), is expressed as

$$\Delta f_{\text{off}} = f_0 - f = \frac{f}{2 \rho} \left( X_m + 2 \rho - \sqrt{X_m^2 + 4 \rho^2} \right)$$

The above equation can be alternatively expressed as follows after eliminating larger values inside the bracket.

$$\Delta f_{\text{off}} = -f X_m \left( 1 - \frac{X_m}{2 \rho} \frac{1}{\sqrt{1 + \left( \frac{2 \rho}{X_m} \right)^2}} \right)$$

Mass or elastic loading on the oscillator due to any process on the surface modifies the inductance or capacitance of the equivalent circuit respectively, and hence, shifts the resonance frequency ($\omega_0 = 2\pi f_0$) governed by Eq. (2). If the oscillator is driven at a known fixed frequency $f$, then the resonance frequency or its offset from the drive frequency at any point during the process can be determined using Eq. (9) or Eq. (10) respectively. This allows the measurement of resonance frequency shift from each impedance datapoint directly.

2.1. Shunt capacitance and characteristic impedance

The shunt capacitance ($C_0$) and the characteristic impedance ($\rho$) are nearly the same for any crystal in a batch. The representative values for a batch can be either obtained from the manufacturer or determined by an impedance analyser. The coefficient of variation of $C_0$ and $\rho$ for 6 randomly chosen crystals from our batch was 3.3% and 0.9% respectively. This amount of variation has no practical impact on the estimations using FFD method (Eq. (9) or Eq. (10)). Although the characteristic impedance changes slightly with any shift in resonance frequency during a process, it can be assumed to be practically constant without any notable impact on the accuracy of estimation of the resonance frequency shift using Eq. (10). The analytical justification for this is provided in Supplementary information §S1.

2.2. Choice of drive frequency

The driving frequency does not need to be close to the resonance frequency for accurate estimation of the latter from Eq. (9) or Eq. (10). In principle, the drive frequency can be several resonance bandwidths.
away from the drive frequency without practically affecting the accuracy of estimation. Our estimated range for driving frequency selection is roughly ±20 kHz (Supplementary information Fig. S2), which for the crystals used in this study is around 5.6 resonance half-bandwidths away for operation in liquid (\(\gamma = 2000\), \(\eta = \frac{3}{2}\)) measured from the impedance analysis method and \(R_0 > \frac{\pi f LC}{3kH}\), where \(\gamma = c/m\), and more than 150 half-bandwidths for operation in air (\(Q > 50000\)). However, for better signal-to-noise ratio, it would be useful to choose the nominal resonance frequency of the batch of crystals obtained from the manufacturer as the drive frequency. With most manufacturers, the frequency tolerance is ±100 ppm or better, i.e. the maximum difference between the resonance frequency of any crystal in a batch and the nominal resonance frequency of the batch is ±100 ppm or less. For our 14.3 MHz from Laptech Precision Inc., the frequency tolerance is ±1.5 kHz (~100 ppm), which is well within the resonance half-bandwidth in liquid (3.57 kHz). The frequency tolerance can also be as low as 10 ppm at slightly higher cost. Hence, the drive frequency set to the batch’s nominal frequency should ensure both accuracy and good signal-to-noise ratio.

It may be noted that the second order Maclaurin series approximation of the frequency offset in Eq. (10), as shown in Eq. (11), gives an error of only ~7 μHz with respect to the exact expression for a resonance frequency shift of up to ~20 kHz, i.e. 5.6 resonance half-bandwidths in liquid for the QCR used in this study (Supplementary information §S2). Thus, the approximate form as in Eq. (11) can be used in place of the exact expression of Eq. (10) for all practical purposes. Moreover, the simpler formula obviates the need for calculation of radicals and potentially allows the use of a simple and cheap microprocessor.

\[
\Delta f_{off} = -\frac{f}{\alpha} \left(1 - \frac{\alpha}{2}\right); \quad \alpha = \frac{X_m}{2\rho}
\]

(11)

2.3. Dissipation shifts using FFD

In the electrical equivalent, the quality factor is given by \(Q = \rho/R\) (Supplementary information §S3). The dissipation factor is therefore measured as follows.

\[
D = 1/Q = R/\rho \\
\Rightarrow D = Re(Z_m)/\rho
\]

(12)

Hence, the dissipation and its change over a process can be derived directly from Eq. (12) using the motional resistance (real part of motional impedance) measured during a fixed frequency drive.

3. Quantitative validations with impedance analysis method

Resonance frequency and dissipation shifts derived using the FFD method (Eqs. (11) and (12)) were validated against the respective values derived using the impedance analysis method through two types of experiments: streptavidin binding to biotin immobilised on the QCR, and replacing methanol with deionised (DI) water on the QCR. While the former is predominantly an inertial (or mass) loading experiment, causing shifts in resonance frequency, the latter is a combination of both inertial and viscous loading (due to changes in density and viscosity of the coupled liquid), causing shifts in both resonance frequency and dissipation.

3.1. Streptavidin-biotin binding

14.3 MHz AT-cut thickness-shear-mode QCRs were functionalised with a self-assembled monolayer of mixed thiol (10% biotin thiol, 90% methoxy thiol) (Fig. 1c) and assembled between a microfluidic flow cell, made of cyclic olefin copolymer, to allow a controlled delivery of sample, and a printed circuit board to enable the electrical connection (Fig. 1d). The QCR was actuated and sensed electrically using a dedicated network analyser, designed and built in-house, and reported in our earlier work [39]. The details of the set-up and processes are provided in the Materials and methods section.

Frequency sweeps (0.1 s, 0.52 V) were taken using the above-mentioned network analyser successively every 2 min in phosphate buffer saline (PBS) to establish a baseline for 10 min. 2.5 μg/mL streptavidin solution in PBS was then injected (at 40 μL/min) into the microfluidic cell to allow binding for 10 min. After this binding phase, similar frequency sweeps and fixed frequency scans as above were taken for 10 min.

For the impedance analysis method, the resonance frequency (\(\omega_0 = \frac{2\pi f_0}{\sqrt{LC}}\)), the quality factor (\(Q = \sqrt{L/C}/R\)), the shunt capacitance (\(C_s\)) and the characteristic impedance (\(Z_0 = \sqrt{LC}/R\)) were estimated from each frequency sweep by fitting the measured impedance with the equivalent impedance from the BVD model (Fig. 1b). The shunt capacitance and the characteristic impedance estimated at the beginning of the experiment were used in the fixed frequency drive (FFD) method through the baseline and binding measurement phases.

To study the dependence of the resonance frequency estimate from the FFD method on the choice of drive frequency, fixed frequency scans were taken at 5 different drive different frequencies spanning ~84% of the frequency bandwidth: \(f_{0,PBS} = 3\) kHz, \(f_{0,PBS} = 3.5\) kHz, \(f_{0,PBS} = 3.5\) kHz and \(f_{0,PBS} = 3\) kHz, where \(f_{0,PBS}\) is the resonance frequency of the QCR in PBS at the beginning of the experiment. The calibrated reactance of the motional branch (\(X_m\)) from each fixed frequency scan was used to estimate the resonance frequency and dissipation according to Eqs. (11) and (12) respectively. In addition, each drive frequency point in a frequency sweep of 20 kHz span was used to estimate the resonance frequency and dissipation according to the FFD method and averaged. All of the above 6 estimates from the FFD method were compared with that from the impedance analysis method.

The shifts estimated from the FFD and impedance analysis methods at each measurement point showed satisfactory agreement over the baseline and streptavidin-bound phases for all the 5 drive frequencies (Fig. 2a). The resonance frequency shifts due to streptavidin-biotin binding estimated from these two methods also showed satisfactory agreement (Fig. 2b). The agreement varied between +8.16% (SD, \(\sigma = 2.98\%\)) and -4.33% (SD, \(\sigma = 3.66\%\)) over the range of drive frequencies explored, and was found to be the most satisfactory at +0.16% (SD, \(\sigma = 2.12\%\)) when the drive frequency for FFD was set to \(f_{0,PBS}\) (Fig. 2c). While this agreement is already reasonably good for practice, it can be improved further through a more accurate calibration and potential improvement to the model of equivalent electrical circuit of the QCR through the consideration of shunt resistance and electrode resistance [40].

The experimentally measured frequency shift values from both impedance analysis and FFD methods agreed reasonably well (within 37%) with the theoretical frequency shift (~230 Hz) estimated using the Sauerbrey equation [41] (Supplementary information §S4).

The dissipation shifts were also derived experimentally using the impedance analysis and FFD methods from the admittance curve fitting and Eq. (12) respectively. The fractional shifts in dissipation due to the binding event (\(\Delta D/D\)) measured from the impedance analysis method (+0.002) was in close agreement with those measured from FFD method (+0.005 to -0.007) for the various drive frequencies explored (Fig. 2a). The percentage agreement was not assessed as the dissipation values were small.

3.2. Methanol-DI water replacement

Experiments were also carried out with cleaned unfunctionalised QCR, where methanol (MeOH) in the sample chamber above the QCR was replaced with deionised (DI) water. The changes in resonance frequency and dissipation resulting from the changes in mass and viscous loading were measured using the impedance analysis and FFD methods and compared.
Frequency sweeps and fixed frequency scans at a range of drive frequencies were recorded in a similar way as in the streptavidin-biotin binding experiment described in Section 3.1. Likewise, the frequency sweeps were analysed using the impedance analysis method (BVD model fitting) and the fixed frequency scans were analysed using the FFD method (Eqs. (11) and (12)) to determine the resonance frequency and dissipation shifts due to the replacement of methanol with DI water. This time, the sets of measurements were repeated every 5 min during the 20-minute baseline phase in methanol and during the 20-minute phase in DI water.

The resonance frequency and dissipation shifts estimated from the impedance analysis and FFD methods at each measurement point showed satisfactory agreement over both the methanol baseline phase and the DI water phase for all 5 FFD drive frequencies (Fig. 3a, b, d). The agreement in the resonance frequency shifts varied between +2.8% (SD, σ = 0.89%) and -0.25% (SD, σ = 0.68%) over the range of FFD drive frequencies explored, and was found to be the most satisfactory 0.67% (SD, σ = 0.66%) when the drive frequency was set to $f_{0,\text{MeOH}} - 1.5kHz$, where $f_{0,\text{MeOH}}$ is the resonance frequency of the QCR in methanol measured at the beginning of the experiment using impedance analysis (Fig. 3c). The agreement in the fractional shifts in the dissipation factor ($\frac{\delta D}{D}$) varied between -10.9% (SD, σ = 1.42%) and +4.67% (SD, σ = 1.59%) over the range of FFD drive frequencies explored, and was found to be the most satisfactory 1.58% (SD, σ = 0.7%) when the drive frequency for FFD was set to $f_{0,\text{MeOH}} + 1.5\text{MHz}$ (Fig. 3e).

The experimental values of resonance frequency and dissipation shifts from both the methods were in good agreement with the respective theoretically estimated values using the Kanazawa’s equation (Supplementary information §S5). The theoretically estimated resonance frequency shift (-995 Hz) was within 0.92% of the value measured using the impedance analysis method and +0.67% of the value measured using the FFD method with the drive frequency set to $f_{0,\text{MeOH}}$. Similarly, the theoretically estimated fractional shift in the dissipation factor (0.438) was within 0.76% of the value measured using the impedance analysis method and -1.96% of the value measured using the FFD method with the drive frequency set to $f_{0,\text{MeOH}}$.

4. Noise analysis

The instrument, the method and the random processes on the sensor surface are the major sources of noise in a bioanalytical measurement. In particular, the processes on the surface dominate the noise in biosensors. For a given instrument and surface, the noise due to the method relies closely on the data acquisition rate, with the noise usually increasing with faster data acquisition. Studies related to baseline noise over various data acquisition rates for a given instrument and sensor surface are missing in the QCR literature.

In this work, a continuous fixed frequency scan (0.47 V, 100 s) was acquired from a QCR functionalised with a self-assembled monolayer of...
thiol in PBS at a data acquisition time period of 32.76 μs employing the afore-mentioned custom-built network analyser. Exponential running averages were then applied on this linear data in order to obtain data streams corresponding to a range of acquisition time periods from 32.76 μs to 41.89 s. This ensured that the data streams for all the time periods were associated with the same time, duration and state of the sensor surface. For each data stream, the resonance frequency was determined for every impedance data point using the FFD method (Eq. (11)) and the Allan deviation noise was evaluated. Fig. 4 and Table 1 show the Allan deviation noise corresponding to each data acquisition time period [42].

An Allan deviation noise of 1 Hz or less was recorded for data acquisition time periods of 2 ms or higher (Table 1, Fig. 4). A practical noise performance such as this with a functionalised 14.3 MHz QCR in liquid at ∼millisecond time period of data acquisition is encouraging and not encountered before in the QCR literature. Moreover, this noise was achieved over a sampling period of 100 s only, which is a few times shorter than the copper deposition/dissolution sampling period (7 min) by Petri, Johannsmann and co-workers, who reported a minimum time per measurement of 10 ms (noise ∼0.3 Hz with 5 MHz QCR) [30]. An Allan deviation noise of 4.7 Hz was recorded at the smallest data acquisition time period of 32.76 μs. While 4.7 Hz is not a low noise in general, it is still encouraging for a functionalised QCR in liquid given this high speed of data acquisition. For comparison, one may note that even the theoretical digital noise for a 14.3 MHz QCR with a 1 GHz reciprocal frequency counter is 436 Hz at a similar acquisition speed [36].

It may be noted that the above noise performance of the FFD method was with a thiol-functionalised 14.3 MHz QCR in liquid. The noise purely from the instrument was much lower even over a shorter sampling period. We modelled the load under liquid with a 180 Ω resistor in series with an encapsulated 14.3 MHz QCR. The baseline Fig. 3. a. Resonance frequency and relative dissipation shifts due to change in liquid phase from methanol to DI water using the impedance analysis and FFD methods (with 5 drive frequencies) with 5 min measurement interval b. Resonance frequency shift 20 min after flow of DI water. c. Percentage variation in the resonance frequency shifts for FFD (at different drive frequencies) with respect to impedance analysis method. d. Relative dissipation shift 20 min after flow of DI water. e. Percentage variation in the relative dissipation shift for FFD (at different drive frequencies) with respect to impedance analysis method.
frequency fluctuation (Allan deviation noise) of this device measured using FFD in our instrument at a data acquisition time period of 8.4 ms and over a sampling period of 400 ms was $\sim 0.15$ Hz (Supplementary information Fig. S4). The noise fitted well with the theoretical curve for the additive normal ‘white’ noise that reduced reciprocally to the square root of the sampling period.

4.1. Noise comparison with impedance analysis method

Continuous frequency sweeps (0.03 V, 100 s) were also acquired for the same thiol-functionalised QCR in PBS by employing a commercial bench-top Vector Network Analyzer (VNWA 3E, SDR-Kits, UK) at three data acquisition time periods available with the instrument: 66.5 ms, 665 ms and 6650 ms. The admittance data was fitted internally by the instrument software to deliver the resonance frequency baseline based on the impedance analysis method for these three time periods. The Allan deviation noise was determined and compared with those from the FFD method for the three comparable data acquisition time periods (Fig. 4, Table 1). We had to employ a different instrument to do the noise study for the impedance analysis method as the lowest time period for frequency sweep impedance analysis with our custom-built network analyser is $\sim 1$ s. It may be noted that the measurement time periods with the VNWA 3E analyser are larger than the above-mentioned data acquisition time periods to accommodate for the time to fit the impedance data (Table 1). We have compared the noise of the two methods based on the data acquisition time periods so that the comparison is as close as possible between the methods alone and not influenced by the speed of the fitting algorithm or processor.

The noise values obtained from the continuous FFD method were considerably lower at similar data acquisitions speeds, e.g. the noise from the FFD method was 5.5% of the noise from the impedance analysis method at an acquisition time period of $\sim 66.5$ ms (Fig. 4, Table 1). Although differences in the two instruments used (e.g. receivers and analog-to-digital converters) could influence the difference in noise observed, we believe the difference in the methods of resonance frequency measurement played a crucial role because of the following arguments. For the impedance analysis method, the impedance data was collected across a range of frequencies encompassing the resonance bandwidth - the lower signal-to-noise ratio for frequencies away from resonance could impact the quality of fitting. There was also a data acquisition dead time required for fitting the data. Moreover, the resonance characteristics fitting is nonlinear, where the noise does not average to zero, causing random offset in the fitting parameters, such as the resonance frequency. In comparison, the impedance data in the FFD method was collected at a fixed amplitude and at a single frequency near the resonance frequency. There was no fitting needed, hence, no data acquisition dead time. Furthermore, the fixed amplitude data could be easily averaged over the entire acquisition period using a linear running average function, where the noise averages statistically to zero.

We would like to put forward another hypothesis behind lower noise with the FFD method. In the impedance analysis and the ring-down methods, the oscillation amplitude of the QCR varies over a scan with near-zero amplitude during a significant proportion of a measurement cycle to eliminate the transient interference and allow time for numerical fitting. So it is likely that any loosely-bound micro- or nanoparticle “debris” that settle down on the functionalised surface during the low-amplitude phase through weak electrostatic bonds are chaotically dislodged during the higher-amplitude phase of the scan. Dislodging can occur due to combined chaotic thermal-assisted molecular motion and mechanical forces of the oscillation. The randomness of the lodging/dislodging of these particles on the QCR surface could be a major contributor to noise. These random attachments/detachments of loosely-bound particles are much reduced in the FFD method as the amplitude of motion is constant. Weakly interacting particles are less likely to settle down in the first place on constantly oscillating surface. This is the reason why such component of noise in the FFD method is drastically reduced.

5. Time resolution of frequency shift measurement

The time resolution is governed by both the minimum data acquisition time period and the duration of transient oscillations in the QCR,
particular whichever is higher. In our 14.3 MHz QCR, the duration of transient oscillations, given by $Q\omega_0$, where $Q$ is the quality factor and $\omega_0$ is the fundamental resonance frequency in rad/s, is $\sim 44.5 \mu$s whereas the digital data acquisition time period for our instrument is $\sim 32.7 \mu$s. Since these time periods are close to each other, the time resolution of measurements is influenced by both.

To study the time resolution of frequency shift measurement, we conducted quick needle touch experiments on a biotin thiol functionalised QCR in PBS. Jumps in the resonance frequency were observed at the moments of needle touches that were measured using the FFD method. These jumps could be justified because during the touch, while the tip of the metallic needle touching the QCR moved with the surface, the rest of the needle remained nearly stationary. As a result, the needle acted as an additional ‘spring’ or elastic restoring force, causing the increase in resonance frequency.

The frequency rise and decay features in timescales of 60–90 ms were clearly distinguishable using a continuous scan of fixed frequency and amplitude. Fig. 5a shows two representative needle touch events measured using the FFD method. We were unable to detect these needle touches with this distinction using the Vector Network Analyzer from SDR-Kits that applies the impedance analysis method (Supplementary information Fig. S3). Although this instrument allowed a minimum data acquisition time period of 66.5 ms, the measurement time period including the processing time was 800 ms.

To validate the experimental observation, we theoretically estimated the front rise time, i.e. the time between 10% and 90% of a step value, for a recorded signal due to a stepwise transient process on a QCR with a quality factor of 2000 and a 30.5 kHz receiver (Supplementary information §S8). The theoretically estimated rise time for the quickest data acquisition time period (32.77 $\mu$s) was found to be $\sim 112 \mu$s, which agreed quite well with the duration of the “first frequency rise feature” of a representative needle touch experiment (Fig. 5b). We therefore define this time period as the time resolution of the method using the current QCR and the instrument.

6. Discussion

Measurement of multiple parameters is of wide interest in diagnostics, drug development and biomarker analysis. However, the degree of multiplexability with QCRs has been limited as electromagnetic coupling is usually eliminated with expensive shielding. Moreover, although single-chip integration of QCR measurements would allow low cost-per-unit through economies at scale, the high costs involved with the current complexity are apparently prohibitive. Being an analytical formula-based method operating at a fixed frequency and requiring no numerical fitting, the FFD method offers some unique potential for a greater degree of multiplexability and single-chip integration as discussed below. These capabilities are worth exploring experimentally through future work.

6.1. FFD with self-oscillator quartz as a generator – potential for high multiplexability

In one embodiment, it is possible to implement the FFD method with one quartz resonator in a self-oscillating mode, such as an oscillator circuit, serving as a generator of fixed frequency for another quartz resonator acting as the sensor. Both the QCRs can be from the same batch and exposed to the same liquid in order to provide the best compensation for temperature and other factors, such as viscosity. This embodiment would be simple, potentially low-cost and, with no need for fitting unlike the ring-down or the impedance analysis methods, favour a greater degree of multiplexability of QCRs.

Currently, for multiplexed detection, multiple QCR sensors are often fabricated on a single piece of quartz substrate [33,49–56]. Such a sensor is termed as multi-channel monolithic quartz crystal micro-balance (MQCM). In traditional methods, all QCRs can be driven in parallel mode by using a separate driver circuit, such as an oscillator, pulse generator or frequency synthesizer, for each QCR and then capturing the output signal from each and processing it using a central processing unit. This makes the integrated electronic circuit bulky. Alternatively, the QCRs can also be driven in time multiplexing mode using electronic switches at the cost of complexity of the circuit and sacrificing the time resolution and noise of measurement. In both these modes of drive, the complexity and spurious electromagnetic coupling limits the degree of multiplexability. In the FFD method, all sensor QCRs (passive) can be driven simultaneously by using a single self-oscillating QCR (active), which forms a part of an automatic gain controlled oscillator circuit devoid of frequency counter. The simplicity in this embodiment potentially favours a greater degree of multiplexability.

MQCMs are affected by acoustic and electromagnetic couplings among adjacent QCRs. Acoustic coupling in any method can be suppressed by using inverted mesa quartz substrate [55], insertion of polydimethylsiloxane or other acoustic dissipation wall between QCR sites positioned on a single quartz [55] and maintaining a certain distance between the QCRs [54], to name a few. However, electromagnetic coupling between the metal electrodes [52], transmission lines and fluidic channels [55] of the QCRs is either very hard to eliminate or too expensive to do so by the use of shielding. To deal with spurious electromagnetic couplings between the QCRs, impedance analysis and FFD methods can be calibrated in principle by obtaining a matrix of cross-coupling coefficients and then using it to eliminate cross-interference to a high degree, relaxing requirements for design complexity and cost, such as with shielding. Calibration in the impedance analysis method is relatively more cumbersome as the MQCM device needs to be
calibrated at each and every frequency of a certain frequency sweep, whereas in the FFD method, calibration at a single frequency, such as the QCR resonance frequency, can address the requirement. Cancelling electromagnetic coupling is problematic in ring-down method due to the absence of any defined calibration and fitting procedure in presence of electromagnetic coupling. Hence, multiplexability requires expensive shielding, which limits the degree of multiplexability.

6.2. Potential for single-chip integration

The design of FFD integration on a single chip substrate is potentially less expensive and consumes less power than that for impedance analysis and ring-down methods. This is because with no need for frequency synthesizers or fast analog-to-digital converters with a large dynamic range, FFD needs a chip with a much lower degree of integration. Single-chip integration can reduce the cost per unit due to economies of scale and significantly expand the areas of application and adoption of QCR sensors from online measurement of industrial processes and high-throughput biomolecular interaction analysis to domestic gadgets.

7. Conclusion

In this paper, we presented a new method for measurement of resonance frequency and dissipation of resonators, with a particular attention to quartz crystal resonators (QCRs). The method is based on an analytical formula that is derived using the equivalent electrical circuit of a resonator. The analytical formula allows direct and continuous measurement of the resonance frequency and dissipation from each impedance datapoint using a fixed frequency drive without the need for any numerical fitting or measurement dead time. This enabled nearly two orders of magnitude better time resolution of measurement with superior noise performance compared to the fastest QCR reported in the literature. This was demonstrated both theoretically and experimentally using quick needle touches on a biotin thiol functionalised QCR in liquid. Measurements of resonance frequency and dissipation for mass and viscous loading experiments showed encouraging quantitative agreement with impedance analysis method over the resonance bandwidth. Improvements in the accuracy of the calibration and the electrical equivalent circuit model could further improve the quantitative agreement. The simplicity of the method could potentially expand the use of quartz crystal resonators in industrial, clinical and domestic applications at lower costs per unit through enabling greater multiplexability and scalable single-chip integration.

8. Materials and methods

8.1. Instrument

A nonlinear network analyser was designed and built in-house and used for our experiments. The instrument is unique with the capability of driving with a wide range of amplitude (0–40 V) and frequency (RF 100 kHz to 300 MHz) and recording complex (in-phase and quadrature) current and voltage sensitively (noise ~ 1 μV/√Hz) and synchronously at 3 frequencies of choice. For the experiments in this paper, only one receiving frequency was used, which was equal to the drive frequency. The instrument is capable of being driven at linearly varying frequency at fixed amplitude (used for impedance analysis method), at linearly varying amplitude at fixed frequency and at fixed amplitude and frequency (used for FFD method).

A graphical user interface was developed and installed on a PC to communicate with the instrument. Wolfram Mathematica10 was used to analyse the data.

A syringe pump (Harvard Apparatus) was used for controlled and measured delivery of sample into the sensor.

A commercial bench-top Vector Network Analyzer (VNWA 3E, SDR-Kits, UK) was used in the experiment for continuous monitoring of biotin-streptavidin binding to compare the results with FFD method.

8.2. Reagents

Acetone, isopropanol, ultra-pure 200-proof ethanol, phosphate buffered saline (PBS) and streptavidin were obtained from Sigma-Aldrich (UK). PBS consisted of 8.1 mM Na2HPO4, 1.1 mM KH2PO4, 1 mM MgCl2, 2.7 mM KCl, and 138 mM NaCl with a pH of 7.4. Deionised (DI) water was obtained from a Milli-Q Integral system, Millipore, USA. Thiolated alkanne solutions, namely HS-(CH2)n-11-EG6-Biotin and HS-(CH2)n-11-EG3-OCH3, were obtained from ProChimia (Poland).

8.3. Quartz crystal resonator

14.3 MHz AT-cut thickness-shear mode quartz crystal resonators (dia: 8.3 mm, thickness: 115 μm) were procured from LapTech Precision Inc., Bowmanville, Ontario, Canada. The quartz substrate was sandwiched between two circular gold electrodes on the top and bottom of diameters 5 mm and 4 mm respectively. The top electrode was wrapped around to ensure electrical connection from the bottom side.

8.4. Sensor assembly

The sensor assembly comprised three main parts: microfluidic cartridge, quartz crystal resonator (QCR) and printed circuit board (PCB) (Fig. 1d). An exploded cross-sectional view of all the sub-parts is shown in Fig. 1d ii.

8.4.1. Microfluidic cartridge

The microfluidic cartridge consisted of two injection molded cyclic olefin copolymer (COC) slides (Microfluidic ChipShop GmbH, Germany) that were bonded together by a medical-grade ARCare® 90106 double-sided pressure-sensitive adhesive (Adhesive Research Inc., Ireland). The top COC slide had integrated mini-luer connectors for fluidic interfacing into which silicone gaskets made of tube stubs were fitted, allowing for a liquid-tight seal with external tubing. The bottom COC slide was milled to include two vertical fluidic interconnects serving as inlet/outlet to the sample chamber above the QCR, and a circular trench centered on the bottom side into which a UPS VI classified EPDM O-ring (Trelleborg AB, Sweden) was inserted. Microfluidic channels were patterned in the adhesive film by CNC cutting, connecting the mini-luer connectors on the top COC slide with the two vertical interconnects on the bottom COC slide.

8.4.2. PCB

The printed circuit board was based on a standard FR4/Cu PCB laminate to which a 1 μm Au layer with a 0.1 μm TiW adhesion layer was sputtered to provide a non-oxidizing metal surface suitable for repeatable electrical contact. Isolated electrical lines and neighboring grounded areas were patterned on the PCB by CNC milling to provide contact pads for the quartz crystal resonator and conductive lines to two SMA coaxial connectors soldered onto each end of the board. Four holes were drilled in the PCB, into which straight brass pins were inserted, serving as alignment structures during assembly of the cartridge. A polycarbonate spacer was aligned to the brass pins and added to the patterned surface of the PCB. The spacer was patterned using CNC milling to form a centered hole that fitted and aligned with the quartz crystal during final assembly.

The abovementioned three parts were assembled by first placing the QCR in the centered hole of the spacer on the PCB so that the electrodes on the bottom side of the quartz crystal made contact with the electrical contact pads patterned on the PCB. Thereafter, the microfluidic cartridge was cramped on top of the QCR and the PCB, forming a sample chamber with a volume of 3 μL above the QCR. The spacer provided a
physical stop when the parts were clamped together, thus limiting the maximum pressure applied to the QCR. The quality factor of the assembled QCR was measured as ~2000 in liquid, suggesting minimal damping by the O-ring.

8.5. Protocol for cleaning of QCR

The QCR was placed in a Petri dish and cleaned using ultrasonication, first in acetone (5 min) and then in isopropanol (10 min). The crystal was then dried in nitrogen flow and further cleaned in argon plasma for 45 s using a Harrick Plasma Cleaner.

8.6. Protocol for formation of self-assembled monolayer of thiol on QCR

Cleaned QCRs were placed in 24-well plate and immersed in 250 μL of 1 mM ethanolic solution of a mixture of thiols containing 10% biotin thiol (HS-(CH2)11-EG6-Biotin) and 90% methoxy thiol (HS-(CH2)11-EG3-OCH3) by volume for about 18 h for the formation of a self-assembled monolayer of thiols.
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