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Abstract

A multi-agent system consists of a number of agents, which may include software agents, robots, or even humans, in some application environment. Multi-robot systems are increasingly being employed to complete jobs and missions in various fields including search and rescue, space and underwater exploration, support in healthcare facilities, surveillance and target tracking, product manufacturing, pick-up and delivery, and logistics.

Multi-agent task allocation is a complex problem compounded by various constraints such as deadlines, agent capabilities, and communication delays. In high-stake real-time environments, such as rescue missions, it is difficult to predict in advance what the requirements of the mission will be, what resources will be available, and how to optimally employ such resources. Yet, a fast response and speedy execution are critical to the outcome.

This thesis proposes distributed optimisation techniques to tackle the following questions: how to maximise the number of assigned tasks in time restricted environments with limited resources; how to reach consensus on an execution plan across many agents, within a reasonable time-frame; and how to maintain robustness and optimality when factors change, e.g. the number of agents changes. Three novel approaches are proposed to address each of these questions. A novel algorithm is proposed to reassign tasks and free resources that allow the completion of more tasks. The introduction of a rank-based system for conflict resolution is shown to reduce the time for the agents to reach consensus while maintaining equal number of allocations. Finally, this thesis proposes an adaptive data-driven algorithm to learn optimal strategies from experience in different scenarios, and to enable individual agents to adapt their strategy during execution. A simulated rescue scenario is used to demonstrate the performance of the proposed methods compared with existing baseline methods.
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Glossary

Agent An intelligent agent that independently carries out some set of operations using knowledge of an objective or goal.

CBBA The Consensus Based Bundle Algorithm is a distributed task allocation algorithm used as a benchmark in this thesis.

Conflict Used to refer to a conflicting assignment. This occurs when more than one agent is assigned to the same task.

Deadline The time at which a task must be started by an agent for it to be completed successfully.

Distributed system Networked agents communicate with each other and coordinate their actions using this communication.

EDF Earliest Deadline First.

Environment The observable context in which agents are situated.

NTF Nearest Task First.

Objective function A numerical quantity to be maximised or minimised.

PI The Performance Impact algorithm is a distributed task allocation algorithm used as a benchmark in this thesis.
Robot  A physical autonomous agent capable of travelling to and completing tasks.

Task  A job located in an environment to be completed by an agent.

Vehicle  A physical autonomous agent capable of travelling to and completing tasks.
Chapter 1

Introduction

1.1 Motivation

In the field of computer science, an autonomous or intelligent agent is a computational entity that, through observations of its environment, independently makes decisions about how to act with the aim of achieving goals [104]. Examples of such agents include autonomous robots and software programs [101]. The use of robots has been investigated and applied in many real world settings such as manufacturing, search and rescue, space exploration, and in healthcare facilities. In such scenarios, robots offer benefits including the ability to work independently for an extended time in conditions that may be unsafe or unfavourable for humans. Similarly, software agents can automate complex or repetitive tasks [105].

Increasingly, multi-agent systems are being developed and deployed to accomplish more complex objectives with greater efficiency than a single agent is able to [90]. Applications include manufacturing [99, 30], logistics, and process control. These systems comprise of multiple agents, with possibly differing capabilities that solve different parts of the problem, working collaboratively to achieve goals that are broken down into several tasks. Multi-agent task allocation is an important research area as a wide range of real-world problems can be modelled as a multi-agent task allocation problem [105]. In a rescue operation, for example, autonomous drones equipped with cameras may be deployed to perform operations such as searching and monitoring survivors, and gathering data to analyse the structural integrity of
buildings. Meanwhile, ground teams may perform intricate rescue operations. Advances in computing and networking technology have enabled increasingly complex, large, distributed computing and information systems for complex applications, such as the internet, which would be infeasible for a centralised or single-agent system. With a greater number of collaborating agents comes a greater complexity for coordination, therefore designing an effective multi-agent system to ensure a successful outcome requires careful consideration of many factors:

- What is the application environment?
- What are the capabilities and limitations of the agents?
- How are tasks assigned to different agents?
- How does an agent prioritise and schedule its tasks?
- What information do agents have?
- How do agents communicate and synchronise their knowledge?
- Do agents have a common goal or individual goals?
- How are conflicting intentions and information handled?
- How are agents organised in terms of hierarchy?
- How does a change in the environment affect the behaviour of agents?

All of these factors and more can affect the success or optimality of the multi-agent team’s performance in their environment. In this thesis, the questions of particular importance are of how tasks are assigned to different agents, how do agents prioritise and schedule their tasks, and how does changeability of factors such as the availability of agents affect the optimality of these strategies.

Equivalent task allocation problems exist in various and diverse application fields, for example the problem of assigning taxis to clients may be similar to the problem of assigning
cloud computing resources to users. Progress in solving the problem in one application may provide insight into solving similar problems in other applications. Agents and multi-agent systems therefore serve as a useful abstraction tool for the problem of task allocation.

1.2 Agent Definitions

Historically, the term ‘agent’ has attracted various definitions [34]. According to [101], an agent is generally understood as having the following essential characteristics: An agent is a computational entity i.e. a program that runs on a computational device. Agents are autonomous i.e. they have a certain degree of control over their own behaviour and can operate without human or other intervention. Agents are goal directed i.e. they perform tasks in such a way as to meet design objectives. An agent is said to be ‘intelligent”, which signifies that an agent pursues its goals such as to optimise defined performance metrics. An agent is said to be able to perform its tasks flexibly in diverse environments given the information it perceives through its sensors.

In a ‘multi-agent system’, two or more agents influence each others’ goal driven behaviour through agent-to-agent interactions. Either through direct communication using a shared language, or indirectly by modifying the environment. Agents may have identical capabilities (homogeneous), such as a team of identical robots, or have different capabilities (heterogeneous), for example where one robot can dig, and another can fly. Agents may achieve coordination either through cooperation (the pursuit of the same goal), or through competition (the pursuit of conflicting goals), where competing agents aim to seek to achieve their own goals at the expense of others [101].

1.3 Distributed Systems

A multi-agent system has the features of a distributed system. A distributed system is one in which multiple computational nodes or agents are connected through a network and in which the agents work cooperatively to achieve objectives. In a distributed architecture, there is no
central controller or hierarchy, all agents are equal and autonomously make decisions [43]. The agents communicate only locally among neighbours and have no knowledge of the network topology [42]. Such systems are best suited for applications in which objectives can be broken down into multiple jobs or tasks, which can be autonomously performed by the different agents in the network. Examples of such systems include cloud computing systems, distributed sensor networks, and multi-robot teams. Figure 1.1 illustrates an example of distributed agents cooperating in a search and rescue mission. According to the literature, key desirable characteristics of a distributed system include:

- mathematical soundness, a predictable rate and a guarantee of convergence to a solution [70];

- efficiency by exploiting concurrent computation and avoiding the bottlenecks that exist with centralised controllers (provided that coordination overhead does not outweigh these benefits);

- reliability and robustness, the ability to react appropriately to failures, such as functioning agents compensating for the removal of an agent from the system due to damage;

- scalability, the system accommodates growing numbers of agents and tasks;

- heterogeneity agents with different capabilities collaborate to solve the problem;

- responsiveness, rapid adaptation to changes in the environment, such as the addition or removal of tasks [43].

### 1.4 Multi-Agent Task Allocation Problem

A task allocation problem aims to find a global feasible assignment of tasks to agents while optimising one or more objectives. As the numbers of tasks and agents grow, finding the optimal solution to a task allocation problem in real-time environments becomes computationally unfeasible. In complexity theory, the problem is said to be NP-hard [51].
Fig. 1.1 An example of a search and rescue scenario involving multiple distributed communicating agents, cooperating to perform life saving tasks.

Constraints

The solution space of a task allocation problem may be reduced or made more complex by various constraints on how tasks can be assigned. The main constraints widely detailed in the literature are:

- **Heterogeneity**: Agents may have limited capabilities that restrict which types of tasks they can perform.

- **Capacity constraints**: such as limited fuel that restricts how many tasks agents can perform before needing to recharge.

- **Time constraints**: tasks may need to be completed within a certain time frame, such as delivering medical supplies in time to be useful.

- **Complex tasks**: some tasks may require more than one agent to be completed.
• Precedence constraints: such that some tasks may need to be performed before others. For example a blockage may need to be removed before supplies can be delivered to survivors in a rescue mission.

1.4.1 Utility

The process of determining the ‘value’ of a task to an agent with respect to the optimisation objective has previously widely been referred to as a utility function [51], a cost function, a score function [45], or an objective function [44]. Generally, the value of a task assignment is determined by:

• Cost: the cost of performing a task. For example, this can represent the fuel consumed to reach a task.

• Reward: this represents the gain of an agent performing a task, used as an incentive to perform that task. Rewards are often used in market-based approaches to task allocation.

• Utility: this can represent a combination of a reward and cost: Utility = Reward - Cost.

1.4.2 Optimisation Objectives

A task allocation problem may have one or more objectives to optimise. The optimisation objective may be to maximise some reward or score, or minimise a cost. These objectives can be equivalent. For example, the objective in a rescue mission may be to maximise the number of survivors rescued or to minimise the number of fatalities. Another objective could be to minimise the time taken to rescue all survivors. The accepted terminology for the objectives most commonly found in the literature is as follows. Here, an agent’s path cost is equivalent to the sum of costs of all tasks in that agent’s schedule:

• MinMax: Minimise the maximum path cost over all the agents i.e. minimise the cost of the highest cost agent. For example, if the cost is duration time, the objective could
be to minimise the difference between the start of the first task, and the end of the last task.

- **MiniSum**: Minimise the sum of the path costs over all the agents. For example, if the cost is fuel consumption, the objective is to minimise the total fuel consumed by all the agents.

- **MiniAve**: Minimise the average task cost over all tasks. When the cost is waiting time, the objective is to minimise the average latency of tasks, between when the task is available and when the task is serviced.

- Maximise completed tasks, or minimise missed tasks.

### 1.4.3 Taxonomy

Gerkey and Matarić [36] devised a useful taxonomy to classify different task allocation problems for multi-robot task allocation (MRTA), which generalises to embodied agents. First, the taxonomy distinguishes between problems with single-task (ST) robots, and multi-task (MT) robots. ST robots can execute only one task at a time while MT robots can execute multiple tasks simultaneously. Second, the taxonomy distinguishes between problems with tasks that require only a single robot (SR) and tasks that require multiple robots (MR) to be completed. Third, the taxonomy distinguishes between problems in which robots have no planning capability, referred to as instantaneous assignment (IA), and in which robots can plan to execute multiple tasks according to a schedule, referred to as time-extended assignment (TA). Korsah et al. [51] introduced an extended version of this taxonomy, iTax, that covers the issues of interrelated utilities and constraints in task allocation problems. Three of the classifications are described:

- **No Dependencies (ND)**: the utility of an agent performing a task is independent of any other tasks or agents.
• In-schedule Dependencies (ID): the utility of an agent performing a task depends on the other tasks that the agent is planning to perform in its schedule. The agent can optimise its own schedule independently from other agents.

• Cross-schedule Dependencies (XD): the utility of an agent performing a task depends on the agent’s own schedule and the schedules of other agents. The agent needs to consider the other agents’ schedules when optimising its own schedule.

Nunes et al. [73] also extend Gerkey and Matarić’s taxonomy by expanding the time-extended (TA) category to distinguish temporal and ordering constraints. Ordering constraints are expressed as synchronisation and precedence constraints (TA:SP). Temporal constraints are expressed as time windows (TA:TW), which impose lower and upper bounds on the start and end time of a task. This temporal constraint can be used to model relationships such as deadlines, which impose a constraint on the latest time an agent can arrive at a task before it expires. The authors distinguish between hard and soft temporal constraints. Hard temporal constraints can not be violated and are used in scenarios such as the delivery of perishable goods, and rescue missions. Soft temporal constraints can be violated but typically result in a penalty for the agent. The authors also distinguish between deterministic and stochastic models. With deterministic models, the initial conditions determine the output. With stochastic models, a degree of uncertainty is assumed and modelled.

1.4.4 Planning Architectures

Multi-agent planning architectures can be classified under two main umbrellas: centralised and decentralised. Centralised architectures have the advantage of computing a global plan based on all available information, but have the main disadvantage of being a single point of failure. Decentralised and distributed planning avoids this pitfall by having the agents perform the planning. A hybrid architecture can exploit the benefits of having a centralised controller gather the information required for the mission, and exploit the robustness of distributed planning performed by the agents. Simple examples of these different types of architectures are illustrated in Figure 1.2.
1.4 Multi-Agent Task Allocation Problem

(a) Centralised: A centralised planner gathers all necessary information, computes a plan for every agent in the team, and communicates the computed plans back to each agent. Interaction among agents is not required in the planning process.

(b) Distributed: Each agent is equipped with its own planner which computes a plan for that individual agent based on local information of the world. Agents then synthesise a global plan through interactions that facilitate conflict resolution.

(c) Hybrid: A distributed planning architecture that exploits centralised information gathering. A centralised server gathers information about the world from agents with sensing capabilities. The centralised server formalises a global list of tasks including the task properties, such as: location, deadline, and tools required to complete the task. The centralised server feeds this information to the distributed network of agents. Each agent is equipped with its own planner which computes a task schedule for that individual agent based on the information provided by the central server. Agents interact to synthesise a global plan.

Fig. 1.2 Multi-agent planning architectures. Dashed arrows symbolise two-way communication between agents and central controllers.
1.5 Multi-Agent Learning

The high complexity inherent in multi-agent optimisation problems presents a significant challenge in designing systems that generate optimal solutions, while also generalising to unseen environments. The field of multi-agent learning incorporates machine learning techniques to automate the optimisation process [76]. The rise of computational power of physical systems offers an increasingly attractive solution for multi-agent systems operating in real-time environments.

Machine learning is a fast growing domain that gives programs the ability to learn from and make predictions on data. It is a useful tool that enables agents to learn from experience to influence their decision making processes. Three broad categories of machine learning exist:

- Supervised learning: the learning algorithm uses labeled training data to infer a general rule or function that maps inputs to outputs. With classification supervised learning, the goal is for the learned function to correctly predict the classification of unseen instances.

- Unsupervised learning: the learning algorithm infers a function that describes the structure of data, where the data does not include a labeled classification.

- Reinforcement learning: An agent learns to optimise decision making within its environment through trial-and-error solely from a feedback of rewards and punishment.

A deeper investigation of multi-agent learning is outside the scope of this thesis. A comprehensive survey on cooperative multi-agent learning can be found Panait and Luke [76].

1.6 Complexity Theory

In computational complexity, algorithms are classified according to the resources required to run them as the inputs grow. The most commonly considered resources are time and storage. For task allocation problems, we are most interested in the running time i.e. the number
of operations or computational steps required by algorithms to solve the problem. Such a classification gives a useful indication of the scalability of algorithms, and of how algorithms designed to solve the same problem perform with relation to each other. We look at the worst case complexity, also known as big O notation, to determine the maximum time an algorithm will take to compute a solution as a function of the number of input variables. Inputs for the task allocation problem include the number of tasks and the number of agents.

Algorithms can be classified and compared generally according to whether they run in polynomial time, or exponential time. An algorithm is said to run in polynomial time if the number of computational steps required for it to complete, given an input $n$, is $O(n^k)$, where $k$ is a constant, non-negative integer. An algorithm runs in exponential time if the number of steps, given an input $n$, is $O(k^n)$. Polynomial time algorithms are considered tractable and are therefore desirable in real-world environments. Algorithms in this class have a much slower growth rate, in general, compared to exponential time algorithms, which are generally considered to be intractable.

Classifications of problem complexity are used to determine the types of decision problems that can be solved quickly. The class $P$ contains all decision problems that can be solved in polynomial time. Class $NP$ (non-deterministic polynomial time) contains the set of decision problems for which solutions can be verified in polynomial time. The class $NP$-hard contains problems that are "at least as hard as the hardest problems in $NP$". Problems such as the Travelling Salesman problem and the task allocation problem investigated in this thesis belong to the $NP$-hard class of problems. There are no known polynomial algorithms that can solve an $NP$-hard problem optimally, therefore, heuristic or approximate methods have been developed to solve these problems in polynomial time.

1.7 The Task Allocation Problem of Interest

This thesis addresses the problem of distributed task allocation with time constraints for a networked team of agents. The task allocation problem considered requires that agents perform one task at a time, and each agent can be assigned multiple tasks that they execute
Fig. 1.3 Example of the task allocation process. Tasks 't' are located in a 2D space. Dashed arrows represent the path that an agent has chosen, for which their is a travel distance that agents must cover to reach the task. The dashed link between agents represents networked communication. Autonomous planning (a), agents independently determine which tasks to execute and in which order while respecting constraints and attempting to optimise a given objective. Consensus (b), agents communicate their task assignments among networked agents and resolve conflicting task assignments through a bidding process. The result is a conflict-free task allocation.

based on a schedule. The predicted cost of an agent performing a task depends on other tasks in that agent’s schedule. Using the iTax taxonomy [51] and the expansion of Nunes et al. [73], this is known as the single-task (ST), single robot (SR), time-extended assignment (TA) with time windows (TW) problem with in-schedule dependencies (ID) i.e. The ID[ST-SR-TA:TW] class of task allocation problem. The task allocations are deterministic and the constraints are hard. Therefore, the scheduling of tasks can not violate any temporal constraints. Furthermore, a task can not be assigned to more than one agent, this is referred to as a 'conflict'.

Tasks are allocated to agents with the assumptions that agents autonomously decide which tasks to take on, and communicate with each other to reach consensus on which agents take which tasks. To determine which agents take which tasks, agents place bids on their selected tasks, share the bids by communicating with each other, and the agent with the highest bid (or equivalently lowest cost) wins the task. A simple example of this process is illustrated in Figure 1.3

1.8 Research Questions
Consider the task allocation problem described in Section 1.7. The research in this thesis aims to investigate the following research questions:

- In systems that employ heuristics to target optimisation objectives, a common issue occurs when the search reaches a local optimum. Given the objective of maximising the total number of allocated tasks, consider a scenario with a sub-optimal assignment of tasks when no more tasks can be directly added due to time constraints. Using local communications, can a sequence of task reassignments be coordinated that enables an increase in the number of allocated tasks, without unnecessarily disrupting the whole plan? Can the sequence of reassignments be initiated only when it will lead to an increase in allocations?

- In scenarios for which communication rounds are expensive, the time taken for the system to converge is an important factor. In distributed task allocation algorithms, can the time to reach consensus be reduced by removing variability in the consensus procedure? Can the quality of the solution be maintained by better exploiting scheduling heuristics?

- The task allocation problem is highly complex due to the high number and different combinations of variables, parameters and constraints. Accordingly, different heuristics perform better or worse under different such conditions. Using information derived from local communications, can each individual agent predict and adapt locally the best task allocation strategy to match the optimisation objective?

1.9 Key Contributions

This thesis addresses the problem of optimising distributed task allocation algorithms in scenarios where time constraints are critical. In particular, three extensions to existing state-of-the-art task allocation algorithms, PI [102] and CBBA [17], are proposed and analysed, providing optimisation techniques to maximise the number of task allocations, minimise
the time to reach a solution, and autonomously adapt to dynamic factors. The specific contributions of this thesis are as follows:

1. In scenarios with time constraints and a greater number of tasks than can be assigned, a key challenge is to find an allocation of tasks to agents that allocates the highest number of tasks possible. Due to the high complexity of the problem, distributed task allocation algorithms, such as PI and CBBA, use heuristic methods that generate sub-optimal solutions.

Consider a scenario in which an agent A is the only agent capable of servicing a task $t_1$, due to time constraints. However, A’s schedule is occupied by another task $t_2$. Consider another agent B that would be capable of servicing $t_2$, but not $t_1$. This scenario emerges because allocations are sought by heuristics that do not always find optimal solutions. In this situation, existing algorithms lack the ability to have the agents reassign $t_2$ to agent B so that agent A may service $t_1$. As a consequence, only one task is allocated when two could be allocated. As the problem size increases, so does the number of potentially assignable tasks left unassigned. A key limitation of algorithms such as CBBA, PI and other extensions of CBBA is therefore the inability of algorithms to reassign tasks after initial allocations had already been made, in order to fully exploit the time available in agents’ schedules.

The proposed solution, devised as part of the original contributions to this thesis, is to create feasible time slots for unallocated tasks. This contribution was published in [94, 97]. The principle idea is to ensure that an agent loses the bid for a task if a feasible slot could instead be created for an unassigned task, while also ensuring that the agent keeps the task if such a slot cannot be created. The proposed method requires agents to check whether a task, if removed from their schedule, would create a feasible slot for an unassigned task. If so, agents then place relatively low bids on those tasks according to the proposed bidding policy. Multiple reassignments among networked agents may be required to create a feasible time slot. The particular bidding policy
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introduced allows for task reassignment chains that can involve a predefined maximum number of agents that can be adjusted according to performance requirements.

A simulated rescue scenario with task deadlines and fuel limits is used to demonstrate the performance of the proposed method compared with existing methods, the Consensus-Based Bundle Algorithm (CBBA) and the Performance Impact (PI) algorithm. Starting from existing solutions (PI-generated), results show an up to 20\% increase in task allocations using the proposed method.

2. In highly dynamic and time critical environments, a fast convergence time is an essential property of a distributed algorithm. With consensus-based task allocation algorithms, the time it takes for all agents to converge is determined by the number of times the two phases of the algorithm repeat (as in Figure 1.3) until all agents reach consensus. This in turn is largely dependent on the number of conflicting task allocations i.e. when multiple agents bid for the same tasks.

The second key contribution in this thesis, published in [96], is a proposed approach to reduce convergence time while maintaining the same or a higher number of task allocations. With previous methods, agents’ bids on task assignments indicate the optimality of an assignment with respect to an optimisation objective. When conflicts occur, the agent that can perform the task most optimally keeps the assignment. For example, if the objective is to minimise the latency between a task becoming available and the time at which the task is serviced, bids may be based on agents’ predicted arrival time at the task location. Changes in an agent’s schedule are likely to affect its arrival times and therefore the bids placed on tasks. The proposed approach resolves conflicting task allocations based exclusively on agents’ relative ranking in a hierarchy. Compared with using variable bids, the proposed rank-based approach stabilises the convergence process which has the effect of speeding up the rate of convergence.

Certain insertion heuristics cause the CBBA to take a long time to converge but increase the number of allocated tasks. The proposed method enables the use of such heuristics while reducing the time to consensus. Two heuristics, earliest deadline first and
shortest travel time between tasks, are compared across different network topologies. Simulation results confirmed that the proposed rank-based conflict resolution approach was able to converge faster than the benchmark CBBA using variable bids. The findings suggested that the proposed approach is most effective and can significantly reduce the time to convergence when agents’ ranks are determined by the network topology.

3. In consensus-based algorithms, a common approach in the autonomous scheduling phase is to have the agents determine which tasks to assign and in which order using a heuristic score function. The effectiveness of a given heuristic is dependent on various factors such as the problem constraints and the objective being optimised. Two well-known heuristics that perform well in time constrained scenarios are earliest deadline first (EDF) and nearest task first (NTF) [68]. The research presented in [95] proposes the idea that, given a choice of heuristics, agents can predict and select the best task inclusion heuristic locally, based on the limited information shared among networked agents. The proposed method extends CBBA with a learned prediction function in combination with a strategy switching behaviour. The method is effectively a prediction mechanism that uses past experience to select which task allocation strategy (i.e. heuristic) yields the optimal global task allocation. This method enables agents to independently adapt task allocation strategies in line with changing environmental factors, and thereby boost performance.

To test the proposed method, the prediction function was trained to predict which heuristic, between EDF and NTF, yields the highest number of task allocations. Simulation results showed that for most scenarios tested, the agents were able to predict and select the optimal heuristic using locally communicated task assignment information. The method boosted performance in terms of the overall number of allocated tasks without a significant change in number of iterations until convergence.
1.10 Thesis Layout

The remainder of this thesis is organised as follows. Chapter 2 outlines the field of multi-agent coordination and describes and discusses methods that have been previously developed, including centralised and distributed methods. The problem definitions for the contribution chapters are then described, along with detailed descriptions of the state-of-the-art distributed task allocation algorithms PI and CBBA. Chapter 3 introduces a proposed extension of PI, called PI-MaxAss, that increases the number of task allocations generated by PI. The proposed algorithm is formally described and a method to guarantee convergence is proposed for the PI algorithm as a whole. A complexity analysis of PI-MaxAss is also included. Finally, results are provided to demonstrate the performance of PI-MaxAss in a simulated search and rescue scenario. Chapter 4 introduces the fast consensus extension of CBBA. The proposed algorithm is described and its performance is then evaluated and compared with the baseline BW-CBBA. Chapter 5 Introduces the hybrid prediction and task selection model as an extension of CBBA. The algorithm and the training of the prediction function are described. The performance of the proposed method is then evaluated. Chapter 6 summarises the contributions of this thesis and discusses possible future directions.
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Chapter 2

Distributed Task Allocation: Definition and Current Approaches

This section presents existing approaches for multi-agent coordination, existing approaches for solving the task allocation problem, and the problem formulations for the task allocation scenarios tackled in the thesis.

2.1 Related Work

This section covers existing work related to the problem tackled in this thesis: related representations of the problem, general solution approaches, and state-of-the-art distributed task allocation algorithms.

2.1.1 Similar Problems

The task assignment problem falls under the umbrella of combinatorial optimisation problems. In applied mathematics, combinatorial optimisation aims to find the best solution to a problem from a large set of possible solutions. Similarities can be found between the task assignment problem and other well-known problems in combinatorial optimisation, including the vehicle routing problem (VRP) [55], the travelling salesman problem (TSP) [33], and
other scheduling problems. In such problems, a brute-force approach that checks every possible solution is often impractical.

The VRP is a class of problems that aims to find the optimal set of routes for a group of vehicles to deliver goods to a set of customers. The vehicle routing problem with time windows (VRPTW) [50] is a variant of VRP that specifies time windows within which deliveries must be made. In vehicle routing problems, the assumption is that vehicles all start and end at the same depot, and that vehicles all have the same capabilities. VRP is a generalisation of TSP. A variant of the TSP that is similar to VRPTW is the Team Orienteering Problem with Time Windows (TOPTW) [98], also known as the Multiple Tour Maximum Collection Problem. The TOPTW considers multiple time-limited paths with the objective to maximise the total collected score over a set of vertices. This is comparable to multiple agents sequentially servicing tasks such as to maximise the total number of completed tasks. In TOPTW, each vertex is assigned a time window and is to be visited once at most. This is equivalent to the single task (ST) allocation problem with temporal constraints. A secondary objective to minimise the average latency (applied in Chapter 3) is comparable to another variant of the TSP, the K-Traveling Repairmen Problem (K-TRP) [26], also known as the Minimum Latency Problem. The K-TRP tries to determine a set of tours for multiple repairmen to visit a set of customers with the objective to minimise the average time a customer must wait before a repairman arrives. The multi-agent task allocation problem and TOPTW differ insofar as that the TOPTW specifies a start and end location between which the paths are created, whereas the task allocation problem may define a start point, but the final position is generally not specified.

2.1.2 Task Allocation Mechanisms

Two broad classifications for task allocation solutions in multi-agent systems have been covered extensively in the literature: centralised and decentralised task allocation [105]. Centralised task allocation systems, where a central server gathers information from each agent in the team and then computes an allocation for each agent, can optimise a chosen global objective based on a complete set of information from all agents. The drawbacks
are the resulting single point of failure, and the requirement that each agent must have a communication link with the central server. Thus, the possible mission range is limited, and a heavy communication and computation burden is put on the central server. Decentralised and distributed methods for task allocation overcome these limitations. In such cases, the task allocation algorithm runs on each agent simultaneously and the solution is reached through the interaction and exchange of information among them [25, 14, 48]. One of the drawbacks of distributed systems is that each agent has a different situational awareness and therefore communication and consensus procedures are required for the team of agents to reach agreement.

2.1.3 Centralised Task Allocation

While centralised task allocation is not the focus of this thesis, an overview of centralised approaches is included here for completeness.

Exact Solutions

Exact task allocation solutions are equivalent to optimal task allocation solutions. A brute-force approach that checks every possible solution is often impractical due to the high computation time and space required as the problem size increases. Branch-and-Bound is a centralised method that produces exact solutions more efficiently than an exhaustive search [22, 19, 58, 53]. The branch and bound algorithm represents the task allocation problem as a search tree. The algorithm explores branches of the tree, which represent candidate task allocation decisions, and keeps track of bounds on the solution that it is searching for. A branch is discarded if it cannot improve on the best solution found so far. Variants of Branch-and-Bound, which reduce the computational requirements of the algorithm by restricting the candidate solution search space, include Branch-and-Price [6, 84], Branch-and-Cut [5], and Branch-and-Price-and-Cut [63]. The latter has been used to solve the VRPTW [73, 4, 8]
Approximate Solutions

To generate solutions with a faster computation time than exact solutions, sub-optimal, but "good enough" approximate task allocations are sought through heuristic and nature-inspired approaches [75].

Various algorithms have explored strategies to solve multi-objective TSPs or vehicle routing problems, see [47] for a survey. Reference [77] tackles a bi-objective Traveling Salesman Problem with a two-phase local search procedure. The first phase generates a solution that optimises only one objective. The second phase begins the search from the solution generated in the first phase to optimise the second objective. The advantages to using this approach highlighted by [77] are to exploit the strong performance of single objective local search algorithms by chaining them together, and to maintain a flexible modularity and ease of understanding to the procedure that allows for modifications and enhancements.

Heuristic methods to solve combinatorial optimisation problems are prone to finding a local optimum [57]; however, a second search can perturb the first phase solution out of local optima to reach an enhanced solution closer to a non-dominated global optimum.

With larger multi agent teams, centralised solutions become intractable. Therefore decentralised methods are used to solve the multi-agent task allocation problem.

2.1.4 Decentralised Task Allocation

In this section, the focus is on decentralised approaches to multi-agent coordination. Several different branches of decentralised coordination have been developed that suit different applications with different priorities. The main approaches to decentralised task allocation stem from constraint optimisation, sequential decision-making, bio-inspired, and most relevant in this thesis, market-based.

Distributed Constraint Optimisation Problem (DCOP) approach

In constraint optimisation [21], problems are modelled as a set of constraints on variables, and the objective function is to be optimised in the presence of those constraints. The distributed
version of constraint optimisation is distributed constraint optimisation (DCOP) [32]. In DCOP, a group of distributed agents, each controlling some variables, select values in an attempt to minimise the cost of a set of constraints over those variables. The agents negotiate a solution through localised message exchanges. The authors in [15] provide a gentle tutorial on optimisation in multi-agent systems with a strong focus on DCOP techniques. The task allocation problem can be modelled as a DCOP [65, 73].

Complete algorithms have been developed i.e. algorithms that are guaranteed to find a configuration of variables that optimises the global objective function. The first complete DCOP algorithm that solved a special case of DCOP, called distributed constraint satisfaction, was the Asynchronous Backtracking Algorithm (ABT) [106]. The first DCOP algorithm proposed to solve the general problem optimally was ADOPT (Asynchronous Distributed OPTimization) [69]. With ADOPT, agents are arranged in a depth first search tree, and constrained agents need to be on the same branch. DCOP methods that are guaranteed to solve the problem optimally require an exponential communication overhead, large message sizes, or exponential computations performed by the agents. Distributed complete algorithms are therefore unsuitable for real-world applications [32].

Sub-optimal local search and inference-based approaches to solving DCOP have been developed to provide faster methods of computing good solutions. With local search techniques such as MGM (Maximum Gain Message) [64], agents perform local moves in parallel to optimise the local gain. The authors in [16] provide a unifying theory for local search techniques. Inference-based methods offer a different approach. Through iterative local message exchanges, each agent builds up an estimation of the impact that each of its actions has on the global objective. Once this estimation, also known as a belief function, is built up, each agent then selects the assignment that optimises the belief function. The max-sum approach is the most well-known of these approaches. Max-sum has been used to coordinate low-powered embedded devices [29], sensor-networks [28], and in Robocup Rescue [82, 78], however, it is also an algorithm with exponential complexity. In [81], the authors introduce Tractable High Order Potentials (THOP) to reduce Max-Sum’s computational complexity.
from exponential to polynomial time. The benchmarking platform RMASBench [49] was developed to compare the performance of different DCOP algorithms.

**Sequential Decision-Making**

Another widely studied framework for autonomous multi-agent planning, where planning refers to reasoning about which tasks will be implemented, is the Markov Decision Process (MDP) framework. MDPs, originally developed in operations research in the 1950s, provide a framework for modelling decision making in environments where there may be uncertainty about the state. The Markov property posits that the probability distribution for future states is based exclusively on the current state, and the action taken in the current state i.e. it is independent from previous states. Optimisation problems modelled as MDPs are often solved with dynamic programming and reinforcement learning [107].

A variant of MDP was developed to suit real world problems, in which information is incomplete, communication is costly, and it is unrealistic to have central decision-maker. Decentralised partially observable Markov decision process (Dec-POMDP) [2] is a variant of MDP that models control distributed across multiple agents with possibly differing and partial information about the environment. With Dec-POMDP, agents make choices based on local information, and the global reward depends on the actions taken by all the agents [2].

A key issue for MDPs is the high complexity for generating an optimal solution that quickly makes the methods intractable as the number of agents increases. It has been shown that the running time of Dec-POMDPs to find an optimal solution is NEXP-hard [7, 71]. More recent research has focused on the use of macro-actions in Dec-POMDPs, called MacDec-POMDP, that has increased the size of problems that can be solved practically [3]. With MacDec-POMDP, each robot temporally extended actions. These macro-actions allow for a higher level of abstraction, resulting in coordinated decisions occurring at a higher level.

When the environment is unknown or uncertain, and the models representing the environment are discrete and not too large, Dec-POMDP are well suited to solve discrete time sequential decision making planning problems under uncertainty. The MultiAgent Decision
Process (MADP) toolbox is a software platform for research in decision-theoretic multi-agent planning [86].

**Bio-inspired**

The principles of scalable self-organisation are found in natural biology, where large groups of insects or animals, such as ants, bees, and fish, collaborate without direct communication to form complex emergent global behaviour. In these systems, there is generally no global controller, and each individual acts based on local observations and a simple model of behaviour. This simplicity and localisation results in highly adaptive and scalable systems. These techniques are therefore well suited for scenarios in which distributed agents cannot communicate directly.

A self-organisation mechanism observed in social insects such as ants, in which coordination occurs through indirect interaction, is stigmergy [38]. Here, stigmergy refers to the sharing of information via modification of the environment. Ants leave pheromone trails that attract other ants, this mechanism facilitates optimal routes to food sources. These, and other bio-inspired self-organisation mechanisms have been used for coordination in fields such as robotics [52], routing protocols for mobile networks, and balancing workload of computers in a grid [27]. In [12], the authors propose a self-organisation method that allows a swarm of robots to assign tasks that have sequential interdependencies, using robots’ perceptions of task delays.

The threshold-response model [11] is another bio-inspired mechanism that has been widely used for simple self organised division of labour. This model is based on the tendency of social insects to perform certain tasks. The authors in [31] use Swarm-GAP, an algorithm that adopts a probabilistic threshold model, for a distributed task allocation problem.

**Contract-based**

Contract-based methods have been developed, where two neighbouring agents or robots adjust their task allocation through mechanisms such as exchanges or task swaps [83]. Zheng and Koenig [109] developed a multi-robot distributed re-allocation mechanism called K-
swaps that describes multiple task exchanges among multiple agents at a time, and showed empirically that the method can optimise an existing task allocation solution by reducing team costs. Extending the idea of K-swaps, [62, 60, 61] introduced a decentralised task assignment algorithm considering instantaneous assignment, such that each robot is assigned exactly one task, the SR-ST-IA problem. The algorithm requires the differentiation of two roles, organiser and member robots, and can be used to optimise existing sub-optimal task assignments.

**Market-Based Distributed Task Allocation**

Market-based multi-robot coordination approaches [25] have been applied successfully to the ST-SR-TA problem to find sub-optimal solutions efficiently. With this approach, teams of self-interested agents iteratively trade tasks to maximise their own profit or minimise their costs. A cost is associated with an agent visiting a task within its path and is often measured as the total estimated use of individual resources to reach that task, such as fuel consumption, distance traveled or time to reach the target. The local cost of an agent’s path is equal to the sum of costs of each task the agent is assigned to [54], and the global cost of an agent team is the sum of costs of all task assignments in the team. An auction is a commonly used market-based approach to assign tasks [72]. The process consists of several rounds of bidding in which agents place bids on each task where the value of a bid for a task is equal to the agent’s estimated cost of visiting that task. The agent wins and is allocated those tasks for which it has placed a bid lower than any other agent. The effect of using this market-based approach is that local costs and subsequently global costs are minimised [25].

**2.1.5 CBBA, Extensions and Variations**

The Consensus-Based Bundle Algorithm (CBBA) [17] is a robust and fully distributed multi-assignment task allocation algorithm that employs a greedy auction strategy to enable agents to build a bundle of tasks sequentially. This task building phase is followed by a consensus procedure phase that resolves conflicting assignments. These two stages alternate until consensus has been reached by the team on all task assignments. For an analysis of CBBA’s
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scalability, see [17]. Of the various extensions and modifications, [18] and [41] address multi-robot (MR) task assignments and heterogeneous networks for the ST-MR-TA problem in which multiple robots may be required to service one task [36]. Choi et al. [18] address the case in which a task requires only one single agent, one or two agents, and exactly two agents of different type. Hunt et al. [41] propose the Consensus-Based Grouping Algorithm (CBGA) that addresses the problem of multi-agent multi-task assignment with group and equipment based dependencies, and which can accommodate any number of robots.

Ponda et al. [79] increase the overall efficiency of a task assignment by incorporating time windows of validity and fuel costs as part of the scoring scheme. The scoring scheme rewards agents for arriving at the optimal time for each task and for minimising fuel consumption. Ponda et al. [79] also address real-time re-planning for broken communication links, solving the problem of conflicting assignments when unconnected sub networks each have an agent assigned to the same task.

The Consensus phase of CBBA requires synchronised communication between all agents. In a real-time dynamic environment, coordinating a large number of agents to communicate in sync may overburden the network and require artificially delaying the broadcast of new messages until all earlier messages have been received by the network of agents. Johnson et al. [46] extend CBBA with an asynchronous communication protocol to permit the agents to run the consensus phase of the algorithm on their own schedule. The asynchronous communication protocol also uses less bandwidth than CBBA. In [80], the authors introduce CBBA with Relays algorithm that improves the team of agents’ range and ensures network connectivity in a dynamic environment by utilising agents as communication relays.

Di Paola et al. [24, 23] propose the Heterogeneous Robots Consensus-based Allocation (HRCA) algorithm that deals with multi-assignments in heterogeneous networked-teams. The algorithm consists of two outer stages. Stage 1 iterates two inner phases that closely resemble the two phases of CBBA: As opposed to CBBA, in Stage 1 of HRCA the maximum task bundle size is ignored. Stage 2 is performed only if there exist bundles exceeding the maximum limit. In this case, iterative task elimination based on least penalty is performed to resize the bundle. Binetti et al. [9, 10] developed the Decentralised Assignment Algorithm
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(DAA) based on CBBA and HRCA to solve the task allocation problem for assigning critical tasks for heterogeneous agents with limited capacity.

Cui et al. [20] introduce a Game Theory approach for task allocation. As with CBBA, the process of task allocation is split into two phases. A contract net protocol is used for the initial task allocation and a Game theory approach is then used to reallocate the tasks to satisfy Pareto Optimality. Smith et al. [85] extend CBBA to develop the Cluster-Formed Consensus-Based Bundle Algorithm (CF-CBBA) to reduce the communication necessary for reaching consensus on task allocation. The communication reduction has a trade-off of a drop in optimality of task allocation as complexity increases. The BW-CBBA [45] addresses the limitations of utilising DMG score functions to rank tasks within an agent’s internal decision making process.

The authors in [108, 102] propose a concept called Performance Impact (PI) as an extension of CBBA. This method introduces PI, a value used by vehicles to prioritise task assignments. With PI, unlike CBBA, tasks included into a vehicle’s task list can push back the execution times of later tasks in that same list, provided that all time constraints are satisfied. Likewise after a task is removed from a task list, the execution times of later tasks in the list may be shifted forward. With the PI algorithm, a vehicle does not release a task until it is reassigned elsewhere at a lower cost i.e. once a task is assigned it does not become unassigned. PI considers not only the cost of a task assignment but also the impact of that task assignment on the cost of other assignments in the vehicle’s task list. The authors demonstrate the effectiveness of PI through a simulated rescue scenario with a global objective to minimise the average start times of tasks with deadlines. The PI algorithm was shown empirically to solve time-critical task allocation problems where CBBA could not, and was shown to find a lower average start time compared with CBBA. Despite the improved performance, the PI algorithm still fails to solve problems that are solvable due to converging to locally optimal but globally sub-optimal solutions [102].
2.1.6 Multi-Agent Learning: Related Work

Learning and adaptation in multi-agent systems is an established research field [100, 91, 88]. A commonly used approach to learning in multi-agent systems is reinforcement learning (MARL), in which agents learn actions and policies through trial and error from a feedback of rewards and punishment [56]. Extensive research has been done in this area. In early research, Littman [59] proposes a Markov games framework for MARL that allows for multiple adaptive agents with conflicting goals. Tan [92] investigates whether agents that learn cooperatively outperform agents that do not. The study showed that sharing learned policies could speed up learning with a cost in communication. Ho and Kamel [39] introduced a probabilistic hill-climbing approach to learning multi-agent coordination strategies that combines individual and group learning based on successful interactions in cooperative assignments. In more recent work, Garland and Alterman [35] developed distributed learning techniques to improve coordination among agents. By learning from past experiences of successful cooperation with other agents, and by learning probabilities of individual actions succeeding, agents were able to individually use past experience to more efficiently solve coordination problems. Empirical results demonstrated that distributed learning of individual agents improved performance of the whole system, including costs of communication and planning. Hu et al. [40] proposed knowledge transfer mechanisms to demonstrate how knowledge of individually learned policies can be utilised to learn better joint policies. The study exploited sparse interactions in multi-agent systems to improve the performance of multi-agent reinforcement learning. Marinescu et al. [66] introduced a predictive MARL approach that exploits prediction of future environment behaviour and pattern change detection capabilities to reduce the time needed for online learning. Panait and Luke [76] provide a comprehensive survey of MARL, as well as evolutionary learning, for cooperative teams.

Reinforcement learning has recently been applied to applications with centralised task allocation architectures, such as cloud computing [74], where a scheduler that handles scheduling for multiple resources uses reinforcement learning to learn the best policies to reduce execution time. Gombolay et al. [37] proposed a method to automatically learn
scheduling heuristics from expert demonstrations using inverse reinforcement learning for a centralised scheduler.

2.2 Synthesis

With respect to the other approaches described, market-based approaches to task allocation have the major advantage of scalability. CBBA and its extensions are particularly suited to real-time applications due to CBBA’s fully distributed design. All agents hold the same role in the task allocation process and therefore can be easily replaced if an agent is damaged. Agents communicate locally and use a bidding and consensus approach that guarantees convergence in polynomial time. The algorithm also has the advantage of a simple design. The two phases of the algorithm, path building and consensus, are intuitive to understand and easy to reproduce. These many beneficial reasons motivate the research in this thesis. In particular, the aim was to investigate how the two phases of this algorithm can be exploited and adapted to perform best under scenarios with different parameters, while maintaining the algorithm’s performance guarantees. The research in this thesis investigates different bidding approaches, different path building approaches, how these perform together, and how agents can adapt these approaches to match environmental variables.

2.3 Consensus Based Bundle Algorithm (CBBA) and Performance Impact (PI) Overview

This section provides a description of CBBA, developed by [17], and PI, developed by [102], as well as their key features. A mathematical formulation of the algorithms will be introduced in a later section.

CBBA is a distributed auction-based task allocation algorithm for multi-agents and multi-tasks. The algorithm runs independently on each agent in a team of communication networked agents iterating over two phases: a bundle construction phase, and a task consensus phase. The algorithm guarantees convergence in polynomial time, even when agents have differences
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in situational awareness, to a provably good approximate conflict-free task allocation solution. The algorithm therefore offers good scalability and is well suited to real-time environments.

2.3.1 Information Space

The local information space of each agent $i$ is listed in Table 2.1. The information associated to each task $k$ is listed in Table 2.2. Communication that an agent $i$ sends to each neighbouring agent $j$ is listed in table 2.3.

<table>
<thead>
<tr>
<th>Agent $i$’s:</th>
<th>location</th>
<th>travel speed</th>
<th>fuel reserve</th>
<th>capabilities for servicing certain types of tasks</th>
<th>network connection to neighbouring agents</th>
<th>local map of the environment</th>
<th>local list of tasks that need to be serviced by the team</th>
<th>local knowledge of winning bids and winning agents for all tasks</th>
<th>local schedule (or bundle) of tasks that it plans to service</th>
</tr>
</thead>
</table>

Table 2.2 Task information space

<table>
<thead>
<tr>
<th>Task $k$’s:</th>
<th>location coordinates in the environment</th>
<th>duration of service time</th>
<th>deadline for starting the task</th>
<th>task type</th>
</tr>
</thead>
</table>


Table 2.3 Information communicated between agents

<table>
<thead>
<tr>
<th>agent $i$ sends to agent $j$:</th>
<th>agent $i$’s local knowledge of winning bids for all tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>agent $i$’s local knowledge of winning agents for all tasks</td>
</tr>
</tbody>
</table>

Fig. 2.1 Agent’s schedule with two tasks A and B. With CBBA tasks added to the agent’s schedule after A and B may not impact the start times of A and B. If A was added to the schedule before B and the agent loses the bid for task A, the agent releases both tasks A and B.

2.3.2 Bundle construction phase

In the bundle construction phase, agents incrementally and greedily build a local schedule by selecting one task at a time using a local score function. The task is selected from the full list of tasks for which the agent is capable of servicing. CBBA computes scores in terms of the improvement in overall bundle score as a result of adding the new task i.e. it is a marginal score. The task with the highest score, that is also higher than known bids from other agents, is selected as the next task to add to the schedule. When inserting the task into the schedule, the task needs to respect time constraints, and once added, newly added tasks cannot impact the start time of previously added tasks. This greedy task selection approach has the advantage of limiting the search to polynomial time. Figure 2.1 illustrates an agent’s schedule where the length of tasks represents the task duration and the gap between tasks represents the travel time between tasks.

2.3.3 Consensus phase

In the consensus phase, agents communicate their local knowledge of winning agents and winning bids to their neighbours, and resolve conflicts according to a consensus protocol.
See [17] for details of the rules that determine who wins a bid. In general, the highest bid wins the task. If an agent is outbid for a task in its bundle, it releases that task as well as any tasks added subsequently to that task. The reason being that marginal scores computed for tasks added after the released task would no longer be accurate. In Figure 2.1, considering the case that the agent added task A and then added task B to its schedule, if the agent loses the bid for A, the agent removes both A and B from its schedule. The guarantee of convergence of CBBA requires that agents’ score functions satisfy a property called Diminishing Marginal Gains (DMG). Informally, the condition requires that the score for a task cannot increase as more tasks are added to the bundle.

### 2.3.4 Performance Impact (PI)

The PI algorithm [102] extends CBBA with the following key modifications:

- PI minimises costs where CBBA maximises score.

- During the PI equivalent of the bundle construction phase, PI allows for the start times of tasks in a bundle to shift when a new task is added. This optimises the use of available time with a trade-off of increasing computation time. Starting from the schedule illustrated in Figure 2.1, with PI, an agent can insert a task C between task A and B by shifting the start time of B. This new schedule is illustrated in Figure 2.2.

- The next task included into an agent’s schedule with PI is the task with the greatest positive difference between the current winning bid and the agent’s score for that task i.e. the task with the greatest gain is selected.

- During the consensus phase, when an agent loses a bid, the agent releases only that task. Rather than releasing all tasks added later than the released task, as with CBBA. PI instead recomputes the start times of remaining tasks. In Figure 2.2, if an agent loses the bid for task A, with PI, the times for tasks C and B are recomputed to the earliest times the agent can reach them after task A is removed. The resulting schedule is illustrated in Figure 2.3. The advantage is to reduce the number of tasks to reassign, and...
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Fig. 2.2 Agent schedule with PI: task C can be inserted between tasks A and B by shifting the start time of task B.

Fig. 2.3 Agent schedule with PI after losing the bid for task A. The start times for tasks C and B are recomputed.

...optimise the start times of remaining tasks. The trade-off is an increase in computation time and an algorithm that does not satisfy the property of DMG. Therefore, cycling of assignments can occur between agents, and the algorithm then fails to converge.

2.4 Problem Formulation for PI algorithm

Introduced here are formal definitions for the task allocation problem addressed in Chapter 3, and formal definitions used to describe PI, as well as to describe the first novel contribution of this thesis, introduced as an extension of PI.

2.4.1 Multi-Vehicle Task Allocation

Consider a rescue scenario with \( n \) heterogeneous autonomous vehicles and \( m \) survivors. In this scenario, attending to a survivor is synonymous with executing a task. The goal is to provide targeted emergency support to the survivors as quickly as possible: e.g. some survivors may require food supplies, while others may require medical provisions. Thus in some scenarios different types of vehicles are necessary to complete different tasks. The
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distributed vehicles in a network rely on local communication to co-ordinate a rescue plan over multiple iterations.

In the particular scenario considered, each survivor must be visited by one vehicle in order to be deemed rescued. Each vehicle can be assigned multiple targets and will sequentially visit those targets, while not required to return to its initial location. The main challenge is to reach an optimal allocation where allocation numbers are maximised and waiting time minimised, while respecting time constraints.

To formulate the problem mathematically, a set of \( n \) heterogeneous autonomous vehicles is defined by \( V = [v_1, \ldots, v_n] \), and a set of \( m \) tasks waiting to be completed is defined by \( T = [t_1, \ldots, t_m] \). A list of key symbols used hereafter is provided in Table 2.5. The ordered task allocation of the \( i \)th vehicle \( v_i \) is stored in \( a_i \), which can contain a variable number of tasks depending on how many tasks are assigned to \( v_i \). Each task is to be assigned to one vehicle only, or left unassigned when time constraints cannot be satisfied.

Different task types can be executed by heterogeneous vehicles with the right capabilities. Thus, each task will be assigned only to vehicles functionally capable of performing them.

2.4.2 Task Assignment with Time Constraints

A latest start time \( s_k \) is defined for each task \( t_k \) after which it is too late for the task to be executed successfully; it is therefore necessary to determine whether a vehicle can arrive at the location of a task \( t_k \) before the latest start time \( s_k \). The objective of minimising average waiting time measures the cost of a task assignment as the time it takes to start servicing the task from the start of the vehicle’s schedule i.e. the total time the survivor must wait before being attended to. The time cost of a task \( t_k \) in \( a_i \), defined as \( c_{i,k}(a_i) \) in [108], is the predicted time taken by the vehicle \( v_i \) to arrive at the location of the task \( t_k \). This time includes the duration of earlier tasks in \( a_i \) and travel time to and from those earlier tasks, but does not include the duration of the execution of \( t_k \). For this particular scenario, the duration of a task is dependent on the task type [108]. Vehicles are additionally assumed to have limited fuel capacity that restricts the time a vehicle can be active for. All tasks must be started before the vehicle reaches its fuel capacity. The latest time at which \( v_i \) can arrive at a task before
reaching its fuel capacity is defined as \( f_i \). The start time of the \( k \)-th task must therefore also be no later than \( f_i \) such that
\[
c_{i,k}(a_i) \leq \min(s_k, f_i) .
\] (2.1)

In [108] and [102], the global objective \( J \) is to minimise the average start time of all tasks, such that
\[
J = \min \left\{ \frac{1}{m} \sum_{i=1}^{n} \sum_{k=1}^{|a_i|} c_{i,k}(a_i) \right\} ,
\] (2.2)
where \( |a_i| \) is the number of tasks assigned to \( v_i \).

The objective function to maximise the number of allocated tasks is defined as
\[
J^* = \max \left\{ \sum_{i=1}^{n} |a_i| \right\} .
\] (2.3)

### 2.5 PI Algorithm

The PI algorithm is a distributed task allocation algorithm that runs simultaneously on each vehicle. Using the same two-phase architecture as CBBA, the PI algorithm iterates over a Task Inclusion phase and a Consensus and Conflict Resolution phase. During the first phase vehicles locally and iteratively build themselves a task bundle; during the second phase vehicles share their assignment lists with neighbouring vehicles and resolve conflicting assignments. Both phases repeatedly alternate until a global conflict-free task allocation is agreed upon by all vehicles. These main steps in an iteration of the algorithm are expressed with pseudocode in Algorithm 1.

The PI algorithm measures the local impact of a task assignment to the total cost of a vehicle’s task list with the Removal Performance Impact (RPI) and the Inclusion Performance Impact (IPI) of a task assignment. The IPIs are computed during the Task Inclusion phase and determine which task to include next into a task list. The RPIs are computed at the end of the Task Inclusion phase and are communicated to networked vehicles during the Communication and Conflict Resolution phase. RPIs determine which vehicle keeps a task in case of conflict.
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**PI Task Inclusion Phase**

The IPI of a task $t_q$ in $a_i$, as defined for PI-MinAvg, is measured as the time cost of $t_q$ in $a_i$ plus the sum of increase in time costs of other tasks in $a_i$ that have been assigned previously. The increase in time costs occurs if later tasks need to be shifted to create enough time to service $t_q$. If no tasks have been assigned previously, the IPI of $t_q$ in $a_i$ is equal to its time cost, i.e. the time for $v_i$ to reach $t_q$. This is because the sum of increase in time costs of other tasks in $a_i$ is necessarily equal to 0. Let $a_i \oplus t_q$ be the insertion of task $t_q$ at position $l$ in $a_i$. The IPI of $t_q$ in $a_i$ is computed as

$$w^\oplus_{q}(a_i, t_q) = \min_{l=1}^{m} \{ w_{q,l}(a_i, t_q) \} ,$$  \hspace{1cm} (2.4)

where

$$w_{q,l}(a_i, t_q) = |a_i| + 1 - \sum_{z=l}^{m} c_{i,z}(a_i \oplus_l t_q) - \sum_{z=l}^{m} c_{i,z}(a_i) .$$  \hspace{1cm} (2.5)

Equation (2.5) computes the IPI of $t_q$ at each position $l$ in $a_i$, where $c_{i,z}(a_i)$ denotes the time cost of the task at position $z$ in $v_i$’s task list. Equation (2.4) finds the smallest IPI and records it as $t_q$’s IPI in $a_i$. A list to store the IPIs of each task is kept on each vehicle and is defined as $\gamma_i^\oplus = [w_1^\oplus, \ldots, w_m^\oplus]$ for vehicle $v_i$.

During this Task Inclusion phase, vehicles select tasks to include into their task lists until no more tasks can be added. This repeating process is depicted on lines 1–21 in Algorithm 2. Before including a task, the algorithm computes the IPIs of all candidate tasks $t_q$ according to Equation (2.5) and (2.4), where candidate tasks are those compatible with $v_i$’s capabilities.

**Algorithm 1** Task allocation outer-loop iterative procedure for CBBA and PI running on each vehicle

1: Initialise Timer $T \leftarrow 1$
2: converged $\leftarrow$ false
3: while converged is false do
4: Task Inclusion Phase
5: Communication and Conflict Resolution Phase
6: converged $\leftarrow$ Check Convergence.
7: $T \leftarrow T + 1$
8: end while
and not already in \( a_i \). The computation of IPIs is depicted on lines 3–12 in Algorithm 2. When there are already tasks in \( a_i \) that have been assigned previously it is necessary to determine which position in the task list yields the most optimal IPI, i.e. whether it is most optimal to include \( t_q \) at the start of \( a_i \), at the end, or in a position between tasks. Thus the IPI of \( t_q \) is computed in each position \( l \) (lines 5–9) and the position \( l \) in which the IPI is lowest is the optimal position (line 10).

After the IPIs of all candidate tasks have been computed, \( v_i \) selects for inclusion the task whose IPI can improve upon that task’s current RPI the most. At this stage candidate tasks’ RPIs will either have their initial value if unassigned, or an updated value received during the Communication and Conflict Resolution phase. RPIs for all tasks are initialised to their highest permissible cost such that RPIs of tasks must be lower than this value once they are assigned. An IPI of \( t_q \) in \( a_i \) lower than \( t_q \)’s RPI in another vehicle’s task list \( a_j \) indicates that

\[
\text{Algorithm 2 PI Task Inclusion phase}
\]

1: \textbf{while} task list not full \textbf{do}  
2: \quad \quad \; w_q^{\oplus} \leftarrow \text{highest permissible cost, } w_q^{\oplus} \in \gamma_i^{\oplus}  
3: \quad \quad \quad \textbf{for each} task \; q \; \textbf{do} \quad \text{\textit{// Compute IPI for each candidate task}}  
4: \quad \quad \quad \quad \quad \textbf{if} \; \text{task } q \; \text{is a candidate} \; \textbf{then}  
5: \quad \quad \quad \quad \quad \quad \quad \textbf{for each} insertion position \; l \; \text{in task list} \; \textbf{do}  
6: \quad \quad \quad \quad \quad \quad \quad \quad \textbf{if} \; a_i \oplus_l t_q \; \text{is feasible} \; \textbf{then} \; \text{\textit{// If all time constraints are respected}}  
7: \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{Compute } w_q^{\Delta, l} \; \text{according to (2.5)} \; \text{\textit{// Compute IPI in position } l}  
8: \quad \quad \quad \quad \quad \quad \quad \textbf{end if}  
9: \quad \quad \quad \quad \quad \quad \quad \textbf{end for}  
10: \quad \quad \quad \quad \quad \quad \text{Compute } w_q^{\oplus} \; \text{and position } l \; \text{according to (2.4)} \; \text{\textit{// Keep minimum IPI}}  
11: \quad \quad \quad \textbf{end if}  
12: \quad \quad \textbf{end for}  
13: \quad \text{Compute } g \; \text{from (2.6)} \; \text{\textit{// Max difference between RPIs and IPIs for all tasks}}  
14: \quad \textbf{if} \; g > 0 \; \textbf{then}  
15: \quad \quad \quad \text{Insert task } q \; \text{yielding } g \; \text{in position } l \; \text{of task list}  
16: \quad \quad \quad \text{Update vehicle list } \beta_q = i  
17: \quad \quad \quad \text{Update time costs of task list}  
18: \quad \quad \textbf{else}  
19: \quad \quad \quad \text{break}  
20: \quad \quad \quad \textbf{end if}  
21: \quad \textbf{end while}  
22: \text{Compute } \gamma_i \; \text{\textit{(only RPIs in task list will be affected)}}
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the global cost can be reduced if $t_q$ is reallocated to $v_i$. The RPI of a task $t_q$ is referred to formally as $w_q^r$ and each vehicle stores the vector $\gamma_i = [w_1^r, \ldots, w_m^r]$. A task $t_q$ assigned to $v_j$ with an RPI greater than the IPI of $t_q$ in $a_i$ is written formally as $w_q^r(a_j, t_q) > w_q^r(a_i, t_q)$. Multiple IPIs may improve on the current RPIs, as such, $v_i$ selects for inclusion the task that reduces the global cost most. The maximum difference between the RPIs of all tasks and the IPIs of all tasks is computed as:

$$g = \max_{q=1}^{m} \{ \gamma_{i,q} - \gamma_{r,q} \} .$$

Line 13 in Algorithm 2 computes $g$ according to (2.6). If $g > 0$ (line 14), the task corresponding to $g$ is included into the vehicle’s ordered task list, leading to the maximum reduction to the global cost. If $g \leq 0$, IPIs of all tasks are greater or equal to the current RPIs, meaning that the current assignments cannot be improved upon, or that time constraints of candidate tasks cannot be met. In this case the task inclusion process ends (line 19).

RPIs are updated at the end of the Task Inclusion phase (line 22). Whilst RPIs are constant for unassigned tasks, once assigned, the RPI is measured as $t_k$’s time cost in $a_i$ plus the sum of the changes in time cost of remaining tasks in $a_i$ before and after the removal of $t_k$. By removing $t_k$ from $a_i$, $v_i$ may be able to execute its remaining task assignments earlier. The time costs of tasks earlier in the task list than $t_k$ are not affected by the removal of $t_k$. The RPI of a task $t_k$ in $a_i$ is formally

$$w_k^r(a_i, t_k) = \sum_{z=b}^{a_i} c_{i,z}(a_i) - \sum_{z=b+1}^{a_i} c_{i,z}(a_i \odot t_k) ,$$

where $b$ is the position of task $t_k$ in $v_i$’s task list, $c_{i,z}(a_i)$ denotes the time cost of the task at position $z$ in $v_i$’s task list, and $a_i \odot t_k$ denotes $a_i$ with $t_k$ removed. When a global consensus is reached, all vehicles have an identical copy of $\gamma$.

PI Communication and Conflict Resolution Phase

Once the Task Inclusion phase is complete, the RPI list and an $m$-sized vehicle ID list that keeps track of which vehicle is assigned to which task, are broadcast to neighbouring vehicles.
The vehicle ID list is necessary for consensus and is defined as $\beta_i = [\beta_1, \ldots, \beta_m]$. Neighbouring vehicles are those where a communication link exists between two vehicles based on a network topology. This topology may be dynamic and depend on e.g. communication range and physical distance between two local vehicles. The vehicles communicate once per algorithmic iteration and the communication in this study does not consider a communication cost. As two or more vehicles may be assigned the same task, a consensus procedure introduced in [17] is used to resolve these conflicting assignments. A lower RPI indicates a more optimal assignment, therefore vehicles with a higher RPI for a conflicting assignment release the task. RPIs and associated vehicle IDs are updated during consensus.

The Task Inclusion and Conflict Resolution phases repeat until no inclusions or removals can be made. At this point, the system is deemed to have converged and the task allocation procedure ends.

### 2.6 Problem Formulation for BW-CBBA extensions

Introduced here are formal definitions for the task allocation problem addressed in Chapters 4 and 5, and formal definitions used to describe CBBA, its extension BW-CBBA, as well as to describe the second and third novel contributions of this thesis, introduced as extensions of CBBA. The contributions are a proposed approach to reduce the time to reach consensus, and a proposed approach to increase agents’ ability to adapt their strategies such as to increase the optimality of the task allocation.

#### 2.6.1 Basic Definitions

Given a team of $n$ agents and $m$ tasks, the problem of interest is to allocate tasks to agents with the following assumptions: agents autonomously decide which tasks to take on using a scoring function that computes a score for that agent to perform a certain task. These score functions often incorporate heuristics designed to optimise a specified objective. Agents then communicate with each other to reach consensus on which agents take which tasks. To determine which agents take which tasks, agents place bids on their selected tasks, share
the bids by communicating with each other, and the agent with the highest bid wins the
task. Agents co-operate to maximise the number of allocated tasks and to reach an agreed
allocation (consensus). Tasks and agents are subject to time constraints.

Formally, $V = [v_1,\ldots,v_n]$ and $T = [t_1,\ldots,t_m]$ represent the set of $n$ agents and $m$ tasks,
respectively. Each agent $v_i \in V$ is initialised with:

- A bundle $b_i$ of tasks assigned to $v_i$ ordered chronologically based on when the tasks
  were added. Newly assigned tasks are appended to the end of the bundle.

- A path $p_i$, same as $b_i$, but with tasks in the order in which $v_i$ will execute them.

To select which tasks to add to the bundle, an agent computes a score $c_{ik}$ for each task $t_k \in T$
using a function $F_{ik}()$. Agents can take on up to $L_t$ tasks. The length of the bundle and path,
represented by $|b_i|$ and $|p_i|$ respectively, must be therefore less than or equal to $L_t$.

- A winning agent list $z_i = [z_{i1},\ldots,z_{im}]$ where an element $z_{ik}$ stores the index of the
  agent who has won the task $t_k$ according to the latest communication received by $v_i$. If
  $v_i$ has not received or made a bid on $t_k$, then $z_{ik} = 0$.

- A winning bid list $y_i = [y_{i1},\ldots,y_{im}]$ where an element $y_{ik}$ stores the winning bid for
  $t_k$ corresponding to the winner $z_{ik}$. If there is no bid for task $t_k$, then $y_{ik} = 0$. Bids on
  tasks are greater than 0 and less than or equal to $MaxBid$.

2.6.2 Problem Constraints

Agents can perform at most one task at a time, and each agent can be assigned multiple tasks
that they execute based on a schedule, with travel times between tasks. Each agent has a
maximum operating time $f_i$, which is the latest time at which $v_i$ can arrive at a task $t_k$ before
running out of fuel. Each task $t_k$ has a latest start time $\xi_k$ after which the task expires. The
predicted time of execution of $t_k \in p_i$ by $v_i$ is $\varsigma_{ik}$. This time includes the duration of earlier
tasks in $p_i$ and travel time to and from those earlier tasks. Thus,

$$\varsigma_{i,k} \leq min(\xi_k, f_i) \quad .$$

(2.8)
Due to these time constraints, it may not be possible to assign all tasks. If a task is not already in \( \mathbf{p}_i \) and satisfies the time constraints, it is a candidate task and can be considered for inclusion.

Agents communicate with each other via links determined by a network topology. This topology may be restricted, e.g. by communication range. In dynamic settings, the topology may change and become disconnected when agents move [79]. In this study, the agents are stationary during the task allocation process, the topology remains the same and is connected. Once a plan has been agreed, the agents set off to perform their assigned tasks.

### 2.6.3 Objective Function

The primary global objective \( J^* \) for the problem of interest is to maximise the number of allocated tasks, formally defined as

\[
J^* = \max \left\{ \sum_{i=1}^{n} |\mathbf{p}_i| \right\} \tag{2.9}
\]

subject to

\[
\mathbf{p}_i \cap \mathbf{p}_j = \emptyset, \text{ where } i \neq j \tag{2.10}
\]

The constraint states that the tasks in \( \mathbf{p}_i \) may not be in any other agents’ paths i.e. a task may be assigned to one agent’s task list at most.

A secondary global objective \( J \) is to minimise the average start time of all tasks, such that

\[
J = \min \left\{ \frac{1}{m} \sum_{i=1}^{n} \sum_{k=1}^{|\mathbf{p}_i|} \xi_{i,k}(\mathbf{p}_i) \right\}. \tag{2.11}
\]

### 2.7 CBBA and BW-CBBA

In this section, CBBA and its extension BW-CBBA are formally defined.
CBBA

CBBA iterates over the following two phases:

1. The bundle building phase: each agent greedily builds up a bundle and path through a repeating process of computing scores for each candidate task and selecting the task with the highest score to add to their bundle and path.

2. The consensus phase: agents communicate $z_i$ and $y_i$ to neighbouring agents i.e. those with communication links based on a network topology. When there are conflicting assignments, the highest bid wins and losing agents remove the task from their bundles as well as all tasks that were added to the bundle after that task. If bids are tied then the agent with the lowest index wins the task. [18]

As the consensus phase results in agents removing tasks from their bundles and creating time in their schedules, the bundle building phase is repeated to attempt to assign more tasks in the free time that is available. The two phases alternate until agents can no longer add tasks into their schedules and consensus has been reached by the team on all task assignments, such that all agents have an identical list $z_i$. CBBA converges in polynomial time, within $\max\{m, L, n\} \cdot D$ iterations where $D$ is the diameter of the network, provided that the scoring function satisfies diminishing marginal gain (DMG) [17]. DMG means that the score that $v_i$ computes for candidate task $t_k$, defined as $c_{ik}$, cannot increase as a result of other tasks being added to the bundle $b_i$ before $t_k$ [17], such that:

$$c_{ik}(b_i) \leq c_{ik}(b_i \oplus_{\text{end}} t_z) ,$$

where $\oplus_{\text{end}} t_z$ denotes the append of $t_z$ to the end of $b_i$. The trade off of the DMG condition is a possible performance degradation in certain scenarios.

Bid Warped CBBA

The Bid Warped CBBA (BW-CBBA) [45] decouples the scores that inform task selection in the bundle building phase (internal scores) from the bids that are communicated to networked
agents (external scores). The idea is that the internal score function need not satisfy DMG and the external bids need not be identical to the internal scores. Only the bids that agents share with each other need to satisfy DMG to guarantee convergence. A proof is provided in [45].

Score Functions

To determine the score of a candidate task $t_q$, CBBA inserts $t_q$ into $p_i$ at each index $l$ one at a time. A constraint is that the insertion cannot impact the current start times for the tasks already in the path [79] and - for the implementation in this study - satisfies the time constraints in equation (2.8). The score is computed at each index $l$ and the highest score is stored as $c_{iq}$. The score function is defined as:

$$F_{iq}(p_i \oplus_l t_q) = R_{iql} - C_{iql},$$

(2.13)

and

$$c_{iq} = \max_l F_{iq}(p_i \oplus_l t_q),$$

(2.14)

where $p_i \oplus_l t_q$ denotes the inclusion of $t_q$ into $p_i$ at index $l$. $R_{iql}$ denotes the reward and $C_{iql}$ the cost for including $t_q$ into $p_i$ at index $l$. If the insertion of $t_q$ cannot meet the constraints at any index in the path, then $c_{iq} = 0$.

BW-CBBA applies a bid warping function to $c_{iq}$ that produces a DMG satisfying score $\bar{c}_{iq}$. The bid warping function $G$ is defined as:

$$\bar{c}_{iq} = G_{iq}(c_{iq}, b_i) = \min\{c_{iq}, \bar{c}_{iq_j}\} \quad \forall j \in \{1, \ldots, |b_i|\}$$

(2.15)

where $\bar{c}_{iq_j}$ is the score of the $j$th element in the current bundle [45]. In other words, the bid for a candidate task must be lower than, or is made to be equal to, the lowest bid of all other tasks already in agent $v_i$’s bundle.
Bid Warped CBBA Bundle Building Phase

The bundle building phase of BW-CBBA [45] that runs independently on each agent \( v_i \) is summarised in Algorithm 3: For each candidate \( t_q \), \( v_i \) computes a score \( c_{iq} \) with its internal score function \( F_{iq} \) (line 4). A DMG satisfying bid \( \bar{c}_{iq} \) is then created with the function \( G_{iq} \) (line 5). \( \bar{c}_{iq} \) is compared with the current winning bid \( y_{iq} \) for \( t_q \). The boolean \( h_{iq} = true \) if \( v_i \) outbids the current winner (line 6). The candidate task selected to be added to \( v_i \)'s task list (using task index \( q^* \)) is the task that has the highest score \( c_{iq} \) that also outbids the current winner (line 8). The new winning agent for \( t_{q^*} \) is set as \( v_i \)'s index in \( z_i \) (line 10). The winning bid for \( t_{q^*} \) is set as \( \bar{c}_{iq^*} \) in \( y_i \). Then, \( t_{q^*} \) is appended to the bundle, and inserted into the path where it yielded the highest score \( c_{iq^*} \). The bundle building phase terminates when no candidate tasks can outbid the current winning bids, or the maximum bundle length is reached.
Table 2.4 Symbol Definitions for PI algorithm

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V = [v_1, \ldots, v_n]$</td>
<td>Set of $n$ vehicles</td>
</tr>
<tr>
<td>$T = [t_1, \ldots, t_m]$</td>
<td>Set of $m$ tasks</td>
</tr>
<tr>
<td>$a_i$</td>
<td>Ordered task allocation of the $i^{th}$ vehicle $v_i$</td>
</tr>
<tr>
<td>$s_k$</td>
<td>Latest start time for task $t_k$</td>
</tr>
<tr>
<td>$c_{i,k}(a_i)$</td>
<td>The time cost of a task $t_k$ in $a_i$: the predicted time taken by $v_i$ to arrive at the location of the task $t_k$ in its schedule $a_i$</td>
</tr>
<tr>
<td>$f_i$</td>
<td>The latest time at which $v_i$ can start a task before running out of fuel</td>
</tr>
<tr>
<td>$</td>
<td>a_i</td>
</tr>
<tr>
<td>$w_k^\ominus(a_i,t_k)$</td>
<td>The Removal Performance Impact (RPI) of a task $t_k$ in $a_i$</td>
</tr>
<tr>
<td>$a_i \ominus t_k$</td>
<td>$a_i$ with $t_k$ removed</td>
</tr>
<tr>
<td>$\gamma_i = [w_1^\ominus, \ldots, w_m^\ominus]$</td>
<td>Vector on each vehicle to store RPIs</td>
</tr>
<tr>
<td>$a_i \oplus_I t_k$</td>
<td>The inclusion of task $t_k$ at position $l$ in $a_i$</td>
</tr>
<tr>
<td>$w_q^\oplus(a_i,t_q)$</td>
<td>The Inclusion Performance Impact (IPI) of including $t_q$ into $a_i$</td>
</tr>
<tr>
<td>$\gamma_i^\oplus = [w_1^\oplus, \ldots, w_m^\oplus]$</td>
<td>A list to store the IPIs of each task on each vehicle</td>
</tr>
<tr>
<td>$\beta_i = [\beta_1, \ldots, \beta_m]$</td>
<td>A vehicle ID list corresponding to the RPI list that keeps track of which task is assigned to which vehicle.</td>
</tr>
<tr>
<td>$\psi_i = [t_1, \ldots, t_\zeta]$</td>
<td>Candidate tasks for inclusion into $v_i$’s task list</td>
</tr>
<tr>
<td>$a_i^\ominus_k$</td>
<td>Temporary task list with $t_k$ removed</td>
</tr>
<tr>
<td>$\Theta_{i,k}$</td>
<td>List of tasks that can replace $t_k$ in $a_i$ while respecting time constraints</td>
</tr>
<tr>
<td>$SD$</td>
<td>Swap Distance: maximum number of permissible reassignments to create a time slot for an unassigned task</td>
</tr>
<tr>
<td>$r$</td>
<td>Reduction rate of RPI-MaxAss for each additional reassignment</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>A vector that stores the number of times each task has been removed from a vehicle $v_i$’s task list</td>
</tr>
</tbody>
</table>
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Table 2.5 Symbol Definitions for BW-CBBA extensions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V = [v_1, \ldots, v_n]$</td>
<td>Set of $n$ agents</td>
</tr>
<tr>
<td>$T = [t_1, \ldots, t_m]$</td>
<td>Set of $m$ tasks</td>
</tr>
<tr>
<td>$b_i$</td>
<td>set of tasks assigned to $v_i$ ordered chronologically based on when the tasks were added.</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Ordered task allocation of the $i-th$ agent $v_i$</td>
</tr>
<tr>
<td>$\xi_k$</td>
<td>Latest start time for task $t_k$</td>
</tr>
<tr>
<td>$\varsigma_{ik}$</td>
<td>The predicted time of execution of $t_k \in p_i$</td>
</tr>
<tr>
<td>$f_i$</td>
<td>The latest time at which $v_i$ can start a task before running out of fuel</td>
</tr>
<tr>
<td>$</td>
<td>p_i</td>
</tr>
<tr>
<td>$c_{i,k}$</td>
<td>The score that $v_i$ computes for candidate task $t_k$</td>
</tr>
<tr>
<td>$\bar{c}_{ik}$</td>
<td>$c_{i,k}$ warped to satisfy Diminishing Marginal Gain</td>
</tr>
</tbody>
</table>

Algorithm 3 CBBA: Bundle Building with Non-DMG Scores [45]

1: procedure BUILD BUNDLE
2: \ while $|p_i| < L_i$ \ do
3: \ for $t_q \in T \setminus p_i$ \ do // Candidate tasks not already in agent i’s path
4: \ \ \ \ $c_{iq} = \max_l F_{iq}(p_i \oplus t_q)$, $\forall l \leq |p_i| + 1$ // Compute score for each candidate
5: \ \ \ \ $\bar{c}_{iq} = G_{iq}(c_{iq}, b_i)$ // Warp score to satisfy the DMG condition
6: \ \ \ \ $h_{iq} = \Pi(\bar{c}_{iq} > y_{iq})$ // Check if DMG score is higher than highest bid
7: \ \ \ \ end for
8: \ $q^* = \arg\max_q c_{iq} \cdot h_{iq}$ // Find candidate task with highest score
9: \ if $\bar{c}_{iq^*} > 0$ \ then
10: \ \ \ \ $z_{iq^*} = i$
11: \ \ \ \ $y_{iq^*} = \bar{c}_{iq^*}$
12: \ \ \ \ $b_i \oplus end t_{q^*}$
13: \ \ \ \ $p_i \oplus t_{q^*}$ where $l$ yielded $c_{iq^*}$
14: \ \ \ \ end if
15: \ \ \ \ break
16: \ \ \ \ end if
17: \ \ \ \ end while
18: \ end procedure
Chapter 3

Distributed Task Rescheduling

This chapter introduces the first original contribution in this thesis: the extension of the PI algorithm to a novel algorithm, named PI-MaxAss. The work described in this section was published in [94] and [97] during the work for this Ph.D. thesis.

3.1 Introduction

One challenge in using teams of robots is to co-ordinate them to perform tasks while optimising one [36, 1], or more objectives [77, 47, 93]. Considering a search and rescue scenario, in which survivors need to be assisted before specified deadlines, the two main objectives are 1) to maximise the number of rescued survivors, 2) to minimise the average waiting time before their rescue [87]. The novel contribution outlined in this section, called PI-MaxAss, was devised to solve the problem of increasing the number of allocated tasks in a distributed team of agents where deadlines prevented all tasks from being assigned. Specifically, if a certain task could be reached in time by one agent only, the approach ensures that the agent selects this task. A first hypothesis: given pre-defined conflict resolution rules, if the cost of an assignment is high when the assignment could be replaced by an unassigned task, this would facilitate an increase in the number of assigned tasks when possible. A second hypothesis was that by starting from an existing task allocation, such an approach would either increase the number of allocated tasks or leave the number unchanged.
PI-MaxAss assigns costs to task assignments such as to shift task assignments among vehicles to create feasible time slots for unassigned tasks. The maximum number of reassignments can be adjusted to match performance requirements. With this method, existing task assignment solutions are iteratively improved without the need to repeat the whole task allocation procedure. The procedure follows a two-phase task assignment strategy that starts from a solution generated by an existing distributed task allocation algorithm, Performance Impact (PI) [102], that minimises average waiting time. The proposed method PI-MaxAss is used in the second stage for maximising task allocations. A simulated rescue scenario with task deadlines and fuel limits is used to demonstrate the performance of the proposed method compared with CBBA and baseline PI. Starting from existing (PI-generated) solutions, results show an up to 20% increase in task allocations using the proposed method. PI-MaxAss takes the solution generated by PI, and iteratively increases the number of allocated tasks when it is possible to do so. The advantages of this design choice are:

1. PI-MaxAss has a marginally higher runtime complexity per iteration compared with PI, therefore it is advantageous to generate an initial solution with PI.
2. PI-MaxAss guarantees a solution with higher or equal number of allocated tasks to PI.
3. PI optimises average waiting time for task allocations. This optimisation is preserved for tasks that are not reassigned with PI-MaxAss. This would hold true if the solution that PI-MaxAss starts with were optimised for different objectives, such as distance covered.

3.2 PI-MaxAss

Simulated experiments have shown that the PI algorithm both allocates more tasks and optimises average waiting time better than CBBA in time critical scenarios with a low task-to-vehicle ratio [108, 102]. However, preliminary experiments showed that when there is a higher ratio of tasks to vehicles, PI can fail to allocate all tasks when it is possible to do so. Due in part to their scoring strategies, the baseline CBBA and PI do not reassign tasks when
this is necessary in order to assign additional tasks. In the search and rescue scenario the safety and rescue of survivors is a high priority; a poorer quality of solution results in fewer survivors being rescued than is possible with the available resources.

Starting from a sub-optimal assignment in which additional tasks cannot be directly included without violating time constraints, the extension PI-MaxAss presented in this thesis is able to reassign tasks to increase the total number of allocated tasks simply through a change in the computation of IPIs and RPIs. The idea introduced in this work is to attribute a high cost (RPI) to an assigned task when the release of this task can permit an additional task to be inserted within the free time created. An assignment is considered optimal and without cost if the release of any task does not permit another task to be assigned within the free time created. Likewise, a task’s IPI is set to be without cost if it can be included into a task list and satisfy time constraints. During the conflict resolution phase, conflicts resolve in favour of vehicles offering the lowest RPI. Vehicles that can create a time slot for candidate tasks through the release of an assigned task therefore release that task during a conflict. The result is that tasks are reassigned and feasible time slots are created for unassigned tasks.

### 3.2.1 Limitation of previous methods and proposed solution

To illustrate the limitation of previous methods and the proposed solution, consider a simple scenario shown in Fig. 3.1(a) and the associated schedule on a timeline in Fig. 3.2(a). With the PI algorithm, the vehicles include tasks into their lists starting with the lowest IPI. With PI-MinAvg, \( v_1 \) first includes \( t_1 \) and \( v_2 \) first includes \( t_2 \) into their task lists. Once included, \( t_1 \) cannot be released from \( v_1 \) unless \( v_2 \) includes \( t_1 \) with a lower RPI. Likewise, \( t_2 \) cannot be released from \( v_2 \) unless \( v_1 \) includes \( t_2 \) with a lower RPI. For \( t_3 \) to be serviced before its deadline, \( v_1 \) must go to \( t_3 \) directly. However, \( v_1 \) is incapable of servicing both \( t_1 \) and \( t_3 \) and meet both of their time constraints. Task \( t_1 \) does not get reassigned to \( v_2 \) because the RPI of \( t_1 \) is lower in \( v_1 \)’s task list than in \( v_2 \)’s task list. Therefore \( t_3 \) does not get assigned. The suboptimal task allocation is due to the minimisation of waiting time performed by PI-MinAvg. The novelty in PI-MaxAss is that the cost of \( t_1 \) in \( v_1 \)’s task list is higher than in \( v_2 \)’s task list, causing \( t_1 \) to be reassigned to \( v_2 \). This creates a time slot in \( v_1 \)’s schedule for \( t_3 \).
Fig. 3.1 In this scenario PI-MinAvg is unable to assign all tasks. PI-MaxAss assigns all tasks. Dotted lines connecting vehicles to tasks indicate examples of IPIs computed during the task inclusion phase. Solid lines indicate tasks assigned after reaching consensus. (a) Each task assignment is labeled with its PI-MinAvg IPI or RPI. With PI-MinAvg $t_1$ is assigned to $v_1$, $t_2$ is assigned to $v_2$, and $t_3$ is left unassigned. $v_2$ may also include $t_1$ if $v_2$ has not yet received $v_1$’s RPI list. In this case $v_2$ releases $t_1$ during the conflict resolution phase due to a higher RPI than $v_1$. (b) PI-MaxAss reassigns tasks starting from the PI-MinAvg solution and creates a time slot for $t_3$. Each task assignment is labeled with its IPI and RPI for maximising the number of task assignments.

Therefore, PI-MaxAss achieves the optimal allocation illustrated in Fig. 3.1(b) and Fig. 3.2(b). Although the waiting time for $t_1$ and $t_2$ has increased in Fig. 3.2(b), this reassignment has enabled an additional task to be assigned.

### 3.2.2 Formal Description

With PI-MaxAss, unallocated tasks are set initially to have a fixed highest RPI-MaxAss, a constant defined as $U$, such that if $t_q$ is unassigned then $w_q^\ominus = U$. The RPIs of assigned tasks $t_k$ are initially set to 0, such that $w_k^\ominus = 0$. 
Fig. 3.2 Task schedules for \( v_1 \) and \( v_2 \). A travel time is assumed between the vehicles’ initial locations and between different task locations, based on the distance and speed that they can travel. A fixed task duration is also assumed. A task must be started before the deadline in order to rescue that survivor, but may end after the deadline. \( v_1 \) is the only vehicle close enough to reach \( t_3 \) in time. (a) \( t_1 \) and \( t_2 \) are optimised to minimise waiting time but \( t_3 \) is unallocated. \( v_1 \) cannot feasibly include \( t_3 \) into its schedule given \( t_1 \). (b) If \( t_1 \) is reassigned from \( v_1 \) to \( v_2 \), this creates the time slot for \( v_1 \) to include the unallocated task \( t_3 \).

The steps of PI-MaxAss follow the two phases depicted in Algorithm 1. During the task inclusion phase shown in Algorithm 2, as with PI-MinAvg, the PI-MaxAss candidate tasks for inclusion into \( a_i \) are those compatible with \( v_i \)'s capabilities and not already in \( a_i \), and with an RPI-MaxAss greater than 0. The candidate tasks for inclusion into \( a_i \) are formally defined as

\[
\psi_i = [t_1, \ldots, t_\xi], \quad t_q \notin a_i, 0 < w_q < w_i.
\] (3.1)

The IPI-MaxAss of \( t_q \) in \( a_i \) is formally defined as
\[ w_q^{\oplus \star} (a_i; t_q) = 0, \exists l \quad \forall t \in \{a_i \oplus l t_q\} \]

\[ c_{i,z} (a_i \oplus l t_q) \leq \min (s_z, f_i), t_q \in \psi_i \quad . \] 

(3.2)

In other words, the IPI-MaxAss of the candidate task \( t_q \) is set to 0 if there exists a position \( l \) in \( a_i \) where the task \( t_q \) is inserted and all time constraints are met. On line 10 in Algorithm 2, IPI-MaxAss is recorded in place of IPI-MinAvg such that \( w_q^{\oplus \star} = 0 \) if the condition on line 6 returns true for at least one position \( l \). The optimal position \( l \) is computed as it is for IPI-MinAvg, according to Equations (2.4) and (2.5).

Lines 13–21 in Algorithm 2 remain the same for PI-MaxAss. As the RPI-MaxAss of assigned tasks were initialised to 0, only unassigned tasks are candidates for inclusion in the first round of the task inclusion phase. RPI-MaxAss is computed on line 22 in the place of RPI-MinAvg. The steps for computing RPI-MaxAss are shown in Algorithm 4.

Candidate tasks in the computation of RPI-MaxAss follow the same constraints as the candidates in Equation (3.1) with the added constraint that the candidate task’s RPI-MaxAss is greater than \( \delta \). This constraint is used to limit the number of reassignments permissible.

---

**Algorithm 4** Computing RPI-MaxAss for tasks in \( v_j \)’s task list

1: Set RPI of tasks in \( a_i \) to 0: \( \gamma_{i,k} \leftarrow 0, \quad t_k \in a_i \)
2: Identify Candidate Tasks: \( \tilde{\psi}_i \)
3: for each task \( k \) in \( a_i \) do // For each task \( k \) in task list
  4: \( a_i^{\oplus k} = a_i \oplus t_k \) // Remove \( k \) from task list
  5: Update times \( c_{i,z} (a_i^{\oplus k}) \) for tasks after \( t_k \)
  6: for each task \( q \) in \( \tilde{\psi}_i \) do // For each candidate task \( q \)
    7: if \( \gamma_{i,q} - r > \gamma_{i,k} \) then
      8: for each position \( l \) in \( a_i^{\oplus k} \) do
        9: if \( a_i^{\oplus k} \oplus_l t_q \) is feasible then // If task \( k \) can be replaced by task \( q \)
          10: \( \gamma_{i,k} = \gamma_{i,q} - r \) // Compute new RPI for \( k \)
          11: break
      12: end if
    13: end for
  14: end if
15: end for
16: end for
to allocate an additional task (see 3.2.3). Candidate tasks used in the computation of RPI-MaxAss for a task $t_k$ are formally defined as

$$\bar{\psi}_i = [t_1, \ldots, t_\zeta], \quad t_q \notin a_i, \quad 0 < \delta < \gamma_{i,q} \quad .$$  \hfill (3.3)

The identification of candidate tasks occurs on line 2 in Algorithm 4. To compute the RPI-MaxAss of a task $t_k$ in $a_i$, first, a temporary task list $a_i \ominus t_k$ is created that is equivalent to $a_i$ with $t_k$ removed and is formally defined as

$$a_i \ominus t_k = a_i \ominus t_k, \quad t_k \in a_i \quad .$$  \hfill (3.4)

The creation of $a_i \ominus t_k$ occurs on line 4 in Algorithm 4. Next, a candidate task $t_q$ is inserted into each position $l$ in $a_i \ominus t_k$ to determine if there exists a position $l$ in $a_i \ominus t_k$ in which $t_q$ is inserted and all time constraints are met. If such a position $l$ exists then $t_k$ can feasibly be replaced by $t_q$ in $a_i$ and the RPI-MaxAss of $t_k$ is computed as the RPI-MaxAss of $t_q$ reduced by $r$. This computation is repeated for each task $t_q$ in $\bar{\psi}_i$. The list of tasks $\emptyset_{i,k}$ that can replace $t_k$ in $a_i$ while respecting time constraints is formally defined as

$$\emptyset_{i,k} = \{t_q \in \bar{\psi}_i \mid \exists l \forall t_z \in \{a_i \ominus t_k \oplus l t_q\} : (c_{i,z}(a_i \ominus t_k) \leq \min(s_z, f_i))\} \quad .$$  \hfill (3.5)

If a task $t_k$ in $a_i$ can be replaced by two or more candidate tasks $t_q$ with different RPI-MaxAss, the highest RPI-MaxAss is recorded. The RPI-MaxAss of a task is formally defined as

$$w_{\bar{\psi}_i}^\oplus (a_i, t_k) = \max_{q=1}^{[\bar{\psi}_i]} \{w_{\bar{\psi}_i}^\oplus - r\}, \quad t_q \in \emptyset_{i,k}, r \in \mathbb{R}_+ \quad .$$  \hfill (3.6)

The condition on line 7 in Algorithm 4 ensures that the feasibility of inserting $t_q$ into $a_i \ominus t_k$ is not computed if the resulting RPI-MaxAss of $t_k$ is not higher than its current value. This condition reduces unnecessary computation and satisfies finding the maximum RPI-MaxAss according to (3.6). The condition on line 9 checks the feasibility of inserting $t_q$ in position $l$
in $a^i_{\mathcal{C}}$ so that the computation of RPI-MaxAss on line 10 is performed only with candidate tasks that satisfy (3.5).

Fig. 3.3 illustrates how the computation of a decreasing RPI-MaxAss allows for multiple reassignments to create a time slot for an unassigned task, and signposts the path with the fewest reassignments. Fewer reassignments minimises the time to reach consensus and better maintains the original solution’s optimisation for minimising average waiting time.

### 3.2.3 Swap Distance

In a time critical scenario such as search and rescue, it may be necessary to limit the time it takes for the distributed system to converge to a task allocation. The time to converge partly depends on the number of iterations of the algorithm until consensus. Depending on the network topology, propagating new assignments across the network may require multiple iterations affecting the total time to consensus. Therefore, with PI-MaxAss, limiting the number of reassignments permissible to assign an unassigned task is required. A maximum number of reassignments, expressed as “Swap Distance” $SD$ is defined. $SD$ is a new parameter, not present in CBBA or PI-MinAvg, introduced in PI-MaxAss to limit the maximum number of reassignments. It was empirically derived that, as a rule of thumb, a maximum of 1 or 2 reassignments provides the best trade-off between an increase in the number of allocated tasks and the increase in the number of iterations resulting from this method. Further guidance on setting $SD$ is discussed in Section 3.4. As defined by (3.3), a candidate task in $\bar{\psi}_i$ must have an RPI-MaxAss greater than $\delta$ which limits the number of reassignments to $SD$; $\delta$ is defined as

$$\delta = U - (r \ast SD), \quad r < \frac{U}{SD}, SD \in \mathbb{R}_+, U \in \mathbb{R}_+.$$ (3.7)

In Fig. 3.3, $U = 100$ and $r = 10$. If $SD = 0$ then $\delta = 100$ resulting in no candidates for the computation of RPI, according to (3.3). As a consequence only unassigned tasks have an RPI greater than 0 and can therefore be included in the task inclusion phase according to (3.1). If $SD = 1$ then $\delta = 90$ and one reassignment is permissible for the inclusion of an unassigned
3.2 PI-MaxAss

Fig. 3.3 RPI-MaxAss minimises number of changes to existing task assignments to create a time slot for an unallocated task. In this scenario it is assumed that $v_3$ is the only vehicle near enough to $t_4$ to service it in time. $t_4$ is unallocated and takes $RPI-MaxAss = U = 100$. $r$ is set as 10. $t_3$ can be replaced by $t_4$ according to (3.5) therefore $t_3$’s RPI-MaxAss is $100 - 10 = 90$ according to (3.6). $t_2$ can be replaced by $t_3$ therefore $t_2$’s RPI-MaxAss is $90 - 10 = 80$. During the task inclusion phase, $v_1$ can include $t_3$ or $t_2$ (without removing $t_1$) therefore $t_3$ and $t_2$’s IPI-MaxAss are 0 according to (3.2). Given Equation (2.6), $v_1$ selects $t_3$ for inclusion as $t_3$ yields the greatest difference between RPI and IPI. During the communication and conflict resolution phase, $v_3$ releases $t_3$ due to having a higher RPI-MaxAss for $t_3$ than $v_1$. During the task inclusion phase, $v_3$ includes $t_4$. The decreasing RPI-MaxAss ensures that the minimal number of reassignments is selected when different options are available for the inclusion of an unassigned task.

In Fig. 3.3, the path that requires two reassignments in which the RPI-MaxAss of $t_2$ is 80 is not permissible when $SD = 1$. When $SD = 1$, $t_3$ does not satisfy the constraints to be in $\bar{\psi}_2$ because its RPI-MaxAss is not greater than $\delta$, therefore the RPI-MaxAss of $t_2$ remains as 0. The path with two reassignments is only possible with $SD = 2$ (or higher). $SD$ therefore restricts the tasks eligible to be candidates so that the number of reassignments is less than or equal to $SD$.

### 3.2.4 Convergence

Preliminary experiments running PI showed that two or more vehicles occasionally get caught in an infinite cycle exchanging the same tasks. In order to avoid infinite cycles and to guarantee convergence, the solution proposed here is to limit the number of times that a vehicle can remove the same task from its list before it no longer attempts to include it. This proposed approach will iteratively remove tasks involved in an infinite cycle from an
agent’s search space. With the assumption that the number of tasks is finite, in the worst case, all tasks will be removed from the agent’s search space, at which point convergence is guaranteed because with no assignments there can be no conflicts. A maximum limit on removals \( \Upsilon \) where \( \Upsilon \in \mathbb{Z}_+ \) can be set. This precaution may prevent those tasks that are being repeatedly exchanged from being allocated optimally, however it ensures that the system can converge. A vector \( \varpi \) is used to store the number of times each task has been removed from a vehicle \( v_i \)’s task list. During the conflict resolution Phase when a task \( t_k \) has been removed from \( v_i \)’s task list: \( \varpi_{i,k} = \varpi_{i,k} + 1 \). During the task inclusion phase, a task \( t_k \) is considered a candidate in \( \psi_i \) for inclusion if \( \varpi_{i,k} < \Upsilon \) is satisfied.

3.2.5 Complexity

To assess the computational complexity of running PI-MaxAss on one vehicle, the method used in [108] is followed. In [108], the computational complexity of PI-MinAvg is determined to be polynomial. The complexity is dominated by the computation of IPI-MinAvg during the task inclusion phase and it is defined in [108] as

\[
O((m_i - |a_i|)|a_i|^2)\vartheta_y\sigma,
\]

where \( |a_i| \) represents the cardinality of the task list \( a_i \). \( m_i \) is the capacity of vehicle \( v_i \). A maximum number \( m_i - |a_i| \) tasks can be added into a vehicle’s task list during each iteration of the algorithm. \( \sigma \) denotes the complexity of computing the time cost of a task. \( \vartheta_y \) denotes the number of tasks that are not yet in the task list and meet the compatibility constraints. \( \vartheta_y \) is equivalent to the cardinality of candidate tasks \( |\psi_i| \) as defined in this thesis. In the experiments conducted in this study, no hard limit was imposed on the number of candidate tasks. However, such a parameter could be introduced to limit the computational cost of the task inclusion phase.

The complexity of PI-MaxAss is dominated by the computation of each task’s RPI-MaxAss in vehicle \( v_i \)’s task list, as shown in Algorithm 4. The first step in the outer loop (for each task in vehicle \( v_i \)’s task list) is to remove a task and adjust the times of the remaining
tasks in the temporary task list $a_i^{\oplus k}$; the complexity is $|a_i^{\oplus k}|(|a_i^{\oplus k}| + 1)\sigma/2$. Within the inner loop, the task times of each task starting from the position of the included task are computed: $|a_i||\bar{\psi}_i||a_i|(|a_i| + 1)\sigma/2$. Altogether that is $|a_i^{\oplus k}|(|a_i^{\oplus k}| + 1)\sigma/2 + |a_i||\bar{\psi}_i||a_i|(|a_i| + 1)\sigma/2$. This simplifies to

$$ O(|a_i|^3|\bar{\psi}_i|\sigma/2). \quad (3.9) $$

The RPI-MaxAss computation has a higher complexity than the RPI-MinAvg computation, but is equivalent to the complexity of computing IPI-MinAvg.

### 3.3 Experiments

This section presents the results of numerical simulations conducted to test the performance of the proposed PI-MaxAss compared with the performance of PI-MinAvg and CBBA when maximising allocated tasks in scenarios with time constraints. CBBA is an established benchmark for comparison in distributed task allocation problems and therefore provides a useful metric for general comparisons with similar algorithms. Thus, the evaluation of the proposed method is performed by comparison with CBBA using a range of parameter settings. All simulations were performed in MATLAB on a computer with 2.5 GHz Intel Core i5 CPU and 8 GB of RAM.

#### 3.3.1 Scenario and Simulation Setup

To test the robustness of the proposed approach, the same types of scenarios as in [108, 102] were used. These include scenarios with a variety of different parameters including task and vehicle numbers, and network topologies. Moreover, the parameter settings are extended in this study to include a more challenging high task-to-vehicle ratio, and to include fuel constraints on vehicles. Preliminary experiments revealed that changing other parameter settings such as the starting positions of the vehicles e.g. all vehicles starting from the same position, did not significantly affect the number of task allocations. The setup uses a rescue
team equally split into two vehicle types with different functions. One vehicle type provides medicine, the other provides food. All tasks are considered to have equal priority to facilitate a clearer analysis of the task allocation maximisation process. However, a range of priorities could be introduced in future extensions of the algorithm through an ordering of candidate tasks.

The scenario specification, summarised in Table 5.1, is as follows: the vehicles’ speeds are assumed to be constant and are set to 30m/s and 50m/s respectively. The assumption is that the speeds are used for the purpose of determining travel time. Further details such as acceleration are not modelled. The survivors are likewise equally split into those requiring food and those requiring medicine. The medicine tasks last for a duration of 300 seconds, the food tasks last 350 seconds. The deadlines for starting each rescue are uniformly distributed on a timeline between 0 and 2000 seconds. The mission takes place in a 3D space spanning 10 000m x 10 000m x 1000m. The tasks are randomly placed in a 3D space, and vehicles on the 2D ground space, with coordinates drawn from uniform distributions. The battery limit of each vehicle is set randomly between 1000 and 2000 seconds. Random initialisations are pseudorandom and are generated with a random number generator in MATLAB. Given the random initialisation of task and vehicle locations and deadlines, it is sometimes impossible for some tasks to be started by any vehicle before its deadline. In these simulations, all task information is available to all vehicles up front. The task allocation procedure is performed

<table>
<thead>
<tr>
<th></th>
<th>Medicine</th>
<th>Food</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle Speed</td>
<td>30m/s</td>
<td>50m/s</td>
</tr>
<tr>
<td>Vehicle Battery</td>
<td>Between 1000 and 2000 seconds</td>
<td></td>
</tr>
<tr>
<td>Vehicle Start Position</td>
<td>10 000m x 10 000m x 0m ground space</td>
<td></td>
</tr>
<tr>
<td>Task Duration</td>
<td>300 seconds</td>
<td>350 seconds</td>
</tr>
<tr>
<td>Task Deadline</td>
<td>Between 0 and 2000 seconds</td>
<td></td>
</tr>
<tr>
<td>Task Location</td>
<td>10 000m x 10 000m x 1000m 3D space</td>
<td></td>
</tr>
</tbody>
</table>
before any tasks are executed. Previous studies have demonstrated that the PI algorithm is effective at allocating new tasks online [103]. Results are computed as averages over 50 runs, where a run is a completed experimental simulation of the task allocation procedure. For each run, the time to convergence is determined by the number of iterations of the algorithm until the agents reach consensus.

### 3.3.2 Simulation Results

**PI-MinAvg vs. PI-MaxAss**

Fig. 3.4 compares the PI-MinAvg solutions with the PI-MaxAss solutions that are initialised with the PI-MinAvg solution. A row formation was used for these experiments and a Swap Distance of 2 ($SD = 2$) was set. Fig. 3.4(a) shows the percentage of runs where PI-MaxAss increased the number of allocated tasks from the PI-MinAvg solution. Fig. 3.4(b) shows the corresponding average percentage change and standard deviation of number of allocated tasks when PI-MaxAss changed the number of allocated tasks.

Fig. 3.4 shows both the results using the same experimental setup as in [108, 102] with a task-to-vehicle ratio of 2 to 1 (ratio $p = 2$), deadlines for each task and without battery limit time constraints, and results using a task-to-vehicle ratio $p = 4.6$ with task deadlines only, vehicle battery limits only, and combined task deadlines and battery limits, respectively. Ratio $p = 4.6$ was selected to test the system approaching maximum capacity. In [108, 102] experimental results showed that PI-MinAvg was capable of finding a solution that maximised the number of allocated tasks in most cases. The ratio $p = 2$ results in 3.4(a) reflect these findings. For each of the 5 setups with ratio $p = 2$, PI-MaxAss increased the number of allocated tasks from the PI-MinAvg solution; in the best case 14% of the runs were improved upon. In each run that PI-MaxAss increased the number of allocations, starting from PI-MinAvg with $p = 2$, one extra task was allocated. The results for ratio $p = 4.6$ show that when the system is approaching maximum capacity, i.e. when the order and allocation of tasks is critical to optimise number of allocated tasks, PI-MaxAss increased the number of task allocations in approximately half the runs with battery only time constraints and in up to
100% of runs with task deadlines. Up to 3 extra tasks were assigned in runs with battery only
time constraints. Up to 8 extra tasks were assigned in runs with task deadlines with ratio
\( p = 4.6 \). In one such instance, PI-MaxAss increased the number of allocated tasks from 44
to 52 out of 56 tasks, where 4 tasks were impossible to allocate from the outset due to their
relative positions and deadlines. In other words, PI-MaxAss facilitated an 18% increase in
allocated tasks achieving the maximum allocation. In another instance, a 20% increase was
achieved by increasing the number of allocations from 35 to 42 out of 46 tasks.

Out of the total number of experimental runs covering different ratios and constraints,
only in 6 cases PI-MaxAss modified the solution by reassigning tasks without increasing
the total number of assigned tasks. In all other instances that the solution was modified, the
number of allocations was increased.

**Swap distance parameter comparison**

Fig. 3.5 shows the results of a comparison between the performance of CBBA, PI-MinAvg,
and PI-MaxAss with Swap Distance set between 1 and 4. The performance with regards to
number of allocated tasks and number of iterations until convergence is presented. The total
number of iterations for one simulation is determined by the last time an allocation change
was made, either through inclusion or removal. As the PI-MaxAss solutions are initialised
with the solutions from PI-MinAvg, the number of iterations for a run of PI-MaxAss is the
sum of iterations taken for PI-MinAvg and PI-MaxAss, so PI-MaxAss will necessarily be at
least as high as PI-MinAvg in all instances. Fig. 3.5(a) is a notched box and whisker plot
with outliers [67] that shows the total number of allocated tasks for each algorithm. Each box
represents the interquartile range that encompasses the center 50% of the data. The line on
the notches represents the median of the data. Fig. 3.5(b) is the same type of plot that shows
the corresponding total number of iterations for each algorithm. The statistical significance
between different Swap Distances for numbers of allocations and iterations was evaluated
using a Wilcoxon Rank Sum Test, equivalent to the Mann-Whitney U-test. With a null
hypothesis that the two samples are independent, a failure to reject the null hypothesis occurs
at 5% significance. The tests indicated that increases in allocated tasks between PI-MinAvg,
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Fig. 3.4 For each scenario, the simulations were tested for an increasing number of vehicles and tasks. Vehicle numbers were 6, 8, 10, 12 and 14. For the ratio $p = 2$ the number of tasks were 12, 16, 20, 24 and 28, and with ratio $p = 4.6$ task numbers were 28, 36, 46, 56, 64. Ratio $p = 2$ was tested with task deadlines, ratio $p = 4.6$ was tested with task deadlines, with battery limits only, and with battery limits and task deadlines, respectively. In (a) each bar shows the percentage of solutions over 50 experimental runs that PI-MaxAss assigned additional tasks starting from PI-MinAvg solution. (b) shows the corresponding average percentage change with whiskers representing the standard deviation in number of allocated tasks when PI-MaxAss changed the number of allocated tasks.
PI-MaxAss with $SD = 1$ and $SD = 2$ are statistically significant. Meanwhile, the increase in the number of allocated tasks between PI-MaxAss with $SD = 2$, $SD = 3$, and $SD = 4$ were not significant. The increase in the number of iterations between PI-MinAvg, PI-MaxAss with $SD = 1$, $SD = 2$, and $SD = 3$ were shown to be significant, while the difference between $SD = 3$ and $SD = 4$ was shown to be not significant. Therefore, for $SD = 3$ and $SD = 4$ there is an increase in iterations without a significant increase in task allocations compared with $SD = 2$. Table 3.2 shows that when the Swap Distance is limited to 1, an average of 3 extra tasks are allocated from the PI-MinAvg solution (Shown in Table 3.3) and the number of iterations has 95% confidence of being between the intervals 7.86 and 9.42 (not counting the iterations for PI-MinAvg). The trade-off is just over 1 fewer allocated tasks on average compared with $SD = 2$. As the Swap Distance increases, the confidence intervals for the number of iterations also widen.

Table 3.2 Average task allocations and iterations performance of PI-MaxAss over 50 simulations, with standard deviation and confidence intervals for iterations

<table>
<thead>
<tr>
<th>Deadlines</th>
<th>14-v 64-t</th>
<th>Allocations</th>
<th>57.7</th>
<th>58.8</th>
<th>59</th>
<th>59.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SD = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$SD = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iterations</td>
<td></td>
<td></td>
<td>8.9</td>
<td>25.7</td>
<td>40.3</td>
<td>47.2</td>
</tr>
<tr>
<td>Std dev</td>
<td></td>
<td></td>
<td>3.0</td>
<td>23.8</td>
<td>27.0</td>
<td>26.0</td>
</tr>
<tr>
<td>95% confidence</td>
<td></td>
<td></td>
<td>8.1-9.8</td>
<td>19.0-32.5</td>
<td>32.6-48.0</td>
<td>39.8-54.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Batteries and Deadlines</th>
<th>14-v 64-t</th>
<th>Allocations</th>
<th>55.1</th>
<th>56.4</th>
<th>56.7</th>
<th>56.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SD = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SD = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iterations</td>
<td></td>
<td></td>
<td>8.6</td>
<td>20.4</td>
<td>30.3</td>
<td>34.5</td>
</tr>
<tr>
<td>Std dev</td>
<td></td>
<td></td>
<td>2.7</td>
<td>15.2</td>
<td>25.8</td>
<td>26.1</td>
</tr>
<tr>
<td>95% confidence</td>
<td></td>
<td></td>
<td>7.9-9.4</td>
<td>16.0-24.7</td>
<td>23.0-37.7</td>
<td>27.1-41.9</td>
</tr>
</tbody>
</table>
Fig. 3.5 Comparison of CBBA, PI-MinAvg, PI-MaxAss with Swap Distance 1, 2, 3 and 4 on number of allocated tasks and iterations for the 14-vehicle 64-tasks scenario with battery limits and task deadlines. The plus symbols represent outliers. a) A notched box plot of the total number of allocated tasks for each of the 50 runs for each algorithm. b) A notched box plot of the number of total iterations for each of the 50 runs for each algorithm.
Table 3.3 Task allocations and iterations performance of PI-MaxAss with Swap Distance = 2 starting with PI-MinAvg solution compared with PI-MinAvg and CBBA over 50 simulations (Average and Standard Deviation)

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Vehicles</th>
<th>Tasks</th>
<th>CBBA std dev</th>
<th>MinAvg std dev</th>
<th>MaxAss std dev</th>
<th>CBBA std dev</th>
<th>MinAvg std dev</th>
<th>MaxAss std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 2$ deadlines</td>
<td>6</td>
<td>12</td>
<td>10.4</td>
<td>0.9</td>
<td>11.4</td>
<td>0.9</td>
<td>3.8</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>16</td>
<td>13.8</td>
<td>1.2</td>
<td>15.2</td>
<td>1.0</td>
<td>15.3</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20</td>
<td>17.4</td>
<td>1.4</td>
<td>19.2</td>
<td>1.0</td>
<td>19.3</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>24</td>
<td>20.9</td>
<td>1.4</td>
<td>22.9</td>
<td>0.9</td>
<td>23.1</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>28</td>
<td>24.4</td>
<td>1.6</td>
<td>26.9</td>
<td>1.0</td>
<td>26.9</td>
<td>0.9</td>
</tr>
<tr>
<td>$p = 4.6$ deadlines</td>
<td>6</td>
<td>28</td>
<td>19.3</td>
<td>1.7</td>
<td>21.9</td>
<td>1.5</td>
<td>24.2</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>36</td>
<td>25.2</td>
<td>1.9</td>
<td>29.5</td>
<td>2.1</td>
<td>31.9</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>46</td>
<td>32.3</td>
<td>2.2</td>
<td>38.2</td>
<td>2.1</td>
<td>41.3</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>56</td>
<td>39.1</td>
<td>2.9</td>
<td>46.7</td>
<td>2.5</td>
<td>50.8</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>64</td>
<td>45.3</td>
<td>2.8</td>
<td>54.3</td>
<td>2.6</td>
<td>58.8</td>
<td>2.3</td>
</tr>
<tr>
<td>$p = 4.6$ battery</td>
<td>6</td>
<td>28</td>
<td>24.5</td>
<td>1.9</td>
<td>24.6</td>
<td>1.8</td>
<td>25.2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>36</td>
<td>32.9</td>
<td>2.1</td>
<td>33.4</td>
<td>2.1</td>
<td>33.8</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>46</td>
<td>42.0</td>
<td>2.6</td>
<td>42.8</td>
<td>2.1</td>
<td>43.4</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>56</td>
<td>51.2</td>
<td>2.4</td>
<td>51.9</td>
<td>2.2</td>
<td>52.6</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>64</td>
<td>59.7</td>
<td>2.3</td>
<td>60.5</td>
<td>2.2</td>
<td>61.3</td>
<td>2.1</td>
</tr>
<tr>
<td>$p = 4.6$ battery deadlines</td>
<td>6</td>
<td>28</td>
<td>19.0</td>
<td>2.0</td>
<td>21.0</td>
<td>1.6</td>
<td>22.5</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>36</td>
<td>24.6</td>
<td>1.7</td>
<td>28.1</td>
<td>1.5</td>
<td>30.4</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>46</td>
<td>32.0</td>
<td>2.4</td>
<td>36.6</td>
<td>2.1</td>
<td>39.5</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>56</td>
<td>38.8</td>
<td>2.4</td>
<td>44.7</td>
<td>2.3</td>
<td>48.4</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>64</td>
<td>45.0</td>
<td>2.3</td>
<td>52.1</td>
<td>2.0</td>
<td>56.4</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Average time comparison

Fig. 3.6(a) plots a comparison of the average waiting time and allocations for each run. Fig. 3.6(b) plots the same results where $SD = 2$ & MinAvg shows the effect of switching back to optimising waiting time after increasing allocated tasks with PI-MaxAss. Here, PI-MinAvg was initialised with the solution of PI-MaxAss. Average waiting time logically increases as more tasks are performed. This increase is reflected in the graphs that show a proportional increase in average waiting time between CBBA, PI-MinAvg and PI-MaxAss. Fig. 3.6(b) shows that average waiting time can be optimised with PI-MinAvg after allocations have increased with PI-MaxAss. In 32 out of the 50 runs, the average waiting time is reduced,
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Fig. 3.6 Scatter graphs comparing the performance of CBBA, PI-MinAvg, and PI-MaxAss with Swap Distance = 2, with respect to average waiting time for 50 runs. Each plot represents the final average waiting time of all assigned tasks for one run. In b) PI-MinAvg was run starting from the solution of PI-MaxAss to show that average waiting time can be further optimised once additional tasks have been assigned. An improved average waiting time is indicated by points shifted to the left for SD=2 & MinAvg compared with SD=2.

in the best case by 63 seconds with PI-MinAvg. In this instance 4 extra tasks had been allocated with PI-MaxAss. The improvement in waiting time was achieved with 9 iterations of PI-MinAvg. The average iterations for the second round of PI-MinAvg was 6.1 over the 50 runs.

**Topology comparison**

Changing topologies are inherent to dynamic environments with moving vehicles. It is therefore informative to assess how the proposed method performs across different topologies [14].
Fig. 3.7 Network topologies that the system was tested with.

Fig. 3.7 illustrates with non-directed graphs the different network topologies under which the system was tested.

Fig. 5.1 shows the results of comparing different vehicle formation topologies on the number of allocated tasks and iterations. The row topology, circular topology, the fully connected topology and the star topology illustrated in Fig. 3.7 are compared. The number of allocated tasks is consistent across topologies for CBBA and similar across topologies for PI-MinAvg and PI-MaxAss with $SD = 2$. Notable differences are the reduced number of iterations for each algorithm with the fully connected topology and the relative increase in iterations for the star topology for each algorithm.

### 3.4 Discussion

The results showed that PI-MaxAss can significantly increase the total number of allocated tasks starting from a sub-optimal solution. There is a trade-off between computation time and solution quality that should be considered depending on the application [77]. Note that computation time here is represented by the number of iterations, while in practice the processing speed and the communication speed of the agents will determine how long an iteration lasts. If extra computation time is available, the results show that switching
Fig. 3.8 Comparison of the performance over 50 runs of CBBA, PI-MinAvg, PI-MaxAss with Swap Distance 2 for 14-vehicle 64-task battery and deadlines scenario, with respect to number of allocated tasks and iterations over different network topologies, row, circular, mesh and star topologies.
optimisation objectives from minimising average waiting time to maximising task allocations can break the solution out of local optima and further optimise the task allocation without reducing the quality of the solution. After more tasks have been included, the quality of the solution can then be optimised further with few iterations by switching back to the time minimisation method. This switching strategy as described in [77] exploits the high optimisation performance of single-objective search algorithms for a bi-objective problem, while remaining flexible and modular.

In the cases where PI-MinAvg was able to reach an optimal or near optimal solution with regards to the number of allocated tasks, such as the two tasks-per-vehicle scenario, PI-MaxAss made few or no improvements on the PI-MinAvg solution and accordingly the computation time was not unnecessarily increased. These results further support the switching strategy [77] which increased computation time only when the solution could be improved by the proposed method PI-MaxAss.

The results show that a Swap Distance limited to 1 is preferable when a reliably low number of iterations is required while still providing a significantly higher number of allocated tasks. A higher Swap Distance can be used if the extra computation time is available to increase the likeliness of finding a better solution. On the other hand, although PI-MaxAss is guaranteed not to decrease allocations starting from an initial task allocation, it cannot be guaranteed that PI-MaxAss with a higher swap distance finds an equal or higher task allocation than a lower swap distance.

For the scenarios tested, the Swap Distance set to 3 and 4 did not significantly increase the allocations despite the correlated increase in iterations. For each additional task reassignment, the new task allocations are propagated through the network of vehicles, and this can take several iterations depending on the network topology meaning that, as the number of reassignments increases, so do the number of iterations. It is also likely that the number of instances where 3 or 4 reassignments are required are fewer than those requiring 1 or 2 reassignments. This may result in an insignificant increase in task allocations along with a relatively high increase in number of iterations.
3.4 Discussion

PI-MaxAss was shown to be effective at increasing allocated tasks when the time constraint was on vehicle battery limits only. In these cases, the extra flexibility in the possible ordering of task allocations meant that PI-MinAvg was more likely to find an optimal solution, however PI-MaxAss increased the allocations in about half of the runs, a noteworthy proportion.

In 0.3% of 2000 runs, PI-MaxAss modified the solution by reassigning tasks without increasing the total number of assigned tasks. This may happen because an additional task allocation attempt may be inhibited if a time slot created to assign a new task is instead filled by a task later in that reassignment sequence.

Tests with different topologies provided strong evidence that the number of allocated tasks is independent of the specific topology. The number of iterations required to reach consensus, on the contrary, appears to vary according to the type of topology. The increase in iterations is due to information requiring multiple iterations or ‘hops’ to reach all vehicles when the network is not fully connected. In general, the longer the network diameter i.e. the shortest path between the two most distant vehicles, the longer the system takes to reach consensus.

The task shifting effect of PI-MaxAss is similar to the theoretical task swap loop methods described and analysed in [109, 62, 89, 60, 61]. Compared with these methods, PI-MaxAss has the advantage that it does not require distinguishing roles. Furthermore, PI-MaxAss does not require finding a complete swap loop to reassign tasks. As opposed to the task swap loop methods, with PI-MaxAss the last task reassignment in the sequence need not be assigned to the vehicle that started the sequence. By following the task swap loop strategy, the created time slot is more likely to be filled by the task being reassigned from another vehicle, inhibiting the assignment of an additional unassigned task. A final distinction is that the objective of PI-MaxAss is to increase the number of task assignments within vehicles’ schedules, whereas the costs being minimised in [62, 60, 61] are non-specific, and the problem being addressed considers vehicles that can be assigned one task each, at most.
3.5 Conclusion

In this chapter, an effective algorithm that allows for simple and efficient reassignment of allocated tasks is proposed and analysed to improve the task allocation solution of a previous method for task allocation. The novel idea is to allow vehicles to re-allocate tasks to create a feasible space for unallocated tasks by taking advantage of existing schedule space. Simulations showed a noteworthy increase in performance, measured as the total number of allocated tasks, making the method appealing when this objective is a priority. An increment in the number of iterations appeared proportionate to the gain in performance. Experimental results confirmed that the proposed algorithm can be applied beneficially to PI, thus opening the possibility of integration to other implementations.

While PI was shown to perform well towards the optimisation objectives of minimising average time and maximising allocated tasks, the limitations of the algorithm are that it does not provide performance guarantees on convergence like CBBA. When applied to a system for which one iteration of the algorithm is expensive, a performance guarantee on convergence is a desirable feature. In the next chapter, a fast convergence approach that maintains a high number of task allocations is introduced as an extension to CBBA.
Chapter 4

Fast Convergence

4.1 Introduction

This chapter introduces a new distributed consensus procedure for consensus-based task allocation algorithms that optimises convergence time, i.e. the time required for the network of agents to agree on a task allocation. In distributed multi-agent task allocation problems, the time to find a solution and a guarantee of reaching a solution, i.e. an execution plan, is critical to ensure a fast response. In real time environments such as a rescue mission, a fast convergence time to a solution is an essential quality of an algorithm as any time spent on computing a global task allocation is time not spent rescuing. Algorithms, such as CBBA, employ the use of bids that can vary based on an agent’s schedule. Changes to the agent’s task list can therefore result in changes to the bids that the agent places. Additionally, when the network topology is sparsely connected, it can take multiple iterations of the algorithm before an agent receives information that it has lost a bid. It may therefore require many iterations to resolve all conflicting task allocations. This is a key limitation which becomes an increasing problem as the number of agents and the number of tasks increases.

While PI has been shown to produce better quality results under the scenarios tested with metrics such as average waiting time, the convergence guarantees of CBBA are much stronger than for PI. For this reason, CBBA is used as the baseline algorithm from this chapter onwards. The task allocation algorithm consists of two phases, in the first phase
agents build their individual schedules using a score function. In the second phase, agents resolve conflicts based on the bids they place on their selected tasks. This chapter investigates the hypothesis that in scenarios with a high task-to-agent ratio, the time to reach consensus can be reduced by removing the variability of bids. At the same time, the overall solution quality can be maintained by using appropriate heuristics in the first phase. The second key contribution in this thesis is a novel approach to stabilise the convergence process and reduce the time to reach a solution for algorithms such as CBBA. The key idea is to resolve task allocations among agents using a rank-based conflict resolution. A second advantage is that this method enables different agents to construct their task schedules using any insertion heuristic, and still guarantee convergence. Simulation results demonstrate that the proposed approach, as an extension of BW-CBBA, can allocate a greater number of tasks in a shorter time than the baseline BW-CBBA.

4.2 CBBA with Fast Convergence Design

This section introduces the rank-based conflict resolution method that reduces the time to convergence, implemented in this study as a modification to CBBA. The insertion heuristics used in combination with the rank-based conflict resolution to demonstrate the proposed method’s performance are also detailed in this section. The proposed method is not limited to CBBA but may be implemented into similar distributed consensus-based task allocation algorithms.

4.2.1 Rank-based Conflict Resolution

In standard task allocation algorithms, bids on task assignments give an indication of the optimality of an assignment with respect to an optimisation objective. When conflicting assignments occur, the agent that can perform the task most optimally keeps the assignment. This process requires that bids be comparable and therefore that agents must share a function to assign scores to their assignments. The novelty in this study is to introduce bids that are invariant to factors such as the agent’s path and score function. Constant bids add stability
to the convergence process and therefore speed up the rate of convergence. Additionally, this method enables agents to simultaneously use different score functions from each other. As a result of losing information from bids, a trade-off is the possible reduction in quality of the task allocation with respect to the objective being optimised by the score function. In this study, the number of allocated tasks and the time to convergence are considered as the highest priority optimisation objectives, and it is therefore worth a possible reduction in optimality of secondary objectives, such as distance covered by the agents. Future work may look at autonomously adapting the task allocation method in line with the most appropriate optimisation objective given the problem domain.

Inbuilt into CBBA’s conflict resolution phase is a tie-breaking heuristic based on agent identification numbers [17]. This unique numerical ID is initialised at the outset as the agent’s index. When a tie occurs between bids on the same task, the agent with the lowest index wins the task. To implement conflict resolution based on agent ranking requires therefore simply that agents’ bids are made to be identical at all times. The modification to the bundle building phase is shown in Algorithm 5 line 5 where a constant bid value defined as $constantBid$ is applied to all bids. It is worth noting that a constant bid value satisfies the condition of DMG in equation (2.12) and therefore preserves CBBA’s guarantee of convergence.

A key feature of this approach is that the distribution of rank is transitive i.e. every agent is either dominant or submissive relative to every other agent. As a consequence, agents lose conflicts only to agents of higher rank. Consider that the relative rank of each agent matches its index such that $v_1$ is the highest ranked and $v_m$ the lowest ranked agent. $v_1$ will win all conflicts on tasks that it selects from $T$. $v_2$ will win all conflicts on tasks that it selects from $T \setminus b_1$. $v_i$ will win all conflicts on tasks that it selects from $T \setminus b_h$, $\forall h \in \{1, \ldots, i - 1\}$. By selecting only tasks that have not been included by higher ranking agents, an agent is ensured to have winning bids, because lower ranking agents cannot challenge that. When there are no more conflicts, the system converges. A network where agents are ranked in topological order, such as in Fig. 5.1(a), will propagate more efficiently the assignments of higher ranked agents to lower ranked agents such as to reduce the number of conflicts, compared with a network where agents are not ranked in topological order such as in Fig. 5.1(b).
Algorithm 5 CBBA: Bundle Building with EDF and agent rank bidding

1: procedure BUILD BUNDLE
2: while $|\mathbf{p}_i| < L_i$ do
3:     for $t_q \in T \setminus \mathbf{p}_i$ do
4:         $c_{iq} = \max_l F_l(\mathbf{p}_i \oplus l t_q), \ \forall l \leq |\mathbf{p}_i| + 1$
5:         $\bar{c}_{iq} = \text{constantBid}$ // Set score to a predefined constant
6:     $h_{iq} = \Pi(\bar{c}_{iq} > y_{iq})$
7:     end for
8:     $q^* = \arg\min_q \xi_q \cdot h_{iq}, \ \forall c_{iq} > 0$ // Find task $q$ with earliest deadline
9:     if $\xi_{q^*} > f_i$ then // If $q$’s deadline is later than agent’s fuel time
10:        $q^* = \arg\max_q c_{iq} \cdot h_{iq}$ // Select task with highest score
11:     end if
12:     if $\bar{c}_{iq^*} > 0$ then
13:         $z_{iq^*} = i$
14:         $y_{iq^*} = \bar{c}_{iq^*}$
15:         $\mathbf{b}_i \oplus \text{end } t_q^*$
16:         $\mathbf{p}_i \oplus l t_q^*$ where $l$ yielded $c_{iq^*}$
17:     else
18:         break
19:     end if
20: end while
21: end procedure
Fig. 4.1 Network topologies that determine the communication links between agents with two agent types (circles and pentagons). Agent indexes correspond to the agents’ ranks. Agents 1-7 service medicine tasks and agents 8-14 service food tasks. Agents with or without a star (*) employ different insertion heuristics as explained in section 4.3.1.
The topology of the network is a determining factor in time to convergence. If agents bidding on the same tasks are not directly connected, such as in Fig. 5.1(c) where agents of the same type are connected through agents of a different type, it may take many iterations to receive bids on conflicting assignments and therefore longer to resolve conflicts and converge. A finding in section 4.3 is that the proposed consensus strategy is most effective at reducing convergence time with the ordered row topology (Fig. 5.1(a)) and least effective with the unordered hybrid topology (Fig. 5.1(c)).

### 4.2.2 Earliest Deadline First Task Inclusion

A main benefit of decoupling scores from bids, as shown by BW-CBBA, is the capability to match more closely the agent’s internal decision making process to the optimisation objective, while maintaining convergence guarantees. This extension was shown to yield higher quality task allocations than baseline CBBA regardless that the communicated bids were required to be approximated [45].

EDF is a well known scheduling algorithm in which tasks with the earliest deadlines are given highest priority. EDF has recently theoretically and empirically been shown to be fast and effective at maximising the number of allocated tasks in a similar scenario [68]. An inclusion strategy such as EDF can cause a high number of conflicts as all agents prioritise tasks in the same order. By applying EDF task inclusion to a subset of agents, with the remaining agents using a different strategy, the number of conflicts can potentially be reduced and therefore speed up convergence compared with all agents using EDF (this is tested in section 4.3). EDF is implemented on line 8 of Algorithm 5. The best task, with index $q^\star$, is selected as the task with the earliest deadline for which $h_{iq}$ evaluates as true.

If the agent’s fuel limit is earlier than the earliest deadline, the agent selects the task with the highest score. This condition is added on lines 9–11. A scenario with fuel constraints and no deadlines on tasks is used to further evaluate the performance of the proposed method in section 4.3.
4.3 Performance Analysis

In this section, the performance of the proposed rank-based conflict resolution is tested and compared using 3 different heuristics against the baseline BW-CBBA that is used as a benchmark. These different combinations are evaluated as a function of the number of iterations until convergence, the number of allocated tasks, and the distance travelled per task. A range of topologies is used to assess these performances since, as described in section 4.2.1, the topology affects the allocation dynamics. An increasing number of tasks with a fixed number of agents is also used to assess the performance of the algorithms ranging from when the system is under-constrained to over-constrained. Over-constrained signifies that there are a greater number of tasks than can be assigned given the time constraints, while under-constrained signifies that there is enough capacity to assign all tasks. A variation in the time constraints is also applied to further demonstrate the performance of the proposed method.

4.3.1 Assessing Performance

The combinations of the proposed rank-based conflict resolution with three different heuristics, and the benchmark algorithm, are detailed as follows:

1. **EDF-Rank**: Selecting tasks based on EDF (section 4.2.2) and rank-based conflict resolution (section 4.2.1) - (Algorithm 5).

2. **Score-Rank**: Selecting tasks based on score function (section 2.7) and rank-based conflict resolution (section 4.2.1). This configuration is Algorithm 5 with lines 8, 9 and 11 removed.

3. **Mixed-Rank**: Selecting tasks based on either EDF (section 4.2.2) or score function (section 2.7) and rank-based conflict resolution (section 4.2.1). This configuration applies EDF task selection to 4 agents and applies task selection based on scores to the other 10 agents.
4. **Score-Bids**: Selecting tasks based on score function and convergence with varying bids. This configuration is the benchmark Algorithm 3, first introduced in [45].

### 4.3.2 Experimental Setup

A simulated search and rescue scenario is used to test the performance of the algorithms, with a rescue team equally split into two agent types with different functions. The tested scenarios build on the environment types described in Chapter 3. One agent type provides medicine, the other provides food. The survivors are likewise equally split into those requiring food and those requiring medicine. The scenario specifications are summarised in Table 5.1. The mission takes place in a 3D space. The task locations are uniformly distributed within this 3D space, while the agents’ starting positions are uniformly distributed on the 2D ground space. For these simulations, it is assumed that the agents are stationary during the task allocation. The deadlines for starting each rescue and the battery limits on each agent are uniformly distributed. Given the random initialisation of task and agent locations and deadlines, it is sometimes impossible for some tasks to be started by any agent before its deadline.

The reward and cost for the scoring function (equation 2.13) were set as $R = 10000$ and $C_{iq} = \Delta D_{iq}(p_i)/vel_i$, where $\Delta D_{iq}(p_i)$ is the distance travelled by the agent to reach the candidate task location from its previous location in $p_i$, and $vel_i$ is the velocity of agent $i$. The value for $R$ was set to ensure that the score is greater than 0 after the cost is deducted.

The total iterations for one simulation is expressed as the last iteration number at which an allocation change was made, either through inclusion or removal. The travel distance

<table>
<thead>
<tr>
<th>Table 4.1 Scenario Specification for Rank-Based Conflict Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agent Speed</strong></td>
</tr>
<tr>
<td>30m/s</td>
</tr>
<tr>
<td><strong>Agent Battery</strong></td>
</tr>
<tr>
<td><strong>Agent Start Position</strong></td>
</tr>
<tr>
<td><strong>Task Duration</strong></td>
</tr>
<tr>
<td><strong>Task Deadline</strong></td>
</tr>
<tr>
<td><strong>Task Location</strong></td>
</tr>
</tbody>
</table>
is represented as the average travelling distance per task for all agents with the final task allocation. The number of agents was fixed at 14 and the number of tasks tested was 84, 112, 140, 168, 196, and 266. These numbers were selected to cover a range from under-constrained to over-constrained. The increase in the number of tasks was arbitrarily selected. The number of agents 14 was selected as the largest number to fit within computer performance limitations. The agent network topologies used are illustrated in Fig. 5.1. The topology is initialised at the outset and remains constant through the task allocation process. Each setup was run 50 times with the same configuration but different initial conditions. Results are shown as averages over those 50 runs. All simulations were performed in MATLAB on an Intel(R) Xeon(R) CPU server with 2.2 GHz and 128Gb RAM on LINUX operating system Ubuntu 14.04.5 LTS

4.3.3 Results

Figure 4.2 plots the results of Score-Rank, EDF-Rank, Mixed-Rank and the benchmark Score-Bids across the different topologies as a function of the total number of tasks. The trend in the number of allocations is consistent across topologies. The algorithm using EDF allocates the highest average number of tasks for the lower 3 task numbers. In the best case, EDF-Rank allocates 17.4 more tasks on average than Score-Bids with ordered row topology. For all task numbers, Score-Rank allocates more tasks than Score-Bids. In the best case, Score-Rank allocates 8.2 tasks more on average than Score-Bids. Compared with EDF-Rank, the algorithms using Score allocate the most tasks for the highest 2 task numbers. A general trend is that EDF allocates the most tasks when the system is under-constrained i.e. the lower 3 task numbers. When the system is over-constrained, i.e. the higher 3 task numbers, Score allocates the most tasks by a clear margin.

The performances of the algorithms using Rank consistently average at 7 iterations, with below 0.5 standard deviation, at all numbers of tasks with the ordered row topology. In comparison, the benchmark Score-Bids ranges from 13.5 to 17.5 average with between 4 and 5 standard deviation. The average number of iterations for the Rank algorithms increases with the unordered row topology, but remain lower than for Score-Bids. With the hybrid
Fig. 4.2 Average allocations, iterations, and travel distance per task across different network topologies in a scenario with time constraints on tasks and on agents. The number of agents is 14 and the numbers of tasks are 84, 112, 140, 168, 196, and 266. The error bars represent standard deviation.
topology, Score-Rank consistently converges in fewer iterations on average than Score-Bids, whereas EDF-Rank converges slower on average than Score-Bids 5 out of 6 times.

With the unordered row and hybrid topologies, Mixed-Rank achieves higher average allocations than the Score algorithms 5 out of 6 times. Similar results are achieved with the ordered row topology. With the unordered row and hybrid topologies, the corresponding average iterations for Mixed-Rank are second lowest. In the best case for the hybrid topology, Mixed-Rank allocates 11.7 tasks more than Score-Bids in 3.9 iterations on average fewer than Score-Bids.

The average travel distances per task are consistent across the three topologies. EDF-Rank gives the highest travel distance by a significant margin, between 3 and 4 times greater than Score-Bids, which achieves the lowest average distance. As might be expected, Mixed-Rank falls between EDF-Rank and Score-Rank proportionally to the split of agents using either heuristic. Interestingly, while Score-Rank gives higher average distances than Score-Bids, there remains a clear advantage towards optimising travel distances by using Score-Rank compared with EDF-Rank. With the higher numbers of tasks, there is not a significant difference in average travel distance between Score-Rank and Score-Bids. These results give an indication of the trade-off for speeding up convergence with a marginal increase in average travel distance, using the proposed method.

Figure 4.3 shows the results for the scenario with time constraints on agents without deadlines on tasks, using the unordered row topology. Score-Rank and Score-Bids are compared. The numbers of allocations consistently match for both algorithms. In the best case, Score-Rank converges in less than half the number of iterations compared with Score-Bids. The average travel distance per task is significantly higher with Score-Rank for the lower two task numbers. However, for the higher task numbers, the average travel distance is the same for both Score-Rank and Score-Bids.
Fast Convergence

Fig. 4.3 Average allocations, iterations, and travel distance per task for a scenario with fuel constraints on agents and without deadlines on tasks using the unordered row topology.
4.4 Discussion and Conclusions

Simulation results indicated that the proposed rank-based conflict resolution combined with insertion heuristics were successful for minimising time to convergence while maximising task allocations. The findings suggest that the proposed approach of rank-based conflict resolution is most effective and can strongly reduce convergence time when agents’ ranks are determined by the network topology. Future work may look at a theoretical analysis of the proposed method to formally compare the average and worst case convergence times with previous methods. The proposed method may also be extended to assign agents’ ranks based on the network topology. The performance of the proposed method may be further assessed under time-varying topologies. Results also showed that different insertion heuristics perform best in different environments. EDF allocated the most tasks when the number of tasks to agents was lower, while NTF allocated the most tasks when the number of tasks to agents was higher. These results motivate further studies to devise algorithms that can select the appropriate strategy autonomously. The strategy may be selected according to a dynamically changing number of tasks, number of agents and network connectivity links. In the next chapter, an approach is proposed that enables each agent to select the task allocation strategy which they independently predict is the best based on locally communicated bids.
Chapter 5

Autonomous Strategy Switching

5.1 Introduction

Current state-of-the-art consensus-based task allocation algorithms incorporate heuristics into agent score functions in order to optimise a given objective. While extensive research has been done in the area of multi-agent learning of optimal policies [76, 13], at the time of writing this, consensus-based task allocation algorithms have not been designed to adapt online to changing environmental factors [80, 44]. Results in the previous chapter indicated that different task allocation strategies perform most optimally depending on environmental factors such as the ratio of tasks to agents. This chapter investigates the hypothesis that each individual agent can predict and select the best task allocation strategy using information derived from local communications. This chapter introduces the novel idea of learning a prediction function and adopting a strategy switching behaviour that allows agents to independently adapt task allocation strategies in line with changing environmental factors, and boost performance. The learned function is effectively a prediction mechanism that uses past experience to select which task allocation strategy yields the optimal global task allocation.

The proposed method is tested through a simulated search and rescue scenario. Two heuristics that have been previously shown to perform well in such a scenario are earliest deadline first (EDF) and nearest task first (NTF) [68]. The prediction functions were trained
to predict which heuristic, between the two, will yield the most task allocations. The following assumptions are made: an agent does not have knowledge of the time availability of other agents in the system, and does not have knowledge of the decisions made by other agents concerning the optimal heuristic. The input for the prediction function is limited to information about task assignments received locally from networked agents. The reasoning for these choices is to show that the proposed adaptive method can be applied to consensus algorithms by exploiting the communications necessary for consensus, and without requiring any additional information to be communicated among agents. Results showed that for the majority of scenarios tested, the agents were able to predict and switch to the optimal heuristic based on observations of locally communicated task assignments, without a significant impact on the time to convergence. Additionally, results showed that an additional gain in performance could be achieved by enabling the agents to independently adapt their consensus strategy.

5.2 Learning Strategy Adaptation

This section introduces the proposed adaptive approach for consensus-based task allocation that enables agents to individually predict and select the best task inclusion strategy with the aim to automatically maximise task allocation.

5.2.1 Heuristic Strategies

In task allocation problems that require agents to execute multiple tasks, the heuristic with which agents include tasks into their schedules is key to optimising allocations. The appropriateness of any heuristic varies as conditions change, such as the number of tasks to agents, the time constraints, and the travel times between tasks. The two heuristics used in this study are earliest-deadline-first (EDF), and nearest-task-first (NTF) [68]. With EDF, agents prioritise tasks with the earliest deadline to include into their schedules, while with NTF, agents prioritise tasks that are nearest to the previous location in their schedule. In a standard environmental setting (see Section 5.2.6 for an example), EDF allocates more tasks
than NTF under conditions with relatively few tasks per agent. As the number of tasks per agent increases, the travel time between tasks becomes a greater factor and eventually NTF allocates the most tasks. As a result, traditional consensus-based task allocation algorithms perform often sub-optimally because there is not a single strategy that works well in all scenarios.

In this study, the key idea is that optimal strategies can be inferred online, i.e., during execution, and locally, i.e., in a distributed fashion for each agent. Thus, the information exchanged by the agents to reach consensus can be exploited to implement a distributed adaptive system. A decision-making mechanism is devised in which agents use the local information available to predict the best heuristics online. The process is shown to result in the optimisation of the number of allocated tasks under a variety of different conditions.

To infer a rule connecting the local observations made by an agent and the appropriate heuristic, supervised classification learning is used. With supervised learning, the learning algorithm uses labeled training data to infer a general rule or function that maps inputs to outputs. In this study, the input is an agent’s observation following a consensus phase, and the prediction is the heuristic that will yield the highest number of allocated tasks overall.

The proposed method exploits locally available task assignment information that is necessary for consensus. Agents are able to resolve conflicting assignments through sharing information about which agents are assigned to which tasks [17]. Thus, the proposed method can be integrated into consensus-based algorithms without additional communication overhead. The implementation of the proposed method is described as an extension to CBBA.

### 5.2.2 Agent Observations

As described in Chapter 2.7 that formalises CBBA, reaching consensus requires that agents exchange the list $z$ of agent-task allocations. The list $z_i$ corresponds to agent $v_i$’s local knowledge of the current global task allocation. From these communications $v_i$ can make the following local observations:
• The set of assigned tasks: \( a = \{ k \in z_i \mid z_{ik} > 0 \} \) and the set of unassigned tasks: \( \bar{a} = \{ k \in z_i \mid z_{ik} = 0 \} \). The cardinalities \(|a|\) and \(|\bar{a}|\) denote the total numbers of assigned tasks and unassigned tasks respectively.

• The set of tasks assigned to other agents not including tasks assigned to \( v_i \) is defined as: \( o = \{ k \in z_i \mid z_{ik} > 0 \land z_{ik} \neq i \} \), where \(|o|\) denotes the cardinality of \( o \).

When accounting for heterogeneous agents with different capabilities to perform different tasks, the observations refer to the tasks that \( v_i \) is capable of performing i.e. \(|a|\) denotes the number of compatible assigned tasks. We refer to the total number of compatible tasks as \( m_c \).

In summary, each agent can derive the following information from received communications: the number of assigned and unassigned tasks, the number of tasks assigned to other agents, and the total number of compatible tasks. This information is used to predict which allocation strategy is more likely to perform better as explained in the following sections. It is worth noting that additional information can be derived and used for predictions. We focus on the set described above as the most informative for the problem of interest, and allow for the possibility of extending the set of inputs in future work.

5.2.3 Learning Systems

The main focus of this study is the integration of learning and decision making into CBBA to demonstrate that, within the established framework of such an algorithm, appropriate predictions and decisions can be made. Thus, off-the-shelf supervised learning algorithms were used with default parameters to implement the prediction function. It is important to note that learning the prediction function is performed centrally and offline, while the adaptation of the strategy, using the learned function, is performed online and in a distributed fashion. Two popular supervised learning methods used in this study are: support vector machine (SVM) and neural network (NN). The proposed adaptive method using SVM and NN are referred to as CBBA^{+}_{SVM} and CBBA^{+}_{NN}, respectively. The SVM model used a radial basis function kernel with the MATLAB function for binary classification \textit{fitcsvm}. Using MATLAB R2017a’s Neural Pattern Recognition toolbox, the two-layer feed-forward network
with sigmoid hidden and softmax output neurons was trained with default parameters using scaled conjugate gradient backpropagation and had a single hidden layer with 10 nodes. The inputs used for training corresponded to the observation: $[|\mathbf{o}|, |\mathbf{a}|]/m_c$. Two outputs corresponded to the classification predictions of which strategy (between EDF and NTF) led to the most tasks being allocated in previous task allocation experiments with non-adaptive strategies. The SVM model returns 0 or 1 corresponding to the classification prediction of an observation. The neural network returns a real number between 0 and 1, indicating the confidence in the classification prediction, where an output of 1 indicates the highest confidence in the classification, and an output of 0 indicates the lowest confidence in the classification.

### 5.2.4 Distributed Strategy Adaptation

The task allocation algorithm with the added prediction function is shown with pseudocode in algorithm 6. Before the task allocation procedure begins, each agent is initialised with an index $h$ that determines with which heuristic the agent includes tasks into its schedule (line 3). This initialisation can be done through a uniform random assignment. Once the task allocation procedure is in progress, predictions can be made using locally received information about task assignments. The Predict function (line 5) uses $z_i$ to make a prediction on the optimal heuristic and returns a heuristic index $h$. This index is passed to the Task Inclusion Phase (line 6) where $v_i$ includes tasks into its schedule according to the heuristic corresponding to $h$. During the consensus phase (line 7), $z_i$ is updated.

The prediction function is shown with pseudocode in algorithm 7. Applying a limit to the number of times that an agent can switch functions is fundamental to maintain the guarantee of convergence of the algorithm (see [17] for details on convergence). Therefore, a condition SwitchCondition on line 3 determines whether a prediction can be made and therefore whether the heuristic can be changed or not. In this study, that limit is set to 1 to test the basic concept that one single switch of strategy is sufficient to increase the overall number of allocated tasks. For a real-time system operating in a dynamic environment, in which agents converge locally rather than as a group [46], a refractory period could be
implemented to allow for multiple switches over time with a delay in between. To ensure that the agent has sufficient information to make a prediction, the \textit{SwitchCondition} applied in this study requires that the agent has received task assignment information from other agents, such that: \(|o| > 0\). If the condition returns false then the agent’s current heuristic index is returned. Before computing a prediction, the input for the prediction function is normalised by dividing it by the number of tasks: \(\text{input} = [|o|, |\overline{\alpha}|]/m_c\) (line 4). The output computed by the prediction function \(f_{\text{predict}}\) is evaluated to determine which heuristic is likely to generate the optimal task allocation. If the predicted heuristic is different from the agent’s current heuristic, then the agent unassigns all tasks previously assigned to itself so that it can rebuild its schedule with the predicted optimal heuristic (lines 7-11). CBBA’s task inclusion phase (see [17]) is the algorithm’s point of highest time complexity, consisting of three nested loops. As the proposed adaptive strategy function runs outside of the task inclusion phase and does not require loops, the algorithm’s time complexity is unaffected.

Agents communicate task allocations according to a network topology, which impacts the task assignment information that an agent holds at any given time. Moreover, agents bidding on the same task types may be connected through multiple agents bidding on different task types. Therefore, it may take several rounds of the algorithm before an agent receives bid information from same-type agents, which is the key information used for the prediction of the best strategy. Different topologies result in different delays to the agents receiving sufficient information for making an accurate prediction. Early predictions may therefore benefit from being delayed until more task assignment information is gathered from the rest of the network. Figure 5.1 illustrates examples of common topologies. With a fully connected topology (Figure 5.1(a)), each agent receives information about all other agents’ task assignments at every communication round. With a row topology (Figure 5.1(b)), it may take many rounds of CBBA for an agent’s allocations to be propagated through the network.

Considering the possible delays in receiving sufficient information, and the requirement to limit the number of times an agent switches heuristic, we apply basic rules to ensure that the adaptive system is able to work under such constraints. After the training phase, the NN gives an output of 0.5 when no strategy has a clear advantage over the other. A
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Fig. 5.1 Network topologies: agents are represented as circles and communication connections are represented as dashed lines between agents. Different topologies affect the timing at which each agent acquires information on allocations. Thus, the decision making capabilities of the agents may be affected by different topologies.

The question is, how much more advantageous a strategy needs to be to trigger a switch? Given the incompleteness of the information available to agents through local communication, it is reasonable to assume that a strategy prediction requires a confidence margin to signal that switching is advantageous. A ROC (receiver operating characteristic) curve shows graphically the true positive rate as a function of the false positive rate for different cut-off points. A ROC analysis therefore can provide experimental evidence to estimate a confidence parameter so that switching occurs with a desired probability. In the proof-of-concept presented in this study, the threshold to switch for $f_{evaluate}$ in CBBA$^+$NN is set to an arbitrary value of 0.6. This simple adjustment prevents strategy switching when no clear advantage for one strategy can be inferred. This prevents unnecessary strategy switching and maintains a low number of iterations as shown in the analysis later. Further studies could address the tuning of such a parameter to achieve the best compromise between reactive switches and number of iterations to convergence. In other words, introducing this condition effectively results in the agent delaying a decision until there is a sufficient confidence in either heuristic. Similarly, the decision system is adapted to operate with predictions from the SVM: in this case, CBBA$^+$SVM agents can perform a switch only when $T > 5$, so that each agent has received task allocation information from multiple other agents before switching heuristic in the worst case topology tested. These mechanisms highlight the important fact that decision making in consensus-based algorithms cannot be simply left to a prediction function, but needs to take into consideration the collective multi-agent dynamics. Future studies may investigate further the tuning and implications of different decision making rules.

A factor that affects allocations in consensus-based algorithms is the conflict resolution mechanism. The most common approach to resolving conflicts in consensus task allocation
algorithms is to assign tasks to the highest bidder. This process can either happen via an auctioneer [25], or can be fully distributed as with CBBA [17]. Variations of this process exist to account for different problem constraints [18, 23, 10, 20]. A second mechanism consists of utilising relative ranking among agents [96]. To assess how well the proposed approach generalises with different conflict resolution strategies, both the bid-based and the rank-based conflict resolution procedures are tested. The implementation of rank-based conflict resolution is easily performed thanks to the tie-breaking heuristic based on agents’ unique identification numbers [17] built into CBBA. If all agents place bids of the same value, all conflicts are resolved based on the agents’ IDs, which can be thought of as the

**Algorithm 6** Task allocation outer-loop iterative procedure with predictive function running on $v_i$

1: initialise timer $T \leftarrow 1$
2: converged $\leftarrow$ false
3: initialise $h$
4: while converged is false do
5:   $h = \text{Predict}(h, z_i)$
6:   TaskInclusionPhase($h$)
7:   Consensus Phase
8:   converged $\leftarrow$ Check Convergence.
9:   $T \leftarrow T + 1$
10: end while

**Algorithm 7** Prediction function for optimal task inclusion strategy running on $v_i$

1: function $\text{Predict}(h_{curr}, z_i)$
2:   Compute $|o|, |ar{a}|$ from $z_i$ // Number of tasks assigned to others and unassigned
3:   if $\text{SwitchCondition}$ is true then
4:     $\text{input} = [|o|, |ar{a}|] / m_c$
5:     $\text{output} = f_{\text{predict}}(\text{input})$
6:     $h_{\text{new}} = f_{\text{evaluate}}(\text{output})$
7:     if $(h_{\text{curr}} \neq h_{\text{new}})$ then // If predicted strategy is different from current strategy
8:       Empty $p_i$ // Empty task list
9:       Set all $z_{ik} = i$ to $z_{ik} = 0$ // Reset own bids
10:      $h_{\text{curr}} = h_{\text{new}}$ // Update strategy
11:     end if
12:   end if
13:   return $h_{\text{curr}}$
14: end function
agents’ rank. Agents place all bids equal to the constant $MaxBid$ for Rank-based conflict resolution.

### 5.2.5 Benchmark Algorithms

The proposed adaptive approach with $CBBA^+_NN$ and $CBBA^+_SVM$ is compared to variations of the non-adaptive baseline $CBBA$:

- $CBBA_{EDF}$ - all agents use EDF.
- $CBBA_{NTF}$ - all agents use NTF.
- $CBBA_{50/50}$ - half of the agents use EDF and half use NTF.

$CBBA$ resolves conflicting task assignments by assigning tasks to the highest bidder. For each of these algorithms, agents place bids to the value determined by the score function using NTF. Thus, conflicting task assignments are resolved based on which agent can reach the task fastest from the previous location in their schedule.

### 5.2.6 Preparation of Dataset

A simulated search and rescue scenario is used to test the performance of the algorithms, with a rescue team equally split into two agent types with different functions. One agent type provides medicine, the other provides food. The survivors are likewise equally split into those requiring food and those requiring medicine. The task allocations for these two job types are solved independently, but require agents of both types to contribute in message passing and to resolve conflicts. The scenario specifications are summarised in Table 5.1. The task locations are uniformly distributed within a 3D space, while the agents’ starting positions are uniformly distributed on the 2D ground space. The deadlines for starting each rescue and the battery limits for each agent are uniformly distributed. Given the random initialisation of task and agent locations and deadlines, it is sometimes impossible for some tasks to be started by any agent before its deadline.
The training set is generated by running task allocation experiments under various configurations. The task and agent numbers were selected to cover a range from under-constrained to over-constrained. Over-constrained signifies that there are a greater number of tasks than can be assigned given the time constraints, while under-constrained signifies that there is enough capacity to assign all tasks. Each observation was labeled corresponding to whether CBBA$_{EDF}$ or CBBA$_{NTF}$ yielded the highest number of allocated tasks overall at the time of convergence. Under a star communication network topology, the number of agents was fixed at: 14, and the numbers of tasks were: 84, 112, 140, 168, 196, 266. Under a fully connected communication network topology, the numbers of agents were: 4, 6, 8, 10, 12, 14, 16 and the number of tasks was fixed at: 130. To add variation, this latter setup was repeated with both agent types able to service both task types. The increase in number of tasks and agents were arbitrarily selected within a range to cover a variety of tasks to agent ratios, from under-constrained to over-constrained. Each setup was run 50 times with the same configuration but different initial conditions.

From simulations running these configurations with CBBA$_{EDF}$ and CBBA$_{NTF}$, the observations: $|\mathbf{o}|, |\mathbf{a}|/m_c$, were taken from each agent at each iteration starting from $T = 2$ to the time of convergence. Given the high number of agents deployed in one scenario and the repetition of scenarios, input vectors $|\mathbf{o}|, |\mathbf{a}|/m_c$ with identical values and labels may be observed in the dataset. Such data points are effectively duplicates and can be safely removed from the dataset. After removal of duplicates, the labeled data set consisted of approximately 6000 unique observations. Cases for which the two heuristics were equivalent were left in.

Table 5.1 Scenario Specification for Adaptive CBBA

<table>
<thead>
<tr>
<th></th>
<th>Medicine</th>
<th>Food</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent Speed</td>
<td>30m/s</td>
<td>50m/s</td>
</tr>
<tr>
<td>Agent Battery</td>
<td>Between 2500 and 5000 seconds</td>
<td></td>
</tr>
<tr>
<td>Agent Start Position</td>
<td>10 000m x 10 000m x 0m ground space</td>
<td></td>
</tr>
<tr>
<td>Task Duration</td>
<td>300 seconds</td>
<td>350 seconds</td>
</tr>
<tr>
<td>Task Deadline</td>
<td>Between 0 and 5000 seconds</td>
<td></td>
</tr>
<tr>
<td>Task Location</td>
<td>10 000m x 10 000m x 1000m 3D space</td>
<td></td>
</tr>
</tbody>
</table>
5.3 Performance Analysis

The simulation results compare the performances of the different algorithms with respect to average task allocations and iterations until convergence at the end of the task allocation process. In real-time systems, the time to reach a solution may be critical to successfully completing the mission. Thus, our analysis also investigates whether strategy adaptation allows the system to converge to a solution within similar time to non-adaptive algorithms. The total iterations for one simulation is determined by the last time an allocation change was made by any agent, either through inclusion or removal. A marginal increase in average execution time per iteration is expected with the adaptive strategies compared to the non-adaptive algorithms. In real-time settings, variable factors that depend on the specific implementation, such as the time required for communication, the processing speed, the number of tasks, the number of times the agent attempts to make a prediction, are all factors that may impact the proportional increase in average execution time. These points are worth investigating in future work to evaluate the trade-off. Results are shown as averages over 50 runs. All simulations were performed in MATLAB on an Intel(R) Xeon(R) CPU server with 2.2 GHz and 128Gb RAM on LINUX operating system Ubuntu 14.04.5 LTS.

5.3.1 Unseen Row Topology, Task Numbers, and Rank-Based Conflict Resolution

This section shows the results of tests comparing the algorithms operating with 14 agents under conditions not seen in training: under a row topology, with different task numbers, and a different conflict resolution strategy. In Figure 5.2(a), the proposed CBBA$^+$NN and CBBA$^+$SVM both match the best average numbers of allocations achieved by the non-adaptive approaches showing that the agents are correctly predicting and selecting the optimal heuristic under different conditions. The number of iterations until convergence are similar for the proposed adaptive approach and the non-adaptive approach that the agents are selecting, indicating that strategy adaptation maintains a similarly low number of iterations as the non-adaptive cases. CBBA$^+$NN takes marginally longer to converge on average than CBBA$_{EDF}$
Fig. 5.2 Average task allocations (top) and average iterations until consensus (bottom) for scenarios with different task numbers (100,130,160,190,220,250) and a fixed number of networked agents (14), connected with a row topology. In a) five algorithms are compared: all agents self-assign tasks with the earliest-deadline-first (EDF) heuristic; all agents self-assign tasks with the nearest-task-first (NTF) heuristic, agents are split half and half into using EDF and NTF respectively (50/50); agents are initialised with 50/50 and then optionally switch to EDF or NTF based on a trained neural network (NN) prediction; agents are initialised with 50/50 and then optionally switch to EDF or NTF based on a support vector machine (SVM) prediction. In b) the same algorithms resolve conflicts according to the relative ranking of agents (Rank). In c) with NN-Switch, the task inclusion is as with NN, and conflict resolution switches to Rank if the optimal task inclusion heuristic is predicted to be NTF.
and CBBA$^+$SVM at 130 tasks, but matches the fastest convergence time of CBBA$^+$NTF at 220 and 250 tasks. CBBA$^+$SVM is relatively faster to converge for the lower task numbers and relatively slower for the higher task numbers compared with CBBA$^+$NN.

Figure 5.2(b) shows the results with all algorithms using the Rank-based conflict resolution strategy, where agents resolve conflicts on task assignments based on agents’ ranks. CBBA$^+$NN-Rank still matches the best allocation numbers compared with the non-adaptive approaches, mostly unaffected that Rank consensus was not seen during training. CBBA$^+$SVM-Rank matches the best average numbers of allocations for the lower task numbers, but for the higher numbers shows a drop in performance compared with CBBA$^+$NN-Rank. However, CBBA$^+$SVM-Rank still allocates more tasks on average than CBBA$^+$EDF-Rank. The time to convergence for each algorithm is faster overall with Rank consensus, and average time taken is comparable for each algorithm. CBBA$^+$NN-Rank takes at most 2 extra iterations on average than the slowest non-adaptive algorithm, and at best 1 iteration less. CBBA$^+$SVM-Rank is the slowest to converge.

Figure 5.2(c) shows that when agents use the NTF heuristic in the scenarios with the higher numbers of tasks, the agents allocate more tasks overall on average if combined with Rank-based conflict resolution. The experiments for CBBA$^+$NN were repeated with the added condition that if an agent predicts that NTF is the optimal heuristic, it also switches to using Rank-based conflict resolution. The results are plotted as NN-Switch. Figure 5.2(c) shows that for the higher number of tasks, NN-Switch benefits from the higher allocations enabled by Rank-based conflict resolution, as well as the faster convergence time compared with CBBA$^+$NN and CBBA$^+$NTF. For the higher number of tasks, the convergence time for NN-Switch is closest to CBBA$^+$NN-Rank, which has the fastest convergence. In the lower task numbers, NN-Switch benefits from the higher allocations afforded by using bids for conflict resolution, and matches the slower convergence times of CBBA$^+$NN and CBBA$^+$EDF. In these scenarios, the task inclusion strategy and the consensus strategy both affect the performance of the task allocation algorithm.
Fig. 5.3 Average task allocations (top) and average iterations until consensus (bottom). In a) and b) task numbers are (70,100,130,160,190,220) with a fixed number of agents (10). In a) agents are connected with a fully connected topology, in b) a star topology. In c) a fixed number of tasks (130), agent numbers are (5,7,9,11,13,15) with a fully connected topology. The algorithms using EDF, NTF, 50/50, NN, and SVM are compared.

5.3.2 Unseen Agent Numbers and Task Numbers

This section shows the results of tests comparing the algorithms operating with different and varying numbers of agents, as well as task numbers unseen in training. Figure 5.3(a) and Figure 5.3(b) plot results with a fixed number of agents (10) and different numbers of tasks unseen in training. In Figure 5.3(a) the topology is fully connected and in Figure 5.3(b) it is star connected. Under both the full and star topologies, CBBA$^+$$_{SVM}$ is able to consistently match the average allocations achieved by the best non-adaptive approaches in a comparable convergence time. CBBA$^+$$_{NN}$ performs marginally less well in this scenario compared with CBBA$^+$$_{SVM}$. With the fully connected topology, CBBA$^+$$_{NN}$ falls short of achieving the highest average allocations for 4 out of the 6 task numbers. With the star topology, CBBA$^+$$_{NN}$ only falls short once when the best non-adaptive algorithm is CBBA$_{50/50}$, which
is not used for training. The convergence times of the proposed adaptive approaches are again comparable to the non-adaptive baseline approaches.

Figure 5.3(c) plots results for simulations with different unseen agent numbers and a fixed number of tasks (130) under a fully connected network. With the higher number of agents (11, 13, and 15), CBBA$_{NN}$ and CBBA$_{SVM}$ perform well in allocating tasks by accurately predicting and selecting the optimal heuristic. The proposed adaptive algorithms perform less well for the lower number of agents (5 and 7). CBBA$_{SVM}$ matches CBBA$_{50/50}$ for number of allocations which achieves the second highest average allocations of the non-adaptive approaches, while CBBA$_{NN}$ predicts incorrectly that EDF is the optimal heuristic. With 5 and 7 agents, CBBA$_{NN}$ and CBBA$_{SVM}$ also converge marginally slower than the non-adaptive approaches.

It is worth noting that CBBA$_{50/50}$ performs well in all the tested scenarios and offers good convergence speed. Adjusting the ratio to have more agents using EDF proportionally increases the average number of allocations for the lower task numbers, and reduces the average number of allocations for the higher task numbers. The inverse holds true when the ratio favours agents using NTF. For simple problems, this static approach is a viable alternative to the proposed approach. The proposed adaptive approach instead offers a proof of concept that can be extended for more complex scenarios. In fact, more sophisticated heuristics can be added or learned to give agents greater adaptability and ability to optimise the task allocation. Such an increase in flexibility and ability to optimise the task allocation would justify the use of the proposed adaptive approach compared to a static approach.

5.4 Conclusions

This study investigated the performance gain of enabling distributed agents to independently adapt their task allocation strategies according to locally received information. An adaptive distributed approach is proposed that combines a prediction function with a decision making capability to select the predicted optimal strategy. Results showed that in the majority of scenarios tested, a performance gain was achieved by using the proposed approach. Agents
were able to predict and select the optimal task inclusion heuristic to optimise the number of allocated tasks. In a minority of cases tested, when the number of agents was lowest, the agents predicted the incorrect heuristic. However, this resulted in a performance no worse than the non-adaptive strategy. Preliminary results showed that agents could further optimise the task allocation by adapting their conflict resolution strategy.

Factors such as the training data, the inputs, the machine learning tool, and the time of the prediction, are all factors that may impact the accuracy of the predictions, and are therefore interesting points to consider more deeply in future work. The proposed method could be extended to support a greater number of heuristics. For problems of greater complexity, additional inputs could be tested for increased accuracy. Additional inputs may include the number of tasks an agent removes during a round due to conflicts. Furthermore, the proposed approach could be adapted to support agents in learning the best strategy online, as well as adapting to changing optimisation objectives.
Chapter 6

Conclusions

This thesis introduced techniques for distributed task allocation algorithms to boost the task allocation solution. In particular, this thesis addressed the problem of maximising the number of task allocations in scenarios with time constraints, minimising the time to convergence, and augmenting agents with the capability to adapt their strategies to better meet these objectives. A bidding scheme was introduced that enables agents to reassign tasks such as to create feasible schedule space for unassigned tasks. A consensus policy based exclusively on agent ranking was introduced that speeds up the time to convergence. An adaptive approach using a prediction function and a decision making capability was introduced to enable agents to adapt their task allocation strategies in line with changing factors. In this chapter, the main contributions of the thesis are summarised.

6.1 Summary of Contributions

1. The main contribution described in Chapter 3 was the introduction of the algorithm PI-MaxAss, an extension of PI. The proposed PI-MaxAss uses a bidding scheme designed for increasing the number of allocated tasks in scenarios that prevent all tasks from being assigned. This novel scheme allows for simple and efficient reassignment of allocated tasks that enables the allocation of additional tasks. The method allows for task reassignment chains that can be limited to a predetermined maximum number of
agents. Simulations showed a noteworthy increase in the total number of allocated tasks and confirmed that the proposed algorithm can be applied beneficially to an existing scheduling method, thus opening the possibility of integration to other implementations. Maximising the number of allocated tasks is an important problem in scenarios such as search and rescue. The proposed method is most applicable to scenarios in which the ratio of tasks to agents is relatively low, where the decision of which agent gets which task is more significant to the overall task allocation than the order in which agents plan to execute their tasks. Due to the higher convergence time of PI, this method is also recommended for applications in which the time to convergence is not a significant factor.

2. The contribution introduced in Chapter 4 is a bidding scheme based exclusively on the relative rank of agents that aims to speed up the rate of convergence, without compromising the number of task allocations. The method is proposed as an extension to CBBA and incorporates well known insertion heuristics. Simulation results showed that the proposed rank-based conflict resolution combined with insertion heuristics proved successful for reducing the time to convergence and increasing the number of task allocations compared to a benchmark. The findings suggest that the proposed approach to resolve conflicts based on agents’ ranks is most effective and can strongly reduce convergence time when agents’ ranks are determined by the network topology. This approach would be most beneficial for teams of agents whose topology changes infrequently relative to the time required to reach consensus. Another result in this study is that faster consensus can be effectively achieved by employing multiple selection strategies across agents. The rate of convergence is an important factor in real-time systems, as time taken up by planning is time not spent on execution. The novel approach proposed here may enable real-world task allocation algorithms with slow or unreliable communication to reduce the number of messages exchanged by the robots and thus significantly reduce the time to convergence.
3. The contribution described in Chapter 5 introduces a distributed prediction mechanism that learns from past experience to enable an agent to select the task allocation strategy that yields the optimal global task allocation. The proposed adaptive method exploits the communications necessary for the agents to reach consensus, without requiring any additional information to be communicated among agents. Results showed that for the majority of scenarios tested, the agents were able to predict and switch to the optimal heuristic based on observations of locally communicated task assignments, without a significant impact on the time to convergence. Additionally, results showed that an additional gain in performance could be achieved by enabling the agents to independently adapt their consensus strategy. In dynamic real-time environments, there are many unknown changing factors that can affect the relative performance of any heuristic. Therefore, the performance of static approaches may suffer due to the changeability of the environment. This study aimed to offer a proof of concept to demonstrate the potential performance gain of enabling distributed agents to independently adapt their task allocation strategies according to locally received information. This simple approach can be extended for more complex scenarios with more sophisticated heuristics that would enhance agents’ adaptability and capability to optimise the task allocation.

6.2 Future Research directions

The work in this thesis proposes optimisation techniques for distributed task allocation algorithms that have been tested in simulation. This section details some promising directions to extend the research.

1. Chapter 3 demonstrated the optimisation of two objectives with a two-step procedure that optimises one objective at a time through the tuning of score and bid functions. Future work could investigate the possibility of optimising additional objectives through additional steps. One of the drawbacks of changing bid functions when bids are reflective of the optimality of an assignment is that the bids lose meaning if two agents are attempting to optimise different objectives. In this case, as was the setup in Chapter 3,
the team of networked agents is required to coordinate the time at which they switch objectives. It would be interesting to investigate a bidding scheme that preserves the information of the optimality of a task assignment for different objectives, such as having the agents communicate multiple bid values for a single task assignment, and combine this with a mechanism similar to the adaptive approach described in Chapter 5. This can enable agents to switch objectives autonomously and asynchronously according to a prediction of which objective needs to be prioritised. It would also be worth comparing the performance of such an approach to a static method with a bidding scheme designed a priori to incorporate multiple objectives, which does not have the ability to tune which objective is prioritised online.

2. The performance of the fast convergence technique introduced in Chapter 4 is most effective when agents’ ranks are determined by the network topology. In future work, it would therefore be interesting to look into combining the rank-based conflict resolution approach with a fast, flexible and robust method to assign ranks to agents based on the network topology. The potential in terms of performance could hypothetically achieve consensus in linear or close to linear time complexity, and as demonstrated by the results in Chapter 4, maintain a high number of allocations. In combination with such an extension, it would be beneficial to analyse and prove theoretically the convergence properties of the proposed method, and provide a formal comparison of the average and worst case convergence times as compared with previous methods. A hypothesis of what contributes to the effectiveness of the rank-based conflict resolution posits that when the ratio of tasks to agents is high, the strategy with which agents self assign tasks is more significant to the overall task allocation than how agents resolve conflicts among each other. A theoretical analysis of the conflict resolution strategy will produce better guarantees of convergence. In terms of application, more sophisticated insertion heuristics could be employed by the agents to optimise the optimality of their decisions when self-assigning tasks. The performance could then be analysed to determine if the initial trade-off incurred by losing bid information can be further compensated by more advanced insertion heuristics.
3. The proposed adaptive approach described in Chapter 5 has promising research directions. Optimising task allocations in dynamic and changing environments for real-time systems is an important problem. The ability of agents to autonomously and efficiently adapt their task allocation strategies in line with changing environmental factors is an exciting research avenue. For the proposed method as applied to consensus-based task allocation algorithms, future research could investigate a wider range of task allocation problems, such as those with cross-schedule dependencies, in combination with a comparison of the accuracy of the prediction functions given different sized training data. The training data, the inputs, the machine learning tool, and the time of the prediction, are all factors that can impact the accuracy of the prediction functions, therefore a deeper investigation into these parameters would provide a useful reference for the design of adaptive consensus-based task allocation systems. For problems of greater complexity, additional inputs could be tested to determine the effect on accuracy. Additional inputs may include the number of tasks an agent removes during a round due to conflicts. The proposed method could be extended to support more advanced heuristics, this would enhance agent’s capability to optimise the global task allocation objective. Furthermore, the proposed approach could be adapted to support agents in learning the best strategy online, as well as adapting to changing optimisation objectives.
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