Nonperturbing measurements of spatially distributed underwater acoustic fields using a scanning laser Doppler vibrometer
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I. INTRODUCTION

The propagation of mechanical sound waves in dense media such as water is central to many communication and imaging techniques used in marine and medical applications. The principle of the majority of imaging techniques such as obstetric examination involve relating a measure of the distribution of acoustic energy scattered from boundaries within the volume under interrogation, with a known measure of the acoustic energy provided by the originating source. The quality of the resultant image is largely dependent on the fidelity of these acoustic measurements.

The principal instrument for making underwater acoustic pressure measurements is the hydrophone. A hydrophone typically provides a voltage proportional to the integral of the pressure variation across its active element, although this is generally assumed to be sufficiently small to approximate to a point. Since a hydrophone is required to be submerged in the acoustic field in order to record a measurement, it follows that the field will be perturbed by its presence. Certain design measures, such as ensuring the size of the hydrophone is significantly smaller than the wavelength of the sound being measured and surrounding the hydrophone element with a material of a close impedance matching with water, are used to minimize the perturbation, but it can never be entirely eliminated.

In order to characterize the spatial distribution of an acoustic field using a hydrophone, multiple measurements at positions in three orthogonal dimensions are required, either by repeating single hydrophone measurements or establishing a three-dimensional array of hydrophone elements. Both techniques have shortcomings that restrict their application in many instances, for example, the time required to position and record multiple measurements using a single hydrophone and the likely perturbation of the field caused by a three-dimensional array of hydrophone elements and their mounting structure.

An example of a system that aims to accurately record the spatial distribution of an acoustic pressure field, and is indeed directly traceable to the primary standard, is the UK’s National Physical Laboratory (NPL) Ultrasound Beam Calibrator, used in the frequency range 500 kHz to 20 MHz. Here a 21-element membrane hydrophone made from polyvinylidene fluoride is mounted within an acoustic field and pressure measurements are recorded by each element. The position and orientation of the acoustic source is then modified and measurements repeated. The system offers a compromise where field perturbation and the time required to record measurements are both minimized.

The work reported here is aimed at addressing the need for nonperturbing optical techniques capable of recording spatially distributed measurements from underwater acoustic pressure fields. An overview of relevant previously published work follows, which enables the technique described in this work to be placed into context.

A great many researchers have engaged in the prediction, measurement, modeling, and understanding of the inter-
action between light and sound. Based on the initial work of Raman and Nath, Debye and Sears on this subject, several techniques for visualizing sound waves have been developed. These include the apparatus developed by Willard for visualizing ultrasonic waves and the application of the schlieren method traditionally used for identifying aberrations within large astronomical objective lenses.

A comprehensive description of the theory of acousto-optic interaction is presented by Klein and Cook. The topic of ultrasonically induced optical diffraction has been the subject of many reviews, two of which were presented by Haran and Monchalin. A more recent summary of high-frequency acoustic measurements by optical techniques was authored by Cook.

The advent of coherent light (laser) sources has enabled a refinement in optical diffraction measurements such that Blomme and Leroy were able to establish the second- and third-order approximation methods for characterizing the diffracted light. While each of these techniques offered the ability to provide information regarding the spatial distribution of an acoustic field, the techniques were only able to provide qualitative data.

A departure from the conventional diffraction measurements of light intensity came when Reibold and Kwiek began to measure the amplitude as opposed to the intensity of the light, enabling the complex nature of the various diffracted orders to be investigated. This progression, combined with advances in high-powered computer processing equipment, enabled the development of light diffraction tomography. In this process the magnitude and phase of the acoustic wave were established by filtered back-projection using discrete convolution of the diffracted light at multiple angles through the field. By this method, a single-point measurement of pressure could be derived. Further development of the technique was then documented such that in their review of 1995, Reibold and Kwiek described light diffraction tomography as being a capable tool for mapping ultrasonic fields up to 5 MHz in frequency. The technique is, however, limited by the resources and time required to complete a scan and the fact that single erroneous points contribute significantly to the overall uncertainty of the measurement result.

Electronic Speckle Pattern Interferometry (ESPI) was first reported by Leendertz and Butters in 1973 and has been applied to the measurement of pressure-induced refractive index changes present in underwater acoustic fields. Having extensively studied refractive index changes induced by airborne acoustic fields emanating from vibrating objects such as loudspeakers using ESPI, the Applied Optics Group at the Norwegian University of Science and Technology successfully implemented the observation of underwater acoustic fields using the same technology. In a more specific study, Rustad demonstrated the suitability of ESPI for studying the acoustic field generated by a 3.25 MHz continuous wave medical ultrasound probe, with a spatial resolution of better than 100 µm. This technique is, however, limited by the spatial resolution and fixed aspect ratio of the TV camera used to acquire the images and the fact that the sensitivity of the ESPI system is a complex function of the spherical spreading of the optical wave front and target shape and position.

In a similar approach to that taken by Reibold et al. for light diffraction studies, phase stepping and tomographic reconstruction techniques have been applied to measurements of sound fields in air. The application of a pulsed laser source has enabled transient acoustic waves to be recorded and tomographically reconstructed from ESPI measurements.

The work described here details a method of using a commercially available laser scanning vibrometer to record noninvasive spatially and temporally distributed measurements from underwater acoustic fields. The work advances previous research by allowing two-dimensional whole field images to be produced from arbitrarily shaped acoustic fields.

II. THEORETICAL ANALYSIS

Laser Doppler vibrometry (LDV) is a well-established optical metrology tool, conventionally used to record surface velocity measurements from vibrating objects. Also known by the more generic term of laser Doppler velocimetry, LDV has been previously demonstrated to be effective in recording the temporal distribution of an underwater pressure wave as it passes over the single line section of the laser beam directed through the acoustic volume. Since the instrument used in this work is a commercially available vibrometer, this term is used throughout the work, although it is recognized that the principle by which the instrument records the measurement (by measuring the rate of change of refractive index) is not that by which a conventional vibrometer operates.

Consider the ideal case of a collimated beam of radius \( r \), with plane phase fronts. In its simplest geometry, the beam from the LDV is normal to the axis of the sound beam. In this arrangement, the acoustic phase, \( \Phi \), remains constant with distance along the line and the voltage output from the LDV, \( V \), which is proportional to the rate of change of optical path length, is described by Eq. (1), where \( K \) is the sensitivity scalar of the LDV electronics, \( \partial n / \partial P \), is the adia-

![FIG. 1. Experimental arrangement depicting the propagation distance between the acoustic source and the LDV laser beam.](image)
batic piezo-optic coefficient, \( A \) is the acoustic pressure amplitude, and \( f \) is the acoustic frequency. The optical path-length, \( l \), represents the integral of the refractive index, \( n \), with distance, where the limits of integration are of the path of the laser beam that is affected by the sound field:

\[
V(t) = K \frac{dl(t)}{dt} = 8 \pi r K \left| \frac{\partial n}{\partial P} \right| A \cos(2 \pi ft - \Phi). \tag{1}
\]

When the LDV measurement is triggered in time by the input voltage to the transducer, the perpendicular distance from the laser beam position to the front face of the acoustic source, \( x_0 \), determines the time delay prior to the arrival of the acoustic tone burst. This is depicted in Fig. 1.

It follows, therefore, that information regarding the spatial distribution of the acoustic field can be obtained by comparing the rate of change of the optical path-length measured at a range of laser beam positions with respect to the acoustic source. An extension to this analysis of a single line section through an acoustic field is to consider multiple line sections simulating the position of a laser beam within a two-dimensional range.

A scanning LDV system allows the beam to be sequentially directed within a range specified by a number of discrete positions established on a fixed, stationary target beyond and outside the acoustic volume, as depicted in Fig. 2. Since each measurement is triggered by the electrical input signal to the source, a referenced measure of spatial and temporal pressure distribution can be established. The output from each measurement recorded in this way is likely to vary in two ways. First in phase, predominantly due to the time-of-flight delay prior to the arrival of the acoustic tone-burst and second in magnitude, determined by the position and incidence angle of the laser beam.

Since the angles of incidence cannot be perpendicular to the acoustic axis for more than one measurement within the same scan, an additional mathematical explanation is needed to accommodate for angular discrepancy. Given that the laser beam is directed by two scanning mirrors, each manipulating the horizontal and vertical position of the beam, respectively, it follows that the position of the beam should be defined by angles in two planes; the \( x-z \) plane, represented by \( \phi \), and the \( y-z \) plane represented by \( \theta \). A typical arrangement is shown in Fig. 3. The \( z \) axis is defined as the line passing from the laser source through the acoustic axis with normal incidence. The \( y \) axis remains orthogonal to both the acoustic axis and the \( z \) axis.

When the laser beam is incident with arbitrary angles (polar angle \( \phi \) and elevation angle \( \theta \), as shown in Fig. 3) on
the collimated acoustic beam, the optical pathlength, \( l \), is written as

\[
l = l_0 + A_0 \left( \frac{\partial n}{\partial p} \right) \left[ \int_{s_1}^{s_2} \sin(\omega t - k(x_0 + |s| \cos \theta \sin \phi)) ds \right],
\]

where \( k = \omega/c \) is the acoustic wave number, and \( l_0 \) is the ambient optical pathlength.

The integration leads to

\[
l(t) = l_0 + A_0 \left( \frac{\partial n}{\partial p} \right) \frac{1}{\alpha} \left[ \cos(\alpha|s_2| - \Psi) - \cos(\alpha|s_1| - \Psi) \right],
\]

where \( \alpha = k \cos \theta \sin \phi \) is the wave number projected onto the normal axis, and where \( \Psi = \omega t - kx_0 \) is the phase term when the beam is normal to the axis of the sound field. The distances \( |s_1| \) and \( |s_2| \) are indicated in Eq. (4), where \( d_a \) is the distance of the acoustic source from the laser source:

\[
|s_1| = \sqrt{\frac{- (d_a \cos \theta + \sqrt{r^2 - d_a^2 + d_a^2 \cos^2 \theta})^2 \left( - \cos^2 \theta + \cos^2 \theta \cos^2 \phi - \cos^2 \phi \right)}{\cos^2 \phi}},
\]

\[
|s_2| = \sqrt{\frac{- (d_a \cos \theta + \sqrt{r^2 - d_a^2 + d_a^2 \cos^2 \theta})^2 \left( - \cos^2 \theta + \cos^2 \theta \cos^2 \phi - \cos^2 \phi \right)}{\cos^2 \phi}}.
\]

Differentiating the total optical pathlength, \( 2l \), with respect to time to calculate the rate of change of optical pathlength as measured by the LDV, gives the following:

\[
\frac{dl(t)}{dt} = 2A_0 \left( \frac{\partial n}{\partial p} \right) \frac{\omega}{\alpha} \left[ \sin(\omega t - (kx_0 - |s_1| \alpha)) \right. \\
- \left. \sin(\omega t - (kx_0 - |s_2| \alpha)) \right].
\]

From Eq. (6) it can be seen that the sensitivity of a LDV laser beam is dependent on its angular position with relation to the acoustic axes, \( \theta \) and \( \phi \), and the frequency, \( f \), of the acoustic wave. Due to the presence and relative positions of these variables within Eq. (6), it follows that at certain angular positions, the pressure distribution will be such that the integral of refractive index with distance along the laser beam through the interactive region is equal to zero. This will result in the optical pathlength of the laser beam remaining constant with time. Hence, at certain pairs of angles \( \theta \) and \( \phi \), the LDV, which provides a measure of the rate of change of optical pathlength, will be totally insensitive to the acoustic wave.

One measure that can be taken to minimize the influence of the angular position of the beam is to ensure that the stand-off distance between the scanning head and the acoustic field is sufficiently greater than the range of the scan to enable each beam position to be approximately parallel.

The theoretical rate of change of optical pathlength described in Eq. (6) is valid only for LDV interrogations of continuous wave acoustic signals. These are not generally used in laboratory-based underwater acoustic studies due to the need to eliminate interference effects between the signal and other portions of the signal reflected from the tank walls, surfaces, or other impeding obstacles. For this reason, tone-burst acoustic signals are used. These consist of typically between 5 and 50 cycles of a single frequency separated by a delay sufficient for the reflected components of the wave to die away.

While the mathematical description of the rate of change of the optical pathlength given in Eq. (6) holds true for the scenario shown in part (b) of Fig. 4, where the interactive region of the laser beam extends from the near to the far side of the acoustic field, it does not describe the measured effect depicted in parts (a) and (c). In both these scenarios, the interactive region is reduced from that of the mathematical description.

To account for the period before and after interaction with the steady-state region of the acoustic wave, one of two approaches can be taken. The first is to consider the tone burst to be a continuous wave but relate the limits of the integral, \( s_1 \) and \( s_2 \), to the position of the tone burst in time and space, such that the distance over which the integral is taken, \( s_2 - s_1 \), is equal to zero before and after the acoustic...
tone burst has passed. The second approach is to modify the description of pressure from a continuous wave into a tone burst by multiplying the signal by a rectangular window of an appropriate duration in the time domain.

In practice, it is extremely unlikely that the wave front from a plane–piston acoustic source will exhibit entirely plane wave characteristics. Instead, the amplitude, phase, shape, and divergence of the acoustic field will mean that the description of pressure variation with time at a point will be significantly more complex than that used for the mathematical description presented so far. In addition, there are many other designs of acoustic transducer in industrial use, each of which enables the generated field to exhibit certain characteristics.

One such design in widespread use in the medical community is the focused transducer. Here, a concave transducer face generates a spherical wave front, which reduces to a minimum cross section at a focal point some distance away from the transducer. The relationship between the amplitude and phase of the pressure variation with spatial position in three dimensions in a focused field would require the mathematical description of the rate of change of an optical path-length given in Eq. (6) to take a more generic form, as given in Eq. (7):

$$\frac{dl(t)}{dt} = 2 \frac{d}{dt} \left[ \frac{\partial n}{\partial p} \right] \int_{s_1}^{s_2} A(s) \cos(\omega t - \Phi(s)) ds$$

(7)

where $A(s)$ is the amplitude and $\Phi(s)$ is the phase, both as an unknown function of distance, $s$.

Given the presence of unknown amplitude and phase components within Eq. (7), it follows that without knowledge of the acoustic field, it is impossible to derive pressure amplitude and phase components from experimentally measured data. It is also recognized that in the experimental results that follow, no field can be considered perfectly planar. However, this does not appear to hinder the measurement technique, which provides acceptable visualizations from nonuniform fields.

This mathematical analysis is presented to assist in the interpretation of the results that follow. Since each measurement represents an integral of the refractive index with distance, care should be taken when considering quantities such as acoustic pressure with respect to the experimental results.

### III. EXPERIMENTAL RESULTS

The experimentation reported here was carried out using a PSV-300 series scanning LDV system manufactured by Polytec GmbH. The system consisted of a scanning head from which the optical measurement laser beam was emitted in a direction controlled by two orthogonal scanning mirrors, associated hardware, and PC-based control software. Integrated within the scanning head was a Charge Couple Device (CCD) TV camera, which facilitated remote setup and provided reference images onto which graphical results could be superimposed.

The experimental arrangement was set up as shown in Fig. 5, with the LDV scanning head positioned approximately 1 m from the acoustic axis. The laser beam was passed through the front glass wall of the tank, through the measurement volume, through the rear glass wall, and returned along the same path from the stationary target. The target consisted of a rigid plate upon which was mounted a 100 mm × 100 mm panel of retroreflective material, consisting of a layer of microscopically smooth glass beads adhered to a mirrored backing. A grid of specified increments in $x$ and $y$ was then established on the target, the nodes of which defined the measurement positions for the laser beam. The angular deflections of each of the scanning mirrors were automatically recorded at each of the nodal measurement positions.

At each target position, a measurement of the rate of
change of the optical pathlength was recorded, triggered in time from the electrical input signal to the acoustic source. The distance of the measurement position from the source, the acoustic frequency, and the number of acoustic cycles determined the measurement duration. The signal was sampled at 40 MHz and a Fast Fourier Transform (FFT) with a maximum resolution of 6400 lines was recorded in software.

Since the conventional application of a LDV is to record velocity measurements from a target, the software provided with the scanning system is programmed to interpret the measured data as target velocity measurements, which was not the case in the experiments described here. These data are then used to provide a range of graphical representations of the motion and frequency response of the target. For this reason, the original rate of change of pathlength data recorded by the vibrometer were extracted and processed using Matlab to enable measurements of the acoustic field within the water to be derived.

The color or gray-scaled images are widely used to represent the spatial distribution of any distributed parameter, where a specific value representative of the quantity under scrutiny is calculated for each measurement position and presented as a shaded pixel. When each pixel is positioned relative to the neighboring measurements, the array of individual elements combines to form the image. A graduated scale is then calibrated from the lowest to the highest pixel value contained within the image.

Data recorded from the LDV were used to generate images representative of a number of measured quantities. The previously recorded angular positions were used to position each measurement point within the final image. A linear interpolation was then undertaken between adjacent measurements to increase the number of pixels in each axis by a factor of 5, thus improving the visual quality of the images.

In order to provide an example of the range of information that can be extracted from each LDV scan, an experimental scan was completed of the field generated by a Panametrics V3438 transducer emitting a 1 MHz sinusoidal tone burst consisting of five cycles.

A scanning grid was defined containing a total of 7543 discrete laser target points was established. The grid consisted of 71 odd columns each of 53 points and 70 even columns each of 54 points, offset vertically from the odd columns by half the point separation in an "isometric" arrangement, similar to that depicted in Fig. 2. An average of 15 successively triggered time-swept signals of 50 µs duration were recorded at a sampling frequency of 5.12 MHz, and 400 FFT lines stored in a Universal File format.

A measure of the magnitude or power at a certain frequency within a signal measured using a LDV in this way was established from the respective FFT component of the magnitude or power spectrum at the frequency concerned. Each complex FFT recorded by the LDV was converted into a power spectrum and the component at the fundamental acoustic frequency was taken to represent the "power" of the signal. The "magnitude" was calculated as the square root of the calculated power value. Both magnitude and power are quantities derived from the rate of change of the optical pathlength or velocity and take the units of m/s. Given only the data recorded by the LDV, it is not possible to derive parameters such as acoustic pressure, intensity, or particle displacement, due to the integration effect previously described. It is anticipated that further research and investigation will provide methods for overcoming this shortcoming. Therefore, to avoid a misunderstanding due to idiosyncratic units, it is convenient to normalize the data of these images, creating dimensionless values between 0 and 1. Images were presented on a logarithmic scale, since this was found to depict their quantity with improved visual clarity.

The principal reason for the use of tone-burst signals in laboratory-based underwater acoustics is to enable measurements to be made without interference from acoustic components reflected from the walls or floor of the water tank or upper air–water interface. Therefore, for each measurement, the “power” and “magnitude” values were extracted from a 4 µs portion of the signal coinciding with the center of the acoustic tone burst to minimize the influence of spurious acoustic components. The resultant “power” image is given in Fig. 6.

In this particular example, the reflecting target contained a surface defect (scratch) running from the top to the bottom of the scan approximately one-quarter of the image width from the right hand side. This is the cause of the noisy band observed in this region.

In addition to the “power” or “magnitude” within the
field, it is important to consider the phase of the amplitude in order to gain a complete understanding of the nature of the acoustic field distribution. Phase data can also be extracted from the measurements; either in terms of the absolute phase—calculated from the arctangent of the quotient of the imaginary component divided by the real component of the FFT—or as a relative phase by converting the position of the tone-burst signal in time with respect to an adjacent point into phase using the period of the signal. The second of these approaches was found to yield the highest quality “phase” distribution images, as shown in Fig. 7.

The most significant observation from the “phase” distribution image is the effect of the spatial sampling resolution on the continuity of the phase distribution. As an absolute minimum, Nyquist’s sampling theory states that at least two sampling points per wavelength are required, although it is desirable for this value to be nearer 10. Given that the LDV interrogation grid contained 141 discrete columns, the 42 complete cycles observed in the measurement suggest that the spatial sampling rate is toward the lower end of the acceptable range. This is evident in the number of apparent discontinuities in certain regions of the image.

From the derived “magnitude” and “phase” quantities, an image can be created depicting a continuous wave acoustic wave passing through the field at a nominal time by multiplying the “magnitude” by the sine of the phase. Images of this type are able to illustrate the relationship between the magnitude and phase throughout the scan region. By creating a sequence of these images each with a phase shift from the previous image, a cyclic animation mimicking the motion of a continuous acoustic wave through the field can be created.

Using the time-resolved rate of change of the optical pathlength data at each point, a three-dimensional array representing the rate of change of the optical pathlength in $x$, $y$,
and time, t, can be established. By extracting a plane of data in x and y at a given time, t, a depiction of the position and amplitude of the acoustic tone burst can be obtained at that instant. Four images depicting the acoustic tone burst at different time instants are given in Fig. 8.

The four instants in time at which the acoustic tone burst is depicted in Fig. 8 are 1.5, 50, 130, and 200 μs after the beginning of the input signal to the acoustic source in (a), (b), (c), and (d), respectively.

Given the ability of the post-processed scanning LDV measurements to enable reconstructions of images at instants in time, it follows that a series of sequential images can be created, which form the individual frames of an animated picture. Consequently, for each LDV scan, an animation can be produced, recreating the passage of an acoustic tone burst through the scanning region. Without interpolation in the time domain, the maximum number of frames constituting the animation is equal to the number of time samples of the recorded signal. An animation created in this way differs from one that can be obtained from the magnitude and phase distribution, in that it represents the true acoustic tone burst, as opposed to a simulated continuous wave.

Previous work has characterized the performance of the Polytec scanning LDV in terms of its minimum resolvable signal amplitude, calculated to be 18.9 mPa/Hz, and its agreement with the NPL Laser Interferometer, measured to be within 2.5% at 1 MHz. The same LDV has been used throughout the experiments reported in this work.

IV. CONCLUSIONS

The work reported here describes a nonperturbing optical method for recording spatially distributed measurements of an underwater acoustic field. The instrument has been demonstrated to record optical pathlength changes with time along a finite line section of very small diameter (<1 mm). By utilizing the refractive index changes induced by the acoustic field, the presence and spatial and temporal distribution of the acoustic tone burst can be clearly identified and quantitatively measured. It has been previously demonstrated that the minimum resolvable signal amplitude is 18.9 mPa/Hz.

A mathematical model has been developed to enable the passage of a LDV beam through an acoustic field to be analyzed. The model is built on well-established physical theory of acousto-optic interaction and developed to cater for the case of a heterodyne or velocity interferometer such as a LDV. The theory has been advanced to permit interrogation at any arbitrary angle of incidence between the optical and acoustic beams.

A series of mathematical manipulation and extraction enable images representing the acoustic “power” and “phase” within the acoustic field to be generated. These images provide excellent spatial detail of features, patterns, and discontinuities within the field. Additionally, images depicting the position and magnitude of an acoustic tone burst at an instant in time can be generated.

It should be noted that while a number of quantitative measures of acoustic parameters can be recorded from a repeatable, arbitrary shaped field, at this stage it is not possible to derive acoustic pressure or intensity at a specific point.

The application of a scanning LDV system has been demonstrated to offer wide-ranging possibilities for the measurement of the spatial characterization of an acoustic field. The ability of the scanning LDV system to rapidly record data from a series of discrete line sections through the field was a significant factor in the establishment of this method as a valuable tool for use in underwater acoustic measurement. It has been successfully demonstrated that the technique allows spatially resolved measurements to be made, which illustrate field components that might otherwise have not been observed.
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