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ABSTRACT

Existing map-Matching (MM) algorithms primarily localize positioning fixes along the centerline of a road and have largely ignored road width as an input. Consequently, vehicle lane-level localization, which is essential for stringent Intelligent Transport System (ITS) applications, seems difficult to accomplish, especially with the positioning data from low-cost GPS sensors. This paper aims to address this limitation by developing a new dynamic two-dimensional (D2D) weight-based MM algorithm incorporating dynamic weight coefficients and road width. To enable vehicle lane-level localization, a road segment is virtually expressed as a matrix of homogeneous grids with reference to a road centerline. These grids are then used to map-match positioning fixes as opposed to matching on a road centerline as carried out in traditional MM algorithms. In this developed algorithm, vehicle location identification on a road segment is based on the total weight score which is a function of four different weights: (i) proximity, (ii) kinematic, (iii) turn-intent prediction, and (iv) connectivity. Different parameters representing network complexity and positioning quality are used to assign the relative importance to different weight scores by employing an adaptive regression method. To demonstrate the transferability of the developed algorithm, it was tested by using 5,830 GPS positioning points collected in Nottingham, UK and 7,414 GPS positioning points collected in Mumbai and Pune, India. The developed algorithm, using stand-alone GPS position fixes, identifies the correct links 96.1% (for the Nottingham data) and 98.4% (for the Mumbai-Pune data) of the time. In terms of the correct lane identification, the algorithm was found to provide the accurate matching for 84% (Nottingham) and 79% (Mumbai-Pune) of the fixes obtained by stand-alone GPS. Using the same methodology adopted in this study, the accuracy of the lane identification could further be enhanced if the localization data from additional sensors (e.g. gyroscope) are utilized. ITS industry and vehicle manufacturers can implement this D2D map-matching algorithm for liability critical and in-vehicle information systems and services such as advanced driver assistant systems (ADAS).

1. Introduction

GPS is the backbone of many location-based Intelligent Transport Systems (ITS) such as navigation and route guidance, public transport operations and road pricing (e.g. Velaga and Pangbourne, 2014; Mukheja et al., 2017). Applications such as road network generation from crowdsourced trajectories can resort to offline map-matching (MM) algorithms (e.g., Knapen et al., 2018; Yang et al., 2018). However, more stringent vehicle-based ITS applications such as collision avoidance systems, lane-level navigation assistance,
lane departure warning, emergency response and enhanced driver awareness systems require lane-level positioning and mapping in real time (Toledo-Moreo et al., 2010; Velaga and Sathiaseel, 2011). Unfortunately, position coordinates obtained from a GPS receiver suffer from different types of failures resulting in positioning error of between 5 and 20 m ($2\sigma$) (e.g., Kaplan and Hegarty, 2006; Thanh-Son et al., 2006; Velaga et al., 2013; Aly et al., 2016). Digital road maps have also a deficiency in the forms of missing segments, translated segments, rotated segments and misrepresentation of intersections resulting in an inaccuracy in the range of 5–20 m between the ground truth and the corresponding map point (Toledo-Moreo et al., 2010). A MM algorithm integrates these erroneous positions and map data to derive position solutions that are more accurate and reliable. MM algorithms are categorized as: geometric, topological, probabilistic and advanced (Quddus, 2006; Quddus et al., 2007). For a detailed review of MM algorithms, readers are directed to Quddus et al. (2007) and Hashemi and Karimi (2014).

In order to further enhance the performance of a positioning system with respect to accuracy and reliability, researchers developed integrated positioning systems consisting of multiple sensors such as dead-reckoning, RADAR, LiDAR and cameras (Tao et al., 2013; Li et al., 2014; Alkhorshid et al., 2015; Kamijo et al., 2015; Cui et al., 2016; Kogan et al., 2016; Rabe et al., 2016a, 2016b; Kim et al., 2017). However, in the context of developing economies (such as India), a stand-alone GPS receiver shall be employed as the only ubiquitous sensor. This paper, therefore, aims to develop a MM algorithm capable of achieving high performance by using only a stand-alone GPS receiver.

Typically, in MM algorithms, roads are represented by centerlines (1-dimensional) ignoring the road width, which is one of the major limitations of existing algorithms. A traditional weight-based MM algorithm assigns different weighting scores to different elements of the road network (segments/nodes). The probable position is decided based on the total weighting score determined after considering the relative importance of the different weighting scores. Literature review suggests that these weighting scores depend on the operational environment (i.e., road network complexity and indicators for the quality of positioning fixes (e.g., speed and dilution of precision) (Velaga et al., 2009, 2012b; Hashemi and Karimi, 2016). Road network complexity is spatially dynamic while the positioning quality indicator of GPS is temporally dynamic. These indicators are henceforth termed as dynamic indicators. The present study develops a two-dimensional (2D) weight-based MM algorithm by considering the road width that strives to localize the vehicle at lane-level. In doing so, it incorporates dynamic weight coefficients to address different operational environments. Therefore, the algorithm is termed as a dynamic two-dimensional (D2D) map-matching algorithm. The key features of the developed D2D MM algorithm are as follows:

1. The road segment is not represented by its centerline, rather as a matrix of homogeneous grids. These virtual grids are generated using road centerline data and road width data, which are represented by their centroids (see Fig. 3). Lane-level positioning is principally possible because of the consideration of road width;
2. The data from stand-alone GPS is used without any augmentation;
3. Four different weighting scores are considered: proximity, kinematic, connectivity, and turn-intent prediction;
4. Virtual grids (not road segments) are awarded different weighting scores. The relative importance of the weighting scores is computed based on prevailing road network complexity and the quality of positioning information. Therefore, the coefficients are both spatially and temporally dynamic;
5. Adaptive regression method is used to express the weight coefficients as a function of dynamic indicators.

2. Literature review

MM algorithms perform the task of localizing a vehicle on the road network using digital map data and information from a GPS receiver. MM algorithms support a range of ITS applications such as the estimation of parameters of a route choice model (Oyama and Hato, 2018), travel-time estimation (Rahmani et al., 2017; Tang et al., 2018), taxi trip anomaly detection (Qin et al., 2019) and gridlock network analysis (Oyama and Hato, 2017). Different approaches for map-matching have their specific benefits and drawbacks. For instance, topological weight-based MM algorithms stand out because of its ease of implementation and high performance (both in terms of speed and accuracy) (Quddus, 2006; Velaga et al., 2009; Hashemi and Karimi, 2016). When topological information such as the shape of each link, turn restrictions, speed limits, historical matching information are incorporated in deriving a position, the performance of the MM algorithm is enhanced (Bernstein and Kornhauser, 1996; Bouju et al., 2002; Srinivasan et al., 2003). In this paper, a review of weight-based topological map-matching algorithms is provided.

Greenfeld (2002) pioneered the concept of weight-based MM algorithm. Three weighting scores were defined: (i) heading of the vehicle, (ii) bearing of road link and (iii) proximity of raw position information relative to road links. The consideration of equal weighting coefficients is one of the main drawbacks of the Greenfeld’s (2002) algorithm. However, the differential importance of different factors influencing a MM process was realized soon after the introduction of the Greenfeld’s algorithm. For instance, Quddus et al. (2003) developed a weight-based MM algorithm fusing GPS with Inertial Navigation System (INS) using Extended Kalman Filter (EKF). Three weighting functions were used with heading weight being given the highest importance followed by the weight for relative position and the proximity. They identified the dependence of the weight coefficients on the performance of MM algorithms and empirically determined them. Unequal coefficients for different weighting scores were used to enhance the performance of the MM algorithm (Quddus et al., 2003).

Li et al. (2013) developed a weight-based topological MM algorithm capable of localizing the vehicle and providing its integrity. The MM algorithm developed by Velaga et al. (2012a) was adopted by Li et al. with suitable modifications to incorporate 3-dimensional Digital Elevation Model (DEM) and additional topological features. Because a DEM has road-link elevation information, level separated road networks (e.g., fly-overs) can be efficiently map-matched. Their work claimed to identify 97.7% of the links
correctly. This high level of accuracy may be attributed to the application of DEM that is not readily available for a road network (particularly in developing countries).

The advantage of incorporating the shortest path algorithm is not easily realized when using high-frequency GPS data. But, the performance of most of the MM algorithms declines under low-frequency GNSS data. The connectivity information (which is a topological information) cannot be used for MM under this scenario (Quddus and Washington, 2015). A weight-based MM algorithm that works well even at low-frequency GPS sampling rate was developed by Quddus and Washington (2015) to address this issue. A’ shortest path algorithm was used in determining the shortest path between two successive GPS position fixes. However, most of the ITS applications demand high-frequency vehicle localization.

Yeh et al. (2016) resorted to using the MM algorithm developed by Velaga et al. (2009) with suitable modifications to incorporate DEM. Urban road network typically consists of a multi-level road network, which is a difficult scenario for map-matching. Using the DEM and an inclinometer, they infer whether the vehicle is using the ramp to change the elevation. This served as additional topological information to resolve a position in complex situations.

A more rational study was performed by Velaga et al. (2009) and reported a range of optimal weighting score coefficients for different operational environments with a premise that the road network complexity is indicated by operational environments (e.g., rural, suburban or urban). Four weight functions were used, and a novel optimization technique was adopted for estimation of optimal weighting score coefficients. The study confirms the dependency of weight coefficients with road network complexity. Further, the complexity of the operational environment is spatially dynamic, which motivates us to consider the dynamic weight coefficients in this research.

2.1. Research gap and motivation

Discrete characterization of the operational environments (i.e., rural, suburban and urban) may not be sufficient to comprehensively express the road network complexity, as it is rather continuous. This situation demands dynamic coefficient of weighting scores to represent a variety of road network complexity. The literature review clearly indicates the dependency of coefficients of the weights on road network complexity (i.e., topological parameters) (Velaga et al., 2009). However, Hashemi and Karimi (2016) have presented a weight-based MM algorithm with dynamic coefficients, wherein, no topological parameter was assumed to influence the coefficients. Only horizontal dilution of precision (HDOP), speed and distance traveled by the vehicle in the successive time epochs were considered in formulating the dynamic weighting coefficients (Hashemi and Karimi, 2016). Inspired by these two studies (Velaga et al., 2009; Hashemi and Karimi, 2016), road network complexity and positioning quality indicators are assumed to affect the weight coefficients.

As mentioned earlier, most of the existing MM algorithms ignored the road width parameter. Therefore, vehicle localization is always restricted along the centerline of the road; this is a major limitation with existing MM algorithms. A lane-level vehicle localization is therefore principally not possible. The works that claim to have achieved lane-level positioning adopt a combination of expensive sensors/technology such as LiDAR, RADAR, camera, inertial navigation sensors, connected vehicles technology, satellite/area augmentation, etc. so as to aid the localization process (example: Du et al., 2004; Thanh-Son et al., 2006; Du and Barth, 2008; Peyret et al., 2008; Toledo-Moreo et al., 2009, 2010; He and Head, 2010; Vu et al., 2012; Szottka, 2013; Tao et al., 2013; Aly et al., 2015, 2016; Rabe et al., 2016b; 2016a; Li et al., 2017). Affording these sensors/systems for localization in developing economies may not be possible in the near future. Therefore, data from only a stand-alone GPS receiver is used in developing a lane-level map-matching algorithm.

To address the above drawbacks, a weight-based topological MM algorithm is developed; it considers the road to be a two-dimensional element without ignoring the road width. Coefficients of the weighting scores are made dynamic to account for non-discrete road network complexity. No hardware augmentation is used and only the information from a stand-alone GPS receiver is used in MM at lane-level.

2.2. Research contributions

Since a large body of literature exists on map-matching algorithms, it is important to highlight the intended contributions of this research. This is briefly summarized below.

Lane-level localization using standalone GPS receiver and open-source map: The developed MM algorithm makes use of ubiquitous standalone GPS receiver and road network data from OpenStreetMap. Despite these, the MM algorithm is capable of achieving very high performance in terms of correct link identification, correct lane identification and radial accuracy. Such a low-cost system configuration is desirable in the developing economies like India.

Dynamic weight coefficients: The magnitude of the weight coefficients has a significant effect on the performance of the MM algorithm. Literature clearly indicates the dependency of coefficients on the road network topology and quality of positioning information. Although Hashemi and Karimi (2016) have used dynamic coefficients, their study does not take into account any topological parameters. Five topological parameters and three indicators of positioning quality are used in this study so as to determine the magnitude of different weight coefficients.

A novel method to obtain optimal weight coefficients: A novel method to obtain the coefficients of different weights that maximizes the performance of the MM algorithm is provided in this study.

Two new weight functions: Kinematic weight and turn-intent prediction weight scores are introduced in this study. Further, a data driven approach for formulation of the different weight functions is being adopted. This ensures that different grids acquire appropriate weight scores.
2.3. Target applications

Many ITS applications that require lane-level localization are safety-of-life (SoL) critical and hence are strictly to be fail-proof. Therefore, MM algorithms capable of providing lane-level localization often make use of complementary and redundant sensors to ensure safety. However, the MM algorithm to be developed in this paper largely relies on open-source map and standalone GNSS receiver. Hence, owing to situations such as GNSS outages, map errors, the system may not be fail-proof. Therefore, the algorithm to be developed is intended to support the following liability critical ITS applications (see Table 5 for details):

1. Electronic toll collection
2. Lane specific traffic information
3. Lane allocation
4. Lane level navigation
5. Prediction of driver’s intent.

3. Methodology

3.1. Data

Table 1 summarizes the dataset used in this study. Raw GPS data and corresponding precise carrier-phase GPS data for 8,245 epochs sampled at 1 Hz originally collected by Velaga et al. (2009) from Nottingham, UK were employed as Dataset 1. Along with positioning fixes, the data also has positioning quality indicators such as instantaneous velocity, horizontal and vertical dilution of precisions (DOPs). Dataset 1 also contains corresponding positioning fixes obtained from a high accuracy carrier-phase GPS receiver. The accuracy of the carrier phase GPS receiver was found to be better than 5 cm over 97.5% of the time (Aponte et al., 2009; Velaga, 2010). Therefore, positioning fixes from this carrier-phase GPS receiver is employed as ground truth to which the estimated positional accuracy of the MM algorithm is compared.

Dataset 2 was collected as a part of this research on 16th December 2016 along a route from Mumbai to Pune, India. The standalone GPS receiver used for collecting Dataset 1 and Dataset 2 is the same. In the absence of facility to measure the true position, a dashboard camera was used along with a stand-alone GPS receiver to record the video and GPS positioning data simultaneously. Information regarding the number of lanes, the lane occupied or road segments travelled by the experimental vehicle was deciphered manually from the video and used for the performance evaluation. This data sampled at 1 Hz has 7,414 data points.

The GPS vehicle trajectory data (1 Hz) collected by Velaga (2010) in Mumbai is used only for empirical analysis. This dataset, which is referred to as Dataset 3, is neither used for calibration nor evaluation of the developed MM algorithm.

Road network data available from the OpenStreetMap is used in the study. Road width data (e.g. number of lanes) is not directly available in the OpenStreetMap. According to Lopes and Nogueira (2011), percentage error in horizontal distance measurement using the Google Earth is between 0.02% and 0.44%. Other studies have also used the Google Earth for measuring horizontal distances (e.g. Potere et al., 2009; Benker et al., 2011). In this study as well, the Google Earth is used to measure road width of the chosen roads.

3.2. Description of dynamic indicators

The premise of the study is that the coefficients of the weighting scores are governed by the prevailing road network complexity and positioning data quality at each epoch. The coefficients of the weighting scores are therefore assumed to depend on the following explanatory variables:

- **X1**: Number of grids within a radius of 220 m considering the raw position as the centre. *X1* indicates a macro-level road network complexity within the surrounding operational environment.
- **X2**: Number of intersections within a radius of 50 m with the raw position as the centre. Map-matching at intersections is more complicated.
- **X3**: Number of grids with a radius of 50 m. The road network complexity within the immediate surrounding is represented by *X3*. The difficult scenarios such as parallel road segments, dense road segments and intersections are effectively represented by this indicator.
- **X4**: Number of segments joining at the intersection that is closest to the current position. The complexity in MM increases with the increased number of segments joining to an intersection.
X5: Distance to the nearest intersection in meters. The closer the vehicle to an intersection, the greater the difficulty in carrying out map-matching process.

X6: Horizontal Dilution of Precision (HDOP) from a GPS receiver, which is an indicator of 2-D horizontal position accuracy.

X7: Position Dilution of Precision (PDOP) from a GPS receiver, which is an indicator of 3-D position accuracy.

X8: Speed of the ego-vehicle in m/s.

Two radii were used to describe some of the dynamic indicators. The larger radius was assumed to indicate the macro-level road network complexity, whereas, the smaller radius was assumed to indicate the road network complexity of immediate surrounding. A sensitivity analysis was conducted using Dataset 1a wherein, different regression models were built using Multivariate Adaptive Regression Splines (MARS) for different combinations of radii to establish the relationship between dynamic indicators and weight coefficients. MARS analysis permits us to build an adaptive regression model (some details of MARS are provided in Section 3.3.2). Sensitivity analysis revealed that the radii of 220 m and 50 m are the combination that resulted in the best model. It can be noted that the radius of 220 m is comparable to the radius of 200 m specified by Velaga et al. (2012a) wherein the 200 m radius is used to categorize the road network complexity (operational environment) as rural, suburban or urban.

The positioning quality depends upon several spatial and temporal dynamic factors including ionosphere (Bhuyan and Borah, 2007), presence of trees and buildings (due to satellite masking) (Ohno et al., 2003; DeCesare et al., 2005), satellite-receiver geometry, etc. Exact quantification and controlling of some of these factors are rather difficult. However, the dilution of precision (DOP) parameters are used in this study. DOP parameters indicate the quality of the positioning solution derived at a particular time epoch considering the geometry of the satellite constellation and the receiver (Quddus, 2006). HDOP and PDOP are considered in this study as these indicate the quality of positioning fixes. Further, the velocity of the ego-vehicle (both heading and speed) is generally considered unreliable at low displacement rates of the vehicle (Quddus, 2006; Quddus and Washington, 2015). Therefore, the instantaneous speed of the ego-vehicle is considered as another indicator for quality of positioning fixes.

An empirical analysis is conducted using Dataset 1a to find the optimal grid size. More specifically, the performance parameters such as correct link identification, correct lane identification, data processing rate and radial error are determined for different grid sizes. The summary result of this empirical analysis is presented in Table 2.

Since the road network used in this analysis has varied complexities, the dynamic indicators employed in the algorithm address the heterogeneity in road network configurations. Therefore, the optimal grid size for different road configurations is not determined. With the main focus on data processing rate and radial accuracy, a virtual rectangular grid of length 3 m (measured along the centerline) and width 1.875 m is found to be the best performing grid. A longer length of the grid may marginally enhance the percentage correct link identification, but the repercussion is an increased radial error. The width of the grid is considered as a half the lane width because any further resolution would increase the number of grids and hence the computation time.

### 3.3. Calibration

Calibration is a pre-processing phase that involves establishing the relationship between dynamic indicators and the weight coefficients. A total of 2,415 data points from Dataset 1a are used for calibration while Dataset 1b and Dataset 2 are used for

### Table 2

Summary results of the sensitivity analysis.

<table>
<thead>
<tr>
<th>Width (m)</th>
<th>Length (m)</th>
<th>Correct lane detection (%)</th>
<th>Correct link detection (%)</th>
<th>Data processing rate (Hz)</th>
<th>Radial error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9375</td>
<td>1</td>
<td>82.93</td>
<td>95.80</td>
<td>8.81</td>
<td>2.11</td>
</tr>
<tr>
<td>1.875</td>
<td>1</td>
<td>85.96</td>
<td>95.26</td>
<td>9.93</td>
<td>2.29</td>
</tr>
<tr>
<td>2.8125</td>
<td>1</td>
<td>82.54</td>
<td>95.30</td>
<td>13.09</td>
<td>2.52</td>
</tr>
<tr>
<td>3.75</td>
<td>1</td>
<td>82.98</td>
<td>95.51</td>
<td>19.43</td>
<td>3.43</td>
</tr>
<tr>
<td>0.9375</td>
<td>2</td>
<td>83.22</td>
<td>95.13</td>
<td>10.06</td>
<td>2.31</td>
</tr>
<tr>
<td>1.875</td>
<td>2</td>
<td>86.09</td>
<td>95.17</td>
<td>18.56</td>
<td>2.43</td>
</tr>
<tr>
<td>2.8125</td>
<td>2</td>
<td>82.83</td>
<td>95.22</td>
<td>23.57</td>
<td>2.56</td>
</tr>
<tr>
<td>3.75</td>
<td>2</td>
<td>83.19</td>
<td>95.26</td>
<td>34.06</td>
<td>3.89</td>
</tr>
<tr>
<td>0.9375</td>
<td>3</td>
<td>83.42</td>
<td>95.72</td>
<td>14.05</td>
<td>2.30</td>
</tr>
<tr>
<td>1.875</td>
<td>3</td>
<td>85.88</td>
<td>95.93</td>
<td>25.26</td>
<td>2.63</td>
</tr>
<tr>
<td>2.8125</td>
<td>3</td>
<td>83.00</td>
<td>95.05</td>
<td>33.10</td>
<td>2.85</td>
</tr>
<tr>
<td>3.75</td>
<td>3</td>
<td>83.23</td>
<td>95.71</td>
<td>46.41</td>
<td>4.01</td>
</tr>
<tr>
<td>0.9375</td>
<td>4</td>
<td>83.05</td>
<td>96.89</td>
<td>18.31</td>
<td>2.71</td>
</tr>
<tr>
<td>1.875</td>
<td>4</td>
<td>85.96</td>
<td>95.51</td>
<td>32.60</td>
<td>2.86</td>
</tr>
<tr>
<td>2.8125</td>
<td>4</td>
<td>83.00</td>
<td>96.55</td>
<td>42.94</td>
<td>3.09</td>
</tr>
<tr>
<td>3.75</td>
<td>4</td>
<td>83.27</td>
<td>95.97</td>
<td>55.42</td>
<td>4.20</td>
</tr>
<tr>
<td>0.9375</td>
<td>5</td>
<td>83.00</td>
<td>96.43</td>
<td>21.75</td>
<td>2.77</td>
</tr>
<tr>
<td>1.875</td>
<td>5</td>
<td>86.17</td>
<td>96.59</td>
<td>37.46</td>
<td>3.01</td>
</tr>
<tr>
<td>2.8125</td>
<td>5</td>
<td>83.41</td>
<td>96.17</td>
<td>50.31</td>
<td>3.27</td>
</tr>
<tr>
<td>3.75</td>
<td>5</td>
<td>82.52</td>
<td>96.01</td>
<td>65.11</td>
<td>4.31</td>
</tr>
<tr>
<td>0.9375</td>
<td>6</td>
<td>82.58</td>
<td>96.59</td>
<td>26.92</td>
<td>2.97</td>
</tr>
<tr>
<td>1.875</td>
<td>6</td>
<td>86.63</td>
<td>96.05</td>
<td>43.33</td>
<td>3.23</td>
</tr>
<tr>
<td>2.8125</td>
<td>6</td>
<td>83.28</td>
<td>95.97</td>
<td>61.60</td>
<td>3.50</td>
</tr>
<tr>
<td>3.75</td>
<td>6</td>
<td>83.14</td>
<td>96.22</td>
<td>77.72</td>
<td>4.54</td>
</tr>
</tbody>
</table>

* Using Intel i7 3.4 GHz processor, 8 GB RAM.
evaluation. Validation is the process of evaluating the developed MM algorithm using the calibrated MARS model.

The process of determining the set of optimal weight coefficients is explained in detail in the following sub-sections, followed by a method for constructing the MARS model. The procedural difference between the calibration and the evaluation phases is depicted in Fig. 4.

3.3.1. Procedure for determination of optimal weight coefficient combination

The steps involved in the determination of the optimal coefficient combination are enumerated here:

**Step 1**: Random generation of 1,000 coefficient combinations such that

\[ \sum_{i} C_{p_{i,j}} + C_{k_{i,j}} + C_{c_{i,j}} + C_{t_{i,j}} = 1 \quad \text{and} \quad 0 \leq C_{p_{i,j}}, C_{k_{i,j}}, C_{c_{i,j}}, C_{t_{i,j}} \leq 1 \]  

where,

- \( C_{p_{i,j}} \) is the magnitude of the coefficient of the proximity weighting score in combination \( i \)
- \( C_{k_{i,j}} \) is the magnitude of the coefficient of the kinematic weighting score in combination \( i \)
- \( C_{c_{i,j}} \) is the magnitude of the coefficient of the connectivity weighting score in combination \( i \)
- \( C_{t_{i,j}} \) is the magnitude of the coefficient of the turn-intent prediction weighting score in combination \( i \)

**Step 2**: Determination of the Total Weighting Score (TWS) for each of the coefficient combinations as follows:

\[ \text{TWS}_{i,j} = C_{p_{i,j}} \times W_{p_{i,j}} + C_{k_{i,j}} \times W_{k_{i,j}} + C_{c_{i,j}} \times W_{c_{i,j}} + C_{t_{i,j}} \times W_{t_{i,j}} \]  

where, \( \text{TWS}_{i,j} \) is the total weighting score for grid \( j \) obtained using the \( i \)th coefficient combination
- \( W_{p_{i,j}} \) is the proximity weighting score awarded to grid \( j \)
- \( W_{k_{i,j}} \) is the kinematic weighting score awarded to grid \( j \)
- \( W_{c_{i,j}} \) is the connectivity weighting score awarded to grid \( j \)
- \( W_{t_{i,j}} \) is the turn-intent prediction weighting score awarded to grid \( j \).

**Step 3**: Determination of potential grids: a grid that has the highest TWS for a particular coefficient combination is a candidate grid. This process results in 1,000 candidate grids.

**Step 4**: Determination of candidate coefficient combination: the radial error (Euclidean distance) between candidate grids and the true grid is computed. True grid is known because the true position is known during the calibration phase. All the grids among the candidate grids that result in the least radial error are shortlisted. The corresponding coefficient combinations are potential coefficient combinations.

**Step 5**: If there are multiple potential coefficient combinations, the combination that is the closest in Euclidean space to the set of combinations identified in the previous time epoch is taken as the optimal combination of the coefficients in the present time epoch.

**Step 6**: Repetition of Step 1 to Step 5 for the remaining epochs.

**Sample size selection**: The number of random coefficient combinations used in Step 1 can influence the MARS model. Therefore, the coefficient estimation error for different sample sizes is determined to identify the sample size. The coefficient estimation error, \( E \), is defined as follows:

\[ E = \frac{1}{m} \sum_{i=1}^{m} \left( \text{abs}(C_{p_{i,1000}} - C_{p_{i,1000}}^{N}) + \text{abs}(C_{k_{i,1000}} - C_{k_{i,1000}}^{N}) + \text{abs}(C_{c_{i,1000}} - C_{c_{i,1000}}^{N}) + \text{abs}(C_{t_{i,1000}} - C_{t_{i,1000}}^{N}) \right) \]

where,
- \( C_{p_{i,1000}} \) is the proximity weight coefficient determined using 1000 random samples for \( i \)th epoch
- \( C_{k_{i,1000}} \) is the kinematic weight coefficient determined using 1000 random samples for \( i \)th epoch
- \( C_{c_{i,1000}} \) is the connectivity weight coefficient determined using 1000 random samples for \( i \)th epoch
- \( C_{t_{i,1000}} \) is the turn-intent prediction weight coefficient determined using 1000 random samples for \( i \)th epoch

Fig. 1 depicts the variation of the coefficient estimation error with the sample size. The coefficient estimation error became negligible for all the sample sizes larger than 600. The calibration being an offline task, computational efficiency is not a concern. Therefore, a sample size of 1000 is chosen in the study.

3.3.2. Brief description of MARS model

For each time epoch, a total of eight variables were derived. Five variables were employed to indicate the road network complexity; whereas, the other three variables were utilized to indicate the quality of position information in the calibration phase. Simultaneously, the optimal coefficient combination at every time epoch is also determined. The task is to express each coefficient as a function of dynamic indicators. Regression analysis can be resorted to in these situations. In the present study, an adaptive regression technique is used. This allows us not to assume any functional relationship between independent (\( X_1, X_2, \ldots, X_8 \)) and dependent variables (\( C_{p_{i}}, C_{k_{i}}, C_{c_{i}}, C_{t_{i}} \)).

Friedman (1991a) proposed a flexible non-parametric regression modeling method, which is popular and known as Multivariate Adaptive Regression Splines. The MARS method is very popular because:
i. No assumption regarding the functional relationship between the variables is required. Underlying complex relationships between the variables can still be established.

ii. The relative importance of different independent variables can be known. The method is equipped to identify the important variables and therefore the irrelevant variables are not considered while building a model. This ability is useful when several independent variables are taken into account. The issue of multicollinearity is inherently addressed.

iii. Results in a simple, comprehensible and parsimonious model.

The domain is segmented, and a piecewise linear regression model is developed in MARS. Non-linearity is well handled by incorporating different regression slopes into different segments. Any degree of interaction between variables is allowed. Generalized Cross Validation (GCV) measure is considered as a measure of lack of fit which is given by:

$$GCV(\lambda) = \sum_{i=1}^{N} \left[ y_i - \hat{f}(x_i) \right]^2 \left[ 1 - \frac{M(\lambda)}{N} \right]^{-1}$$

where, $M(\lambda)$ is the effective number of parameters in the model, $N$ is the sample size, $y_i = \hat{f}(x_i)$ is the model that is being estimated, $y_i$ indicates the response variables and $x_i$ is a set of corresponding explanatory variables.

There are primarily two stages in the model building: (i) forward model building stage: a large number of basis functions are used resulting in an over-fit model, (ii) backward pruning stage: all the basis functions that are making the insignificant contribution in reducing the GCV are removed from the model resulting in a much simpler, yet effective model. Interested readers are referred to Friedman (1991a, 1991b) for further information.

In the present research, an implementation of MARS by Jekabsons (2016) is used. A piecewise linear model is used for simplicity. A multivariate regression model is developed such that:

$$y = \hat{f}(X_1, X_2, ...X_8) + \epsilon$$

$$C_P = \sum_{\forall i} K_{P,i} \times BF_i$$

$$C_K = \sum_{\forall i} K_{K,i} \times BF_i$$

$$C_C = \sum_{\forall i} K_{C,i} \times BF_i$$

$$C_T = \sum_{\forall i} K_{T,i} \times BF_i$$

where,

$K_{P,i}$ is the coefficient of the $i^{th}$ basis function $BF_i$ for coefficient of proximity weight

$K_{K,i}$ is the coefficient of the $i^{th}$ basis function $BF_i$ for coefficient of kinematic weight

$K_{C,i}$ is the coefficient of the $i^{th}$ basis function $BF_i$ for coefficient of connectivity weight

$K_{T,i}$ is the coefficient of the $i^{th}$ basis function $BF_i$ for coefficient of turn-intent prediction weight

$\epsilon$ is the fitting error.

### 3.4. Map-matching algorithm

Map-matching process is divided into two modules: (i) Initial MM (IMM) and (ii) Subsequent MM (SMM). Fig. 2 depicts the map-matching algorithm developed in this study. Radial Error (RE) is the radial distance between the estimated position and the position.
fix used at any time epoch. Because of the measurement and process errors, RE may grow larger. Since the previously identified position is also an input in estimating the future position, the effect tends to be accumulative. To prevent the error accumulation, IMM is re-initiated if RE exceeds a threshold, $T$. Here, $T$ is taken as 5 m for calibration as a larger value may not be useful in establishing model capable of position estimation at lane-level. $T$ is taken as 40 m in validation phase, which is borrowed from Velaga et al. (2009). This conservative value for $T$ is selected to consider the cascaded errors caused by the errors associated with positioning and digital map data.

3.4.1. Input
Road network data including the road width and GPS positioning information are the inputs to both IMM and SMM.

3.4.2. Candidate link selection
Candidate links are those that are within/crossing a circle of radius 220 m with GPS position as the center. The radius of 220 m is considered to not expel out the true link during initial stages of map-matching.

3.4.3. Grid generation
Knowing the length and width of the road segments, they are represented as array of standard grids (3 m x 1.875 m) by their centroids. A vehicle (say a car in this case) can occupy only one grid at a time. Fig. 3 depicts the road segments represented by grids.

3.4.4. Outcome of map-matching algorithm
There are three possible outcomes of either IMM or SMM process:

1. Estimated position of the vehicle (i.e., centroid of the identified grid)
2. Lateral position of the vehicle with respect to the centerline of the road
3. Radial Error (RE).
3.5. Initial map-matching

IMM is initiated either when the historical position information is not available or when the radial error exceeds a threshold. The radial error, as mentioned earlier, may be resulted from the presence of trees, buildings, satellite-receiver geometry, quality of road maps, ionosphere, etc. The cascaded error sometimes can be very large. The threshold is, therefore, appropriately chosen to consider all these error sources (see Section 3.4).

Since the true position at a time epoch is known in the calibration phase, the grid that is the closest to the true position is considered as the grid that the vehicle occupies. Whereas during the validation phase, the grid that is the closest to the raw GPS position is considered as the grid that hosts the vehicle. Enumeration of the IMM process is as follows:

1. Consideration of the centroid of the grid that is the closest to the true/raw GPS position as the estimated position
2. Computation of lateral position of the vehicle with respect to the road centerline
3. Computation of radial error between the true/GPS position and the estimated position.

3.6. Subsequent map-matching

SMM strives to identify the probable grid the vehicle would occupy in the subsequent time epochs. Fig. 4 highlights the procedural distinctions in SMM process between the calibration and validation processes.

Different steps in SMM are enumerated in the description as follows:

1. Weighting score calculation: \( W_p, W_k, W_c, W_r \) are proximity, kinematic, connectivity, and turn-intent prediction weighting scores respectively, which are computed using Eqs. (10), (16), (17), and (21)
2. Determination of dynamic indicators: \( X_1, X_2, \ldots, X_8 \) are calculated, which indicate the prevailing road network complexity and position quality
3. Either Calibration or Validation/Evaluation:
   (a) Calibration: MARS model is built to express the coefficients of weighting scores as a function of dynamic indicators. This calibration is made using the 2,415 data points of the first dataset, which is a pre-processing phase.
   (b) Validation: For evaluating the performance of the MM algorithm, 5,830 data points from the Dataset 1b and 7,414 data points from the Dataset 2 are used. This phase involves back calculation of the dynamic weight coefficients using the calibrated MARS models.
4. Computation of the total weighting score (TWS): TWS for every grid is determined using the following equation

\[
TWS = C_p \times W_p + C_k \times W_k + C_c \times W_c + C_r \times W_r
\]

where, \( C_p, C_k, C_c, C_r \) are the coefficient of proximity, kinematic, connectivity, and turn-intent prediction weighting scores.

Fig. 3. A 2-D representation of fictitious road network with virtual grids.
5. Position estimation:
   (a) Consideration of the grid having the highest TWS as the grid to host the vehicle
   (b) Computation of lateral position of the vehicle with respect to the road centerline
   (c) Computation of radial error between true/GPS position and estimated position.

A condition is imposed in both IMM and SMM to not allow the vehicle to travel in restricted direction on one-way road segments. This condition is imposed supposing no driver will break the rule.

3.7. Description of different weighting scores

All the candidate grids are awarded four different weighting scores. Each of the weight functions is described in detail in the following sub-sections.

3.7.1. Proximity weighting score

The proximity of a raw positioning point to a grid is a factor that indicates the grid that a vehicle occupies. From randomly selected 1,000 carrier-phase GPS data points from Dataset 1a, the distribution of Euclidean distance (i.e., a radial error) between a true position and a GPS raw position was determined to be lognormal with $\mu = 1.35$ and $\sigma = 0.668$; where $\mu$ and $\sigma$ are parameters of the lognormal distribution. Proximity weight function is intended to award higher weighting score to the grids that are closer to the raw position information than to those that are away. The area under the lognormal distribution (i.e., cumulative distribution function) is more for the grids that are away from the raw position. Therefore, higher weighting score is provided to the grids that are closer to the raw position using the cumulative distribution function of the lognormal distribution as follows:

\[
W_{p,i} = \left( 1 - \frac{1}{\sigma \sqrt{2\pi}} \int_0^{d_i} \frac{1}{x} \times \exp \left( \frac{-(\ln(x) - \mu)^2}{2\sigma^2} \right) dx \right) \times 100
\]

where, $d_i$ is the radial distance between raw GPS position and centroid of the grid $i$. $W_{p,i}$ indicates the proximity weighting score the grid $i$ gets.

3.7.2. Kinematic weighting score

Kalman filters are popularly used for position (state) estimation (Krakiwsky et al., 1988; Sasiadek et al., 2000; Najjar and Bonnifait, 2005; Gomez-Gil et al., 2013). Interested readers are referred to Faragher (2012), Kalman (1960) and Ribeiro (2004) for...
further details. In this research, a linear Kalman filter is used to estimate the position of the vehicle at a future time epoch ($t + 1$) knowing the position of the vehicle and velocity at time $t$. The vehicle is assumed to travel in a two-dimensional Cartesian plane in which $x$ and $y$ represent the vehicle's position on that plane and the vehicle is assumed to not accelerate within one time epoch. This assumption is justified as the time epoch is small (i.e., one second). A linear Kalman filter is described to estimate the vehicle's position using equations of kinematics. The following equations describe the predictor and corrector equations used for future position estimation (Faragher, 2012).

\[
S_{t+1}^+ = AS_t^+ + BC_t + N_t
\]

(11)

\[
P_{t+1}^+ = AP_t^+A^T + N_p
\]

(12)

\[
K_{t+1} = P_{t+1}^+H^T(HP_{t+1}^+H^T + N_H)^{-1}
\]

(13)

\[
S_{t+1}^- = S_t^+ + K_{t+1}(M_{t+1} - HS_{t+1}^-)
\]

(14)

\[
P_{t+1}^- = (I - K_{t+1}H)P_{t+1}^-
\]

(15)

where,

\[
S = \begin{pmatrix} x \\ y \end{pmatrix} \text{ is State Vector}
\]

\[
C = v \times \begin{pmatrix} \sin \theta \\ \cos \theta \end{pmatrix} \text{ is Control Vector}
\]

and,

\[
M = \begin{pmatrix} x_{GPS} \\ y_{GPS} \end{pmatrix} \text{ is the Measurement Vector}
\]

$M$ is raw GPS position (in the Cartesian plane) provided by GPS receiver. $\theta$ is vehicle heading. $v$ is instantaneous speed. $\theta$ and $v$ are not computed using current and previous positions. Rather, the apparent shift in the radio signals (Doppler effect) is analyzed to decipher the velocity. $v$ and $\theta$ are measured but not computed (Kaplan and Hegarty, 2006; Quddus, 2006).

$K$ is Kalman gain. $t$ indicates the time epoch. Superscript $-$ indicates a priori estimate or predictor equation. Superscript $+$ indicates a posteriori estimate or corrector equation. 

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, B = \begin{pmatrix} \Delta t \\ 0 \end{pmatrix}, H = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

$N_p$ is process noise matrix $N_H$ is measurement noise matrix $P$ is Variance-covariance matrix.

Knowing the position and instantaneous velocity at time $t-1$, Kalman filter estimates the position the vehicle would acquire at time $t$. A grid closer to this Kalman estimated position should be awarded a higher kinematic weighting score while the grids that are farther are to be awarded lesser scores. Further, an analysis of Dataset 1a suggested that the radial error between the Kalman estimated position and true position is lognormally distributed with $\mu = 0.946$ and $\sigma = 0.558$. The kinematic weighting score can be expressed in a way similar to that of the proximity weighting score as follows:

\[
W_{K,i} = \left(1 - \frac{1}{\sigma \sqrt{2\pi}} \int_0^{d_i} \frac{1}{x} \exp \left( -\frac{(\ln(x) - \mu)^2}{2\sigma^2} \right) dx \right) \times 100
\]

(16)

where, $\mu = 0.946$ and $\sigma = 0.558$.

$W_{K,i}$ indicates the kinematic weight the grid $i$ gets. $d_i$ is the radial distance between Kalman filter estimated position and centroid of the grid $i$.

### 3.7.3. Connectivity weighting score

Dijkstra’s algorithm is used to determine the cost of reaching different nodes from a position. The length of the segment is considered as the cost of traveling on a segment. Segment cost ($S_{Sc}$) is then computed as the smaller of the two associated nodal costs. The distance traveled (D) by the vehicle in one time epoch is computed as the Euclidean distance between two successive time epochs. Any segment having the segment cost equal to D will have a high probability of hosting the vehicle. Therefore, that segment (all the grids in that segment) is awarded high connectivity score. The weighting score is assumed to linearly reduce on either side of D according to Eq. (17). It is to be noted that the turn restrictions are inherently considered in this approach. Connectivity weighting
score is defined as follows:

\[
W_{C,i} = \begin{cases} 
100 \frac{S_{C,i}}{D} & \text{if } 0 \leq S_{C,i} \leq D \\
100 \left(1 - \frac{(S_{C,i} - D)}{B}\right) & \text{if } D < S_{C,i} \leq 2D \\
0 & \text{otherwise} 
\end{cases}
\]

(17)

where, \(W_{C,i}\) is the connectivity weighting score to be awarded to all the grids of the segment \(i\), \(S_{C,i}\) is the cost of reaching segment \(i\) and \(D\) is the Euclidean distance between current and previous position.

### 3.7.4. Turn-intent prediction weighting score

The speed with which a vehicle is traversing an intersection and the lateral position of the vehicle with respect to road centerline gives us a clue about whether the driver is willing to make a turn at an intersection. For example, if a vehicle is not slowing down below a certain threshold, we can assume that the vehicle does not intend to make any turn at that intersection. On the contrary, if a vehicle is traveling at low speed along the most extreme lane, the vehicle might be willing to make a turn (there could be several reasons for slowing including traffic interaction, speed breakers, etc.). Deviation angle is the change in the direction of travel of the vehicle between two successive time epochs. Analysis of about 6 h of GPS data from Dataset 3 and Dataset 1a suggests that a deviation angle has a normal distribution with zero mean and a standard deviation of 7°/s. 95th percentile deviation angle for all speeds less than 8 m/s was found to be 15°/s. 95th percentile deviation angle at speeds greater than 15 m/s was found to be ≈0°/s. This reflects the fact that the vehicles cease to make larger deviations at higher speeds. Between speeds of 8 m/s and 15 m/s, the 95th percentile deviation angle almost linearly reduced. Therefore, a function is constructed that attempts to predict the deviation angle a vehicle would make based on the speed and its lateral position with respect to the road centerline as follows:

\[
A = \begin{cases} 
15 & \text{if } v < 8 \\
15 - \frac{15}{7}(v - 8) & \text{if } 8 \leq v \leq 15 \\
0 & \text{if } v > 15 
\end{cases}
\]

(18)

where, \(A\) gives the maximum possible deviation angle at speed \(v\) (in m/s)

\[
B = \frac{|LP|}{LP_{max}} \quad 0 \leq B \leq 1
\]

(19)

\(B\) is a coefficient between 0 and 1. It approaches zero when the vehicle is traveling along the centerline of the road and approaches to unity when the vehicle is traveling along the road edge. \(LP\) is the lateral position of the vehicle with respect to centerline; negative if on the left side of the centerline and vice versa. \(LP_{max}\) is the maximum lateral position possible, which is equal to half the road width.

\[
\Delta = A \times B \times \frac{LP}{|LP|}
\]

(20)

\(\Delta\) gives the deviation angle (in degrees/second) a vehicle is expected to make in subsequent time epoch based on its current speed and lateral position.

The grids when occupied causes a deviation angle of \(\Delta\) shall be awarded the highest weighting score as follows:

\[
W_{T,i} = 100 \times \exp\left(-\frac{(x_i - \Delta)^2}{2\sigma^2}\right)
\]

(21)

where, \(x_i\) is the deviation angle the vehicle has to make to occupy grid \(i\), \(\sigma\) is taken as 7°/s.

### 4. Results and discussions

Table 3 provides the parameters of the multivariate MARS model. The weight coefficients can be computed as given in Eqs. (4)-(8). These equations relate the weight coefficient to the prevailing road network complexity and position quality. Therefore, the weight coefficients are dynamic. It is noticeable that the variables \(X2\), \(X5\), and PDOP are not used in the MARS model. These are not significant variables or could be thought as proxy for other variables. Using these dynamic equations, the performance evaluation of the developed model is carried out and presented in Fig. 5, Tables 4 and 5.

#### 4.1. Calibration results

see Table 3.

#### 4.2. Validation results

Fig. 5 compares the performance of some existing map matching algorithms with the performance of the developed algorithm in
In terms of the correct link identification metric, the performance of the D2D map matching algorithm that used data from stand-alone GPS is in-line with that of some existing algorithms which employed data from integrated positioning systems. Two datasets (i.e., Dataset 1b and 2) defined earlier were used to evaluate the performance of the developed MM algorithm. The magnitude of the percentage of the correct link identification is the most popular way of describing the performance of a MM algorithm. The two-dimensional representation of the road segments permits us to carry out lane-level localization. Therefore, it is possible to express the performance of the algorithms in terms of other measurable quantities such as the percentage of the correct grid identification and the correct lane identification, which is presented in Table 4.

Table 3
Calibrated MARS model.

<table>
<thead>
<tr>
<th>Basis functions</th>
<th>$K_T$</th>
<th>$K_C$</th>
<th>$K_C$</th>
<th>$K_T$</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BF_0 = 1$</td>
<td>$3.460E-03$</td>
<td>$3.480E-01$</td>
<td>$2.760E-01$</td>
<td>$2.995E-02$</td>
<td>1.00</td>
</tr>
<tr>
<td>$BF_1 = \max(0, 283 - X3)$</td>
<td>$-2.594E-03$</td>
<td>$9.040E-04$</td>
<td>$2.182E-03$</td>
<td>$-4.924E-04$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_2 = \max(0, X4 - 3)$</td>
<td>$-7.233E-03$</td>
<td>$9.418E-02$</td>
<td>$-8.558E-02$</td>
<td>$-1.374E-03$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_3 = \max(0, 3 - X4)$</td>
<td>$6.614E-03$</td>
<td>$4.750E-03$</td>
<td>$3.413E-03$</td>
<td>$-1.478E-02$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_4 = BF_1 \times \max(0, X1 - 6095)$</td>
<td>$1.083E-05$</td>
<td>$-1.457E-05$</td>
<td>$7.461E-06$</td>
<td>$-3.717E-06$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_5 = BF_3 \times \max(0, 6095 - X1)$</td>
<td>$1.089E-05$</td>
<td>$-1.264E-06$</td>
<td>$-9.859E-06$</td>
<td>$2.304E-07$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_6 = BF_5 \times (\max(0, Speed - 19.54))$</td>
<td>$6.266E-07$</td>
<td>$-1.765E-07$</td>
<td>$-4.574E-07$</td>
<td>$7.329E-09$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_7 = BF_5 \times \max(0, 19.54 - Speed)$</td>
<td>$-5.948E-07$</td>
<td>$9.826E-08$</td>
<td>$5.032E-07$</td>
<td>$-6.627E-09$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_8 = \max(0, Speed - 27.13)$</td>
<td>$-8.951E-02$</td>
<td>$1.364E-01$</td>
<td>$-2.030E-02$</td>
<td>$2.663E-02$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_9 = \max(0, 27.13 - Speed)$</td>
<td>$-1.113E-03$</td>
<td>$-2.194E-03$</td>
<td>$3.032E-03$</td>
<td>$2.753E-04$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{10} = \max(0, X1 - 1242)$</td>
<td>$-1.458E-05$</td>
<td>$1.282E-05$</td>
<td>$-8.405E-06$</td>
<td>$1.017E-05$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{11} = \max(0, 1242 - X1)$</td>
<td>$9.707E-05$</td>
<td>$1.201E-04$</td>
<td>$-2.002E-04$</td>
<td>$-1.705E-05$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{12} = BF_1 \times \max(0, 1.18 - Speed)$</td>
<td>$2.461E-03$</td>
<td>$7.727E-04$</td>
<td>$-2.724E-03$</td>
<td>$-5.099E-04$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{13} = \max(0, HDOP - 0.9)$</td>
<td>$5.398E-02$</td>
<td>$-2.247E-02$</td>
<td>$-3.113E-02$</td>
<td>$-3.854E-04$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{14} = \max(0, 0.9 - HDOP)$</td>
<td>$2.791E-01$</td>
<td>$-1.250E-01$</td>
<td>$-1.124E-01$</td>
<td>$-4.174E-02$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{15} = \max(0, 283 - X3) \times \max(0, Speed - 1.18) \times \max(0, X1 - 5625)$</td>
<td>$-1.294E-07$</td>
<td>$8.828E-07$</td>
<td>$-8.457E-07$</td>
<td>$9.231E-08$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{16} = \max(0, 283 - X3) \times \max(0, Speed - 1.18) \times \max(0, 5625 - X1)$</td>
<td>$-6.394E-07$</td>
<td>$8.180E-08$</td>
<td>$5.642E-07$</td>
<td>$-6.618E-09$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{17} = BF_9 \times \max(0, X3 - 245)$</td>
<td>$-9.976E-07$</td>
<td>$5.016E-06$</td>
<td>$3.962E-07$</td>
<td>$-4.415E-06$</td>
<td>0.00</td>
</tr>
<tr>
<td>$BF_{18} = BF_9 \times \max(0, 245 - X3)$</td>
<td>$1.081E-04$</td>
<td>$-1.454E-04$</td>
<td>$3.763E-05$</td>
<td>$-3.597E-07$</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Fig. 5. Performance comparison of different map-matching algorithms. Gyro: Gyroscope. Odo: Odometer. DEM: Digital Elevation Model. (See above-mentioned references for further information.)
As the D2D map matching algorithm is capable of lane level-localization and mapping, Table 5 provides the comparison between different lane-based map-matching algorithms. The performance of the algorithm depends on many factors such as the use of additional sensors (e.g., cameras, RADARs) and lane-based road network. For example, Rabe et al. (2016a, 2016b, 2017) have reported a very high performance of a lane-level localization algorithm. However, the test track used in their study is very small. Multiple trajectories along this track cumulatively form 36 km length or 80 min duration. The test track does not represent a wide variety of operational environments. In addition, 32% of the time, vehicle travelled on a single-lane road, which certainly increases the correct lane identification. Another such example is the study by Toledo-Moreo et al. (2010), where the performance is evaluated against a very small dataset. The largest scenario considered by Toledo-Moreo et al. (2010) has the test duration of only 617 s, which may not encompass different road network complexities.

It can be observed from Table 5 that the use of high quality localization aids such as cameras, LiDAR, enhanced maps, RADARs, satellite/land-based augmentation, V2X communication, IMUs results in enhanced accuracy. However, the cost of such a system skyrockets. Furthermore, some of the localization aids such as 3D map, terrain map, lane-based map may not be readily available for all the geographical regions, especially in developing countries. These facts make many of the high performing algorithms mere academic studies and not practically viable for mass deployment in the content of a developing nation. Therefore, a standalone GPS receiver and map data obtained from OpenStreetMap have been utilized in the study.

Despite using only a standalone GPS receiver and the road network data from the OpenStreetMap, the correct lane identification by the developed D2D map matching algorithm is comparable to that of by Zheng and Hansen (2017) and Aly et al. (2016) who used additional low-cost sensors. This suggests that the integration of the low-cost localization aids has an immense potential to enhance the performance of the developed algorithm.

The algorithm can process about 15 data points per second (2.5 GHz processor with 4 GB RAM) that makes it suitable for real-time applications. From Fig. 5 and Table 5, it can be clearly observed that the developed MM algorithm outperforms (or performs at par) advanced MM algorithms based on stand-alone GNSS. The performance of the developed MM algorithm is also comparable with that of the algorithms that do not rely on a stand-alone GPS receiver. This indicates the capability of the developed MM algorithm and potential to further improve the performance with the fused sensors.

4.2.1. Understanding the source/reason of errors

Understanding the nature of the error sources and the reasons for mismatching can further assist in modifying the algorithm so as to improve the performance. Therefore, raw position, map-matched positions and the true positions were superimposed on the road network and a visual examination was conducted for Dataset 1b.

Error can creep into the MM algorithm due to the following reasons:

1. Error in road map
2. Error in GNSS position
3. Error in map matching process

The present study uses OpenStreetMap and hence it is not possible to get a quantitative knowledge regarding the map errors. However, missing links (Fig. 6), lateral displacement of links (Fig. 7) and improper representation of the intersections (Figs. 8 and 10) are evident at places.

All these three error sources could simultaneously act, but it is not possible to identify such errors (due to absence of error free roadmap). Therefore, here it is assumed at most two of the three error sources could contribute to the mismatch. Table 6 presents the breakup of these error combinations.

From Table 6, the following can be observed:

1. Correct lane identification process is more sensitive to map error (e.g. lateral translation, missing link, rotated link, etc.) as compared to correct link identification.
2. Percentage incorrect lane identification and incorrect link identification in the case of only GNSS error differ considerably. Thus, the correct lane identification is more sensitive to GNSS errors as compared to the correct link identification.
3. Percentage of errors due to map-matching process alone is less in the case of correct lane identification. This reflects the advantage

Table 4
Performance of the developed D2D MM algorithm.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Dataset 1b</th>
<th>Dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>5,830</td>
<td>7,414</td>
</tr>
<tr>
<td>Location</td>
<td>Nottingham, UK</td>
<td>Mumbai-Pune, India</td>
</tr>
<tr>
<td>Correct link identification</td>
<td>96.14%</td>
<td>98.41%</td>
</tr>
<tr>
<td>Mean horizontal accuracy</td>
<td>2.82 m</td>
<td>n/a</td>
</tr>
<tr>
<td>Horizontal accuracy (2σ)</td>
<td>6.61 m</td>
<td>n/a</td>
</tr>
<tr>
<td>Correct grid identification</td>
<td>71.21%</td>
<td>n/a</td>
</tr>
<tr>
<td>Correct lane identification</td>
<td>84%</td>
<td>79%</td>
</tr>
</tbody>
</table>
Table 5
Comparison of different lane-level localization algorithms in relation to the developed D2D map-matching algorithm.

<table>
<thead>
<tr>
<th>Authors (Year)</th>
<th>Localization aids</th>
<th>Performance</th>
<th>Target application</th>
</tr>
</thead>
</table>
| Dao et al. (2007) | V2V communication, GPS | Correct lane identification = 95% | • Lane departure warning  
• Lane level navigation to reduce lane changes  
• Lane specific traffic information |
| Toledo-Moreo et al. (2010) | EGNOS, gyroscope, odometer, enhanced map | Radial accuracy  
Scenario 1: (0.289 ± 0.287) m  
Scenario 2: (0.691 ± 0.709) m  
Scenario 3: (0.296 ± 0.324) m | Safety applications  
Electronic fee collection  
Lane allocation |
| Vu et al. (2012) | Camera, DGPS, gyroscope, accelerometer | Lateral accuracy is typically less than 1 m | Vehicle control  
Vehicle navigation  
Safety systems  
Traffic management  
Advanced Driving Assistance Systems (ADAS) |
| Schindler (2013) | High precision map, GPS, IMU, camera, LiDAR | Lateral accuracy = (0.12 ± 0.096) m | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent |
| Szottka (2013) | High frequency GPS, cameras, odometer, steering angle sensor | Only visual comparison. No quantitative comparison | Lane keeping  
Parking  
Obstacle avoidance  
Obstacle avoidance |
| Tao et al. (2013) | GPS, speedometer, gyroscope, camera | Lateral accuracy = (0.26 ± 0.34) m | Vehicle navigation  
ADAS  
Vehicle control  
Lane changing  
Vehicle cooperation  
Vehicle control  
Obstacle avoidance  
Obstacle avoidance |
| Gruyer et al. (2014) | 2 cameras, accurate digital map, GPS, speedometer, gyroscope, accelerometer | Lateral accuracy < 0.1 m | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation  
 Autonomous navigation |
| Gu et al. (2014) | 3D map, gyroscopes, speedometer, GPS | Correct lane identification = 50% as reported by Kamijo et al. (2015) | Autonomous driving  
 ADAS  
 Autonomous cars  
 Lane level traffic estimation  
 Electronic toll collection  
 Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Aly et al. (2015) | GPS, gyroscope, accelerometer, magnetometer, road map with known anchor locations | Correct lane identification 80% | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Kamijo et al. (2015) | GNSS, Speedometer, gyroscope, Camera, enhanced map | Correct lane identification = 90% | Lane keeping and active steering systems  
Lane allocation  
Automated toll collection  
ADAS  
Autonomous navigation  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Ahmed et al. (2016) | Gyroscope, accelerometer, terrain map | There is only one lane change in the experiment and is detected | Not mentioned |
| Aly et al. (2016) | GPS, gyroscope, accelerometer, magnetometer, road map with known anchor locations | Correct lane identification = 84% | Lane keeping and active steering systems  
Lane allocation  
Automated toll collection  
ADAS  
Autonomous navigation  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Gu et al. (2016) | GNSS, 3D building model, gyroscope, speedometer | Radial accuracy (1.42 ± 0.95) m | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Kogan et al. (2016) | Camera, 3D map | Lateral accuracy = 0.18 m | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Kuhnt et al. (2016) | LiDAR, Odometer, gyroscope, enhanced map | Radial accuracy (0.525 ± 0.279) m | Autonomous driving  
ADAS  
Autonomous cars  
Lane level traffic estimation  
Electronic toll collection  
Prediction of driver's intent  
 Autonomous navigation  
 Autonomous navigation |
| Nur et al. (2016) | Camera, GPS, OpenStreetMap | Radial accuracy = (1.636 ± 0.851) m for dataset 1 and (2.522 ± 1.566) m for dataset 2 | Lane change advise  
 Autonomous navigation  
 Lane change advise  
 Autonomous navigation  
 Autonomous navigation |
| Rabe et al. (2016a) | Camera, RADAR, GPS, enhanced map, odometer, gyroscope | Correct lane identification = 99.68% | Lane change advise  
 Autonomous navigation  
 Lane change advise  
 Autonomous navigation  
 Autonomous navigation |
| Rabe et al. (2016b) | Camera, RADAR, GPS, enhanced map, odometer, gyroscope | Correct lane identification = 99.56%, 95th percentile = 99.5% | Lane change advise  
 Autonomous navigation  
 Lane change advise  
 Autonomous navigation  
 Autonomous navigation |
| Kim et al. (2017) | Cameras, GPS, enhanced map, speedometer, gyroscope | Lateral accuracy (0.072 ± 0.067) m | Lane change advise  
 Autonomous navigation  
 Lane change advise  
 Autonomous navigation  
 Autonomous navigation |
| Rabe et al. (2017) | GPS, camera, RADAR, odometer, gyroscope, enhanced map | Correct lane identification = 99.75% | Lane change advise  
 Autonomous navigation  
 Lane change advise  
 Autonomous navigation  
 Autonomous navigation |
| Zheng and Hansen (2017) | Steering angle sensor, speedometer | Lane change detection accuracy (left = 80.36% and right = 83.22%) | Lane change advise  
 Autonomous navigation  
 Autonomous navigation  
 Autonomous driving  
Driver's intent prediction |

(continued on next page)
of 2-dimensional representation of the road segments.

4. In general, both the map error and GNSS error contribute significantly to the incorrect lane identification and link identification process appears to be less affected.

Table 5 (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>Localization aids</th>
<th>Performance</th>
<th>Target application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present study</td>
<td>Standalone GPS, map data from OpenStreetMap</td>
<td>Dataset 1b</td>
<td>• Lane departure warning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Correct lane identification = 84%</td>
<td>Electronic toll collection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Radial accuracy (2.82 ± 3.3) m</td>
<td>Lane specific traffic information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dataset 2</td>
<td>Lane allocation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Correct lane identification = 79%</td>
<td>Lane level navigation to reduce lane changes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prediction of driver's intent</td>
</tr>
</tbody>
</table>

Note:

* The values are interpreted from graphs/figures.

Fig. 6. Missing link resulting in erroneous map-match.

Fig. 7. Simultaneous map error and GNSS error.
4.2.2. Critical scenarios for map-matching

Some of the typical scenarios that can result in erroneous map-matching are presented in this section.

1. Map-matching at intersection

Fig. 9c depicts a vehicle trajectory of a part of Dataset 1b. Fig. 9a provides the satellite view of a roundabout obtained from the Google Map while Fig. 9b represents the corresponding grid (2-dimensional) representation generated using the data obtained from the OpenStreetMap.

The error in correct lane identification at the roundabout can be observed from Fig. 9b. Such an error prevails whenever the vehicle makes a sharp turn until the MM algorithm recovers from the error. This error may be attributed to the assumption that a vehicle does not accelerate or change the direction within one time epoch (i.e. 1 s). A sampling rate greater than 1 Hz may alleviate this problem.

Another major source of error relates to the inaccurate representation of a road element in OpenStreetMap. For instance, Fig. 10a is a snapshot of a road element obtained from the Google map and this clearly shows that there is a roundabout. The same road element is being represented by a four-legged intersection in OpenStreetMap.

Some of the major issues with opensource maps are the oversimplified representation of a road network and the measurement of quality and accuracy. Complex road geometry with curved segments is simplified by linear segments. In this case, it can be clearly observed from Fig. 10 that the roundabout representation in OpenStreetMap is erroneous. Under such situations, the map-matching algorithm fails. It can be observed from Fig. 10b that the algorithm recovers from the error quickly indicating its resilience.

Table 6
Causes and instances for map-matching errors.

<table>
<thead>
<tr>
<th>Causes and instances for the incorrect link identification (226 instances)</th>
<th>Mismatch due to map error</th>
<th>Mismatch due to GNSS error</th>
<th>Mismatch due to map matching process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mismatch due to map error</td>
<td>31 (13.7%)</td>
<td>9 (4%)</td>
<td>18 (8%)</td>
</tr>
<tr>
<td>Mismatch due to GNSS error</td>
<td>20 (8.8%)</td>
<td>54 (23.9%)</td>
<td></td>
</tr>
<tr>
<td>Mismatch due to map matching process</td>
<td></td>
<td></td>
<td>94 (41.6%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Causes and instances for the incorrect lane identification (931 instances)</th>
<th>Mismatch due to map error</th>
<th>Mismatch due to GNSS error</th>
<th>Mismatch due to map matching process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mismatch due to map error</td>
<td>67 (7.2%)</td>
<td>137 (14.7%)</td>
<td>169 (18.1%)</td>
</tr>
<tr>
<td>Mismatch due to GNSS error</td>
<td>240 (25.8%)</td>
<td>97 (10.4%)</td>
<td></td>
</tr>
<tr>
<td>Mismatch due to map matching process</td>
<td></td>
<td>223 (23.7%)</td>
<td></td>
</tr>
</tbody>
</table>
2. Map-matching of slow-moving vehicle

Whenever the vehicle stops or moves with very low speeds, the GNSS information becomes erroneous, which is depicted as clustered red arrows in Fig. 11. Map-matching process gets hampered under this situation.

3. Map-matching on parallel road links

Fig. 12 provides a typical scenario where two roads run parallel to each other. Despite the raw position being erroneous, the developed map matching algorithm correctly identifies the correct lane and link.

5. Reasoning for improved localization accuracy

This section briefly explains the reasons why the developed D2D map-matching algorithm can provide lane-level localization even though it only uses data from standalone GPS and OpenStreetMap.
The ability of the developed D2D MM algorithm to overcome the lateral translation error of a road segment is demonstrated via a hypothetical example. As the objective is to highlight how the lateral translation error (i.e. a type of map error) is addressed, we only consider translational error and assume that all other error sources are non-prevalent (which is of course far from reality). Therefore, we assume that the positioning sensor is error free.

5.1. Ability to overcome lateral translation error

The ability of the developed D2D MM algorithm to overcome the lateral translation error of a road segment is demonstrated via a hypothetical example. As the objective is to highlight how the lateral translation error (i.e. a type of map error) is addressed, we only consider translational error and assume that all other error sources are non-prevalent (which is of course far from reality). Therefore, we assume that the positioning sensor is error free.
Fig. 13 shows a two-way two-lane road segment represented by grids and their centroids. To demonstrate the inherent ability of the developed algorithm, we consider that the road segment in Fig. 13a is free from any lateral translation error whereas the road segment in Fig. 13b suffers an error. The grids along lanes A and B host vehicles heading East while the grids along lanes C and D host the vehicles travelling in the opposite direction.

The subject vehicle is assumed to be heading East and hence the algorithm assigns the vehicle’s positions only along lanes A and B. Green stars indicate the true positions (i.e. error free GPS positions) of this vehicle at different time epochs. It can be observed that the vehicle positions with respect to the reference axes is the same in both Fig. 13a and b demonstrating that Fig. 7b contains translational map error.

Few observations can be made with reference to Fig. 13b. Using only the proximity information, the initial map matched position for the first epoch would be grid B1, which is the closest valid grid that can host the vehicle. Then the subsequent map-matching module tries to map-match the subsequent positioning points. Vehicle kinematics is also considered in this phase. The turn-intent prediction weight score and the connectivity weight score are not considered as they are not relevant in this hypothetical example.

The kinematic weight score considers the kinematics of the vehicle. Knowing the present position, instantaneous speed and heading, the position of the vehicle at the future epoch is estimated. Considering the vehicle’s present position (grid B1) and the instantaneous heading (i.e. the direction of the line that connects the first and the second green stars) at the first epoch, the vehicle is predicted to be in grid C2 at the second time epoch and hence, grid C2 acquires the highest kinematic weight score for the second epoch. However, C2 being an invalid grid, grid B2 that acquires the second highest kinematic weight score is identified by the algorithm as the vehicle’s position. Similarly, at the third epoch, both the kinematic and proximity weight scores identify the same grid.

For the fourth epoch, A5 receives higher kinematic weight score compared to the proximity weight score obtained by grid B5. The total weight score acquired by grid A5 (considering the dynamic weight coefficients) would be greater than that of all other grids. Thus, grid A5 would be chosen as the vehicle’s position. On the same lines, all the grid IDs identified by the MM algorithm for subsequent time epochs are provided in Table 7.

Table 7 provides true grids and the grids identified by different weight scores at different time epochs. It illustrates how the lateral translation error of the road segment is overcome within the three time-epochs. It can be observed that the lane-level localization
accuracy would drastically reduce if only proximity information is used (however, the correct link identification accuracy may not be affected). Therefore, the above demonstration clearly depicts the ability of the developed D2D map-matching method to overcome the lateral displacement error of a road. It can be noted that the longitudinal displacement error of a road map may not affect the lane prediction accuracy.

Inclusion of the kinematic weight score is the main reason for the algorithm’s capability to overcome any potential lateral translation error. Because of the translation error, the distance between true grids on which the vehicle is traveling and raw position increases, and as a result the true grids naturally are assigned lower proximity weight scores. On the contrary, the kinematic weight score function awards a higher score to the true girds. Because of this disparity between magnitudes of proximity and kinematic weight scores whenever a road segment suffers lateral translation error, kinematic weight score assumes higher importance and contributes the largest towards the total weight score. This can be observed in the hypothetical example presented in Table 7, wherein, the corresponding elements in third and the fifth rows are the same.

5.2. Data-driven weighting functions

Most of the other weight-based map-matching algorithms arbitrarily define the weight functions. For example, Hashemi and Karimi (2016) have defined the Proximity weight function as $W_{Pi} = \frac{p_i}{\sum_j h_j}$; where, $p_i$ is the proximity or the shortest distance between a GPS point and link $i$.

There is no logical reasoning behind this linear functional formulation of the weight score but the formulation is rather arbitrary. Such weight functions do not guarantee that different road segments would receive appropriate weight scores in order to achieve the optimal performance.

However, in the present study, the formulation of the weight score is data driven. For example, the proximity weight score function is obtained after studying the distribution of the radial errors between the true and raw GPS positions. The data driven non-linear proximity weight function ensures that the grids are awarded appropriate proximity weight score.

5.3. Dynamic weight coefficients

Literature clearly states that the magnitude of coefficients of the weight scores plays a significant role in determining the performance of the map matching algorithm (Quddus et al., 2003; Velaga et al., 2009; Quddus and Washington, 2015; Hashemi and Karimi, 2016). Literature has also given clear directions regarding the dependence of these coefficients on road network complexity (Velaga et al., 2009) and quality of the positioning information (Binjammaz et al., 2016; Hashemi and Karimi, 2016). The road network complexity and the positioning quality are spatially and temporally dynamic. Therefore, the coefficients should be governed by these dynamic indicators.

The usage of dynamic weight coefficients ensures that the grids receive appropriate total weight score considering the prevailing road network complexity and the quality of the positioning information. The fact that the magnitude of the coefficients adapts according to these dynamic indicators gives us a strong direction towards developing a map-matching algorithm that is transferrable.

5.4. Optimal weight coefficients

Optimality of the weight coefficient ensures the best performance of the map-matching algorithm (Velaga et al., 2009; Quddus and Washington, 2015). As mentioned earlier, the magnitude of the weight coefficients should be governed by the road network complexity and the quality of the positioning information. However, the magnitude of each coefficient should also ensure optimal performance of the map-matching algorithm.

We have presented a novel methodology, which ensures dynamic weight coefficients obtained at every time epoch results in an optimal estimate of the vehicle’s position.

In summary, despite the capability of lane-level localisation, the system is not fool-proof as a standalone GNSS receiver is used instead of complementary and expensive sensors such as radars. However, the algorithm can still be applied to many liability critical and in-vehicle information systems.

Although the link connectivity information used in the developed MM algorithm can prevent some mismatches in grade separated roads, for accurate map-matching, the algorithm needs to utilize the elevation information from road network as well as from GNSS. The state space presented in Section 3.7 is defined primarily for achieving the lane-level localization. Furthermore, elevation information of the road segments is not available within OpenStreetMap data used in this study. Hence the elevation information from the GPS is not utilised. Therefore, the algorithm in the presented form may not efficiently distinguish between multi-level roads although the connectivity information between the segments prevents mismatches.

6. Conclusions

A new dynamic 2-dimensional (D2D) weight-based topological MM algorithm was developed to achieve lane-level localization. The novel features of the developed algorithm are: (i) the use of positioning fixes from stand-alone GPS only, (ii) data-driven dynamic weight coefficients and (iii) its ability to overcome lateral translational errors and (iv) its transferability. The condition was warranted considering the situation in the developing economies, where augmentation may not be feasible. In the developed MM algorithm, the
road network is represented as an array of virtual grids in contrast to road centerlines. This is a novel idea allowing us to localize a vehicle at a lane-level with only one positioning sensor - GPS. Three new weighting scores were introduced to aid map-matching: (i) kinematic weight was based on the vehicle kinematics and prediction of its position in future time epochs, (ii) connectivity weight considered link connectivity and traffic movement restrictions simultaneously, and finally (iii) the intent to make a turn at an intersection was captured by the turn-intent prediction weighting score.

Eight dynamic indicators were used; five to express the road network complexity and three to indicate the quality of positioning fixes from a GPS receiver. An approach to determine the optimal coefficients of different weighting scores in minimizing the radial error between the estimated and true position was developed. These set of optimal coefficients were then expressed as a function of the dynamic indicators using an adaptive regression technique. The issue of transferability of the developed D2D map-matching algorithm was addressed by calibrating and testing the algorithm by employing data from heterogeneous road networks.

Dynamic weight coefficients used in this study provided a means to effectively consider the quality of the position information and prevailing complexity of the road network. The dynamic coefficients, therefore, facilitated the MM algorithm to resolve the ambiguity that arose in complex road network more effectively resulted in a high performing MM algorithm.

The algorithm was tested on two real-world datasets obtained from stand-alone GPS receivers. The algorithm identifies 96.1% and 98.4% links correctly for the GPS datasets collected in Nottingham, UK and Mumbai-Pune, India respectively. This performance is comparable with 98.6% as reported by Quddus and Washington (2015). Despite using OpenStreetMap as a base map, the present study achieves a horizontal accuracy of 6.61 m (2σ) in comparison with 7.35 m (2σ) as achieved by Quddus and Washington (2015).

Furthermore, the mean horizontal accuracy of 2.82 m achieved in the present study is primarily attributed to the lane-level representation of the road network. In terms of the correct lane prediction, the algorithm correctly predicted 84% and 79% of the time for both the datasets. The developed MM algorithm is capable of processing about 25 data points per second (with Intel i7 3.4 GHz processor, 8 GB RAM), which renders it suitable for real-time ITS applications demanding lane-level localization.

This new D2D map-matching algorithm is expected to make a profound impact on ITS industry and vehicle manufacturers as this algorithm can be employed in real-time to support several liability critical and in-vehicle information systems such as lane specific traffic diversion, lane allocation, lane-based electronic toll collection, lane-based navigation and the prediction of driver’s intent.
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